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To our families

## Preface

Digital Signal Processing(DSP) is concerned with thetheoretical and practical aspects of representing information bearing signals in digital form and with using computers or special purpose digital hardware either to extract that information or to transform the signals in useful ways. Areas where digital signal processing has made a significant impact include telecommunications, man-machine communications, computer engineering, multimedia applications, medical technology, radar and sonar, seismic data analysis, and remote sensing, to name just a few.

Duringthefirst fifteen years of its existence, thefield of DSP saw advancementsin thebasic theory of discrete-timesignals and processingtools. This work included such topicsas fast algorithms, A/D and D/A conversion, and digital filter design. The past fifteen years has seen an ever quickening growth of DSP in application areas such as speech and acoustics, video, radar, and telecommunications. M uch of this interest in using DSP has been spurred on by developments in computer hardware and microprocessors. Digital Signal Processing H andbook CRCnetBASE is an attempt to capturetheentire range of DSP: from theory to applications - from algorithms to hardware.

Given the widespread use of DSP, a need devel oped for an authoritative reference, written by some of thetop experts in theworld. Thisneed wasto provideinformation on both theoretical and practical issues suitable for a broad audience - ranging from professionals in electrical engineering, computer science, and related engineeringfields, to managersinvolved in design and marketing, and to graduate students and scholars in the field. Given the large number of excellent introductory texts in DSP, it was also important to focus on topics useful to the engineer or scholar without overemphasizing those aspects that are already widely accessible. In short, we wished to create a resource that was relevant to the needs of the engineering community and that will keep them up-to-date in the DSP field.

A task of this magnitude was only possible through the cooperation of many of the foremost DSP researchers and practitioners. Thiscollaboration, over the past threeyears, has resulted in aCD-ROM containing a comprehensive range of DSP topics presented with a clarity of vision and a depth of coverage that is expected to inform, educate, and fascinate the reader. Indeed, many of the articles, written by leaders in their fields, embody unique visions and perceptions that enable a quick, yet thorough, exposure to knowledge garnered over years of development.

As with other CRC Press handbooks, we have attempted to provide a balance between essential information, background material, technical details, and introduction to relevant standards and software. The Handbook pays equal attention to theory, practice, and application areas. Digital Signal Processing $H$ andbook CRCnetBASE can be used in a number of ways. M ost users will look up a topic of interest by using the powerful search engine and then viewing the applicable chapters. As such, each chapter has been written to stand alone and give an overview of its subject matter while providing key references for those interested in learning more. Digital Signal Processing Handbook CRCnetBASE can also be used as a reference book for graduate classes, or as supporting material for continuing education courses in the DSP area. Industrial organizations may wish to provide the CD-ROM with their products to enhance their value by providing a standard and up-to-date reference source.

Wehavebeen very impressed with thequality of thiswork, which isdueentirely to thecontributions of all the authors, and we would like to thank them all. The Advisory Board was instrumental in helping to choose subjects and leaders for all the sections. Being experts in their fields, the section leaders provided the vision and fleshed out the contents for their sections.

Finally, the authors produced the necessary content for this work. To them fell the challenging task of writing for such a broad audience, and they excelled at their jobs.

In addition to these technical contributors, we wish to thank a number of outstanding individuals whose administrative skills madethis project possible. Without the outstanding organizational skills of Elaine M. Gibson, this handbook may never have been finished. Not only did Elaine manage the paperwork, but she had the unenviabletask of reminding authors about deadlines and pushing them to finish. We also thank a number of individuals associated with the CRC Press Handbook Series over a period of time, especially Joel Claypool, Dick Dorf, Kristen M aus, Jerry Papke, Ron Powers, Suzanne Lassandro, and Carol Whitehead.

We welcome you to this handbook, and hope you find it worth your interest.

Vijay K. Madisetti and Douglas B. Williams
Center for Signal and Image Processing
School of Electrical and Computer Engineering
Georgia Institute of Technology
Atlanta, Georgia
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THE STUDY OF "SIGNALSAND SYSTEM S" hasformed a cornerstonefor thedevelopment of digital signal processing and is crucial for all of thetopics discussed in this H andbook. While the reader is assumed to be familiar with the basics of signals and systems, a small portion is reviewed in this chapter with an emphasis on the transition from continuous time to discrete time. The reader wishing more background may find in it any of the many fine textbooks in this area, for example[1]-[6].

In the chapter "Fourier Series, Fourier Transforms, and the DFT" by W. Kenneth Jenkins, many important Fourier transform concepts in continuous and discrete time are presented. The discrete Fourier transform (DFT), which forms the backbone of modern digital signal processing as its most common signal analysis tool, is also described, together with an introduction to the fast Fourier transform algorithms.

In "Ordinary Linear Differential and Difference Equations", the author, B.P. Lathi, presents a detailed tutorial of differential and difference equations and their solutions. Because these equations are the most common structures for both implementing and modelling systems, this background is necessary for the understanding of many of the later topics in this H andbook. Of particular interest are a number of solved examples that illustrate the solutions to these formulations.

While most software based on workstations and PCs is executed in single or double precision arithmetic, practical realizations for some high throughput DSP applications must be implemented in fixed point arithmetic. These low cost implementations are still of interest to a wide community in the consumer electronics arena. The chapter "Finite Wordlength Effects" by Bruce W. Bomar describes basic number representations, fixed and floating point errors, roundoff noise, and practical considerations for realizations of digital signal processing applications, with a special emphasis on filtering.
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### 1.1 Introduction

Fourier methods are commonly used for signal analysis and system design in modern telecommunications, radar, and image processing systems. Classical Fourier methods such as the Fourier series and the Fourier integral are used for continuoustime (CT) signals and systems, i.e., systems in which a characteristic signal, $s(t)$, is defined at all values of $t$ on the continuum $-\infty<t<\infty$. A more recently developed set of Fourier methods, including thediscretetimeFourier transform (DTFT) and the discrete Fourier transform (DFT), are extensions of basic Fourier concepts that apply to discrete time (DT) signals. A characteristic DT signal, $s[n]$, is defined only for values of $n$ where $n$ is an integer in the range $-\infty<n<\infty$. The following discussion presents basic concepts and outlines important properties for both theCT and DT classes of Fourier methods, with a particular emphasis on the relationships between thesetwo classes. Theclass of DT Fourier methods is particularly useful
as a basis for digital signal processing (DSP) because it extends thetheory of classical Fourier analysis to DT signals and leads to many effective algorithms that can be directly implemented on general computers or special purpose DSP devices.

Therelationship between theCT and theDT domainsischaracterized bytheoperations of sampling and reconstruction. If $s_{a}(t)$ denotes a signal $s(t)$ that has been uniformly sampled every $T$ seconds, then the mathematical representation of $s_{a}(t)$ is given by

$$
\begin{equation*}
s_{a}(t)=\sum_{n=-\infty}^{\infty} s(t) \delta(t-n T) \tag{1.1}
\end{equation*}
$$

where $\delta(t)$ is a CT impulse function defined to be zero for all $t \neq 0$, undefined at $t=0$, and has unit area when integrated from $t=-\infty$ to $t=+\infty$. Because the only places at which the product $s(t) \delta(t-n T)$ is not identically equal to zero areat thesamplinginstances, $s(t)$ in (1.1) can bereplaced with $s(n T)$ without changing the overall meaning of the expression. Hence, an alternate expression for $s_{a}(t)$ that is often useful in Fourier analysis is given by

$$
\begin{equation*}
s_{a}(t)=\sum_{n=-\infty}^{\infty} s(n T) \delta(t-n T) \tag{1.2}
\end{equation*}
$$

The CT sampling model $s_{a}(t)$ consists of a sequence of CT impulse functions uniformly spaced at interval sof $T$ seconds and weighted bythevalues of thesignal $s(t)$ at the sampling instants, asdepicted in Fig. 1.1. Note that $s_{a}(t)$ is not defined at the sampling instants because the CT impulse function itself is not defined at $t=0$. However, the values of $s(t)$ at the sampling instants are imbedded as "area under the curve" of $s_{a}(t)$, and as such represent a useful mathematical model of the sampling process. In the DT domain the sampling model is simply the sequence defined by taking the values of $s(t)$ at the sampling instants, i.e.,

$$
\begin{equation*}
s[n]=\left.s(t)\right|_{t=n T} \tag{1.3}
\end{equation*}
$$

In contrast to $s_{a}(t)$, which is not defined at the sampling instants, $s[n]$ is well defined at the sampling instants, as illustrated in Fig. 1.2. Thus, it is now clear that $s_{a}(t)$ and $s[n]$ are different but equivalent models of the sampling process in the CT and DT domains, respectively. They are both useful for signal analysis in their corresponding domains. Their equivalence is established by the fact that they have equal spectra in the Fourier domain, and that the underlying CT signal from which $s_{a}(t)$ and $s[n]$ are derived can be recovered from either sampling representation, provided a sufficiently large sampling rate is used in the sampling operation (see below).

### 1.2 Fourier Series Representation of Continuous Time Periodic Signals

It is convenient to begin this discussion with the classical Fourier series representation of a periodic time domain signal, and then derive the Fourier integral from this representation by finding thelimit of the Fourier coefficient representation as the period goes to infinity. The conditions under which a periodic signal $s(t)$ can be expanded in a Fourier series are known as the Dirichet conditions. They require that in each period $s(t)$ has a finite number of discontinuities, a finite number of maxima and minima, and that $s(t)$ satisfies the following absolute convergence criterion [1]:

$$
\begin{equation*}
\int_{-T / 2}^{T / 2}|s(t)| d t<\infty \tag{1.4}
\end{equation*}
$$

It is assumed in the following discussion that these basic conditions are satisfied by all functions that will be represented by a Fourier series.


FIGURE 4.1 CT model of a sampled CT signal.
FIGURE 1.1: CT model of a sampled CT signal.


FIGURE 1.2: DT model of a sampled CT signal.

### 1.2.1 Exponential Fourier Series

If aCT signal $s(t)$ is periodic with a period $T$, then theclassical complex Fourier series representation of $s(t)$ is given by

$$
\begin{equation*}
s(t)=\sum_{n=-\infty}^{\infty} a_{n} e^{j n \omega_{0} t} \tag{1.5a}
\end{equation*}
$$

where $\omega_{0}=2 \pi / T$, and where the $a_{n}$ are the complex Fourier coefficients given by

$$
\begin{equation*}
a_{n}=(1 / T) \int_{-T / 2}^{T / 2} s(t) e^{-j n \omega_{0} t} d t \tag{1.5b}
\end{equation*}
$$

It is well known that for every value of $t$ where $s(t)$ is continuous, the right-hand side of (1.5a) converges to $s(t)$. At values of $t$ where $s(t)$ has a finite jump discontinuity, the right-hand side of (1.5a) converges to the average of $s\left(t^{-}\right)$and $s\left(t^{+}\right)$, where $s\left(t^{-}\right) \equiv \lim _{\epsilon \rightarrow 0} s(t-\epsilon)$ and $s\left(t^{+}\right) \equiv$ $\lim _{\epsilon \rightarrow 0} s(t+\epsilon)$.

For example, the Fourier series expansion of the sawtooth waveform illustrated in Fig. 1.3 is characterized by $T=2 \pi, \omega_{0}=1, a_{0}=0$, and $a_{n}=a_{-n}=A \cos (n \pi) /(j n \pi)$ for $n=1,2, \ldots$, . The coefficients of the exponential Fourier series represented by (1.5b) can be interpreted as the spectral representation of $s(t)$, because the $a_{n}$-th coefficient represents the contribution of the ( $n \omega_{0}$ )-th frequency to the total signal $s(t)$. Because the $a_{n}$ are complex valued, the Fourier domain represen-
tation has both a magnitude and a phase spectrum. For example, the magnitude of the $a_{n}$ is plotted in Fig. 1.4 for the sawtooth waveform of Fig. 1.3. The fact that the $a_{n}$ constitute a discrete set is consistent with the fact that a periodic signal has a "line spectrum," i.e., the spectrum contains only integer multiples of the fundamental frequency $\omega_{0}$. Therefore, the equation pair given by (1.5a) and (1.5b) can be interpreted as a transform pair that is similar to the CT Fourier transform for periodic signals. This leads to the observation that the classical Fourier series can be interpreted as a special transform that provides a one-to-one invertible mapping between the discrete-spectral domain and theCT domain. The next section shows how the periodicity constraint can be removed to produce the more general classical CT Fourier transform, which applies equally well to periodic and aperiodic time domain waveforms.


FIGURE 1.3: Periodic CT signal used in Fourier series example.


FIGU RE 1.4: M agnitude of the Fourier coefficients for example of Figure 1.3.

### 1.2.2 The Trigonometric Fourier Series

Although Fourier series expansions exist for complex periodic signals, and Fourier theory can be generalized to the case of complex signals, the theory and results are more easily expressed for realvalued signals. The following discussion assumes that the signal $s(t)$ is real-valued for the sake of simplifying the discussion. However, all results are valid for complex signals, although the details of the theory will become somewhat more complicated.

For real-valued signals $s(t)$, it ispossibleto manipulatethe complex exponential form of theFourier series into a trigonometric form that contains $\sin \left(\omega_{0} t\right)$ and $\cos \left(\omega_{0} t\right)$ terms with corresponding real-
valued coefficients [1]. The trigonometric form of the Fourier series for a real-valued signal $s(t)$ is given by

$$
\begin{equation*}
s(t)=\sum_{n=0}^{\infty} b_{n} \cos \left(n \omega_{0} t\right)+\sum_{n=1}^{\infty} c_{n} \sin \left(n \omega_{0} t\right) \tag{1.6a}
\end{equation*}
$$

where $\omega_{0}=2 \pi / T$. The $b_{n}$ and $c_{n}$ are real-valued Fourier coefficients determined by


FIGURE 1.5: Periodic CT signal used in Fourier series example 2.


FIGURE 1.6: Fourier coefficients for example of Figure 1.5.

$$
\begin{array}{rll}
b_{0} & =(1 / T) \int_{-T / 2}^{T / 2} s(t) d t \\
b_{n} & =(2 / T) \int_{-T / 2}^{T / 2} s(t) \cos \left(n \omega_{0} t\right) d t, & n=1,2, \ldots,  \tag{1.6b}\\
c_{n} & =(2 / T) \int_{-T / 2}^{T / 2} s(t) \sin \left(n \omega_{0} t\right) d t, & n=1,2, \ldots,
\end{array}
$$

An arbitrary real-valued signal $s(t)$ can be expressed as a sum of even and odd components, $s(t)=$ $s_{\text {even }}(t)+s_{\text {odd }}(t)$, where $s_{\text {even }}(t)=s_{\text {even }}(-t)$ and $s_{\text {odd }}(t)=-s_{\text {odd }}(-t)$, and where $s_{\text {even }}(t)=$ $[s(t)+s(-t)] / 2$ and $s_{\text {odd }}(t)=[s(t)-s(-t)] / 2$. For the trigonometric Fourier series, it can be shown that $s_{\text {even }}(t)$ isrepresented by the(even) cosinetermsin theinfiniteseries, $s_{\text {odd }}(t)$ isrepresented by the (odd) sine terms, and $b_{0}$ is the DC level of the signal. Therefore, if it can be determined by inspection that a signal has DC level, or if it is even or odd, then the correct form of thetrigonometric
series can be chosen to simplify the analysis. For example, it is easily seen that the signal shown in Fig. 1.5 is an even signal with a zero DC level. Thereforeit can be accurately represented by the cosine series with $b_{n}=2 A \sin (\pi n / 2) /(\pi n / 2), n=1,2, \ldots$, as illustrated in Fig. 1.6. In contrast, notethat the sawtooth waveform used in the previous example is an odd signal with zero DC level; thus, it can becompletely specified by thesineterms of thetrigonometric series. This result can be demonstrated by pairing each positive frequency component from the exponential series with its conjugatepartner, i.e., $c_{n}=\sin \left(n \omega_{0} t\right)=a_{n} e^{j n \omega_{0} t}+a_{-n} e^{-j n \omega_{0} t}$, whereby it is found that $c_{n}=2 \mathrm{~A} \cos (n \pi) /(n \pi)$ for this example. In general it isfound that $a_{n}=\left(b_{n}-j c_{n}\right) / 2$ for $n=1,2, \ldots, a_{0}=b_{0}$, and $a_{-n}=a_{n}^{*}$. The trigonometric Fourier series is common in the signal processing literature because it replaces complex coefficients with real ones and often results in a simpler and more intuitive interpretation of the results.

### 1.2.3 Convergence of the Fourier Series

TheFourier series representation of a periodic signal is an approximation that exhibits mean squared convergence to the true signal. If $s(t)$ is a periodic signal of period $T$, and $s^{\prime}(t)$ denotes the Fourier series approximation of $s(t)$, then $s(t)$ and $s^{\prime}(t)$ are equal in the mean square sense if

$$
\begin{equation*}
\mathrm{MSE}=\int_{-T / 2}^{T / 2}\left|s(t)-s(t)^{\prime}\right|^{2} d t=0 \tag{1.7}
\end{equation*}
$$

Even with (1.7) satisfied, mean square error (M SE) convergence does not mean that $s(t)=s^{\prime}(t)$ at every value of $t$. In particular, it is known that at values of $t$, where $s(t)$ is discontinuous, the Fourier series converges to the average of the limiting values to the left and right of the discontinuity. For example, if $t_{0}$ is a point of discontinuity, then $s^{\prime}\left(t_{0}\right)=\left[s\left(t_{0}^{-}\right)+s\left(t_{0}^{+}\right)\right] / 2$, where $s\left(t_{0}^{-}\right)$and $s\left(t_{0}^{+}\right)$were defined previously. (Note that at points of continuity, this condition is also satisfied by the definition of continuity.) Because the Dirichet conditions require that $s(t)$ have at most a finite number of points of discontinuity in one period, the set $S_{t}$, defined as all values of $t$ within one period where $s(t) \neq s^{\prime}(t)$, contains a finite number of points, and $S_{t}$ is a set of measure zero in the formal mathematical sense. Therefore, $s(t)$ and its Fourier series expansion $s^{\prime}(t)$ are equal almost everywhere, and $s(t)$ can be considered identical to $s^{\prime}(t)$ for theanalysis of most practical engineering problems.

Convergence almost everywhere is satisfied only in the limit as an infinite number of terms are included in the Fourier series expansion. If the infinite series expansion of the Fourier series is truncated to a finite number of terms, as it must be in practical applications, then the approximation will exhibit an oscillatory behavior around the discontinuity, known as the Gibbs phenomenon [1]. Let $s_{N}^{\prime}(t)$ denote a truncated Fourier series approximation of $s(t)$, where only the terms in (1.5a) from $n=-N$ to $n=N$ are included if the complex Fourier series representation is used, or where only the terms in (1.6a) from $n=0$ to $n=N$ are included if the trigonometric form of the Fourier series is used. It is well known that in the vicinity of a discontinuity at $t_{0}$ the Gibbs phenomenon causes $s_{N}^{\prime}(t)$ to bea poor approximation to $s(t)$. The peak magnitude of the Gibbs oscillation is $13 \%$ of the size of the jump discontinuity $s\left(t_{0}^{-}\right)-s\left(t_{0}^{+}\right)$regardless of the number of terms used in the approximation. As $N$ increases, the region that contains the oscillation becomes more concentrated in the neighborhood of the discontinuity, until, in the limit as $N$ approaches infinity, the Gibbs oscillation is squeezed into a single point of mismatch at $t_{0}$.

If $s^{\prime}(t)$ is replaced by $s_{N}^{\prime}(t)$ in (1.7), it is important to understand the behavior of the error $\mathrm{M} \mathrm{SE}_{N}$ as a function of $N$, where

$$
\begin{equation*}
\mathrm{MSE}_{N}=\int_{-T / 2}^{T / 2}\left|s(t)-s_{N}^{\prime}(t)\right|^{2} d t \tag{1.8}
\end{equation*}
$$

An important property of theFourier seriesisthat theexponential basisfunctions $e^{j n \omega_{0} t}$ (or $\sin \left(n \omega_{0} t\right)$ and $\cos \left(n \omega_{0} t\right.$ ) for the trigonometric form) for $n=0, \pm 1, \pm 2, \ldots$ (or $n=0,1,2, \ldots$ for the trigonometric form) constitute an orthonormal set, i.e., $t_{n k}=1$ for $n=k$, and $t_{n k}=0$ for $n \neq k$, where

$$
\begin{equation*}
t_{n k}=(1 / T) \int_{-T / 2}^{T / 2}\left(e^{-j n \omega_{0} t}\right)\left(e^{j k \omega_{0} t}\right) d t \tag{1.9}
\end{equation*}
$$

Astermsareadded to theFourier series expansion, theorthogonality of the basisfunctionsguarantees that the error decreases in the mean square sense, i.e., that $\mathrm{MSE}_{N}$ monotonically decreases as $N$ is increased. Therefore, apractitioner can proceed with theconfidencethat when applyingFourier series analysis moreterms arealways better than fewer in terms of the accuracy of thesignal representations.

### 1.3 The Classical Fourier Transform for Continuous Time Signals

Theperiodicity constraint imposed on theFourier series representation can be removed by taking the limits of (1.5a) and (1.5b) as the period $T$ isincreased to infinity. Somemathematical preliminaries are required so that the results will be well defined after the limit is taken. It is convenient to remove the $(1 / T)$ factor in front of the integral by multiplying (1.5b) through by $T$, and then replacing $T a_{n}$ by $a_{n}^{\prime}$ in both (1.5a) and (1.5b). Because $\omega \quad 0=2 \pi / T$, as $T$ increases to infinity, $\omega_{0}$ becomes infinitesimally small, a condition that isdenoted by replacing $\omega_{0}$ with $\Delta \omega$. Thefactor ( $1 / T$ ) in (1.5a) becomes ( $\Delta \omega / 2 \pi$ ). With these algebraic manipulations and changes in notation (1.5a) and (1.5b) take on the following form prior to taking the limit:

$$
\begin{align*}
s(t) & =(1 / 2 \pi) \sum_{n=-\infty}^{\infty} a_{n}^{\prime} e^{j n \Delta \omega t} \Delta \omega  \tag{1.10a}\\
a_{n}^{\prime} & =\int_{-T / 2}^{T / 2} s(t) e^{-j n \Delta \omega t} d t \tag{1.10b}
\end{align*}
$$

Thefinal step in obtainingtheCT Fourier transform isto takethelimit of both (1.10a) and (1.10b) as $T \rightarrow \infty$. In the limit the infinite summation in (1.10a) becomes an integral, $\Delta \omega$ becomes $d \omega$, $n \Delta \omega$ becomes $\omega$, and $a_{n}^{\prime}$ becomes the CT Fourier transform of $s(t)$, denoted by $S(j \omega)$. The result is summarized by thefollowing transform pair, which is known throughout most of the engineering literature as the classical CT Fourier transform (CTFT):

$$
\begin{align*}
s(t) & =(1 / 2 \pi) \int_{-\infty}^{\infty} S(j \omega) e^{j \omega t} d \omega  \tag{1.11a}\\
S(j \omega) & =\int_{-\infty}^{\infty} s(t) e^{-j \omega t} d t \tag{1.11b}
\end{align*}
$$

Often (1.11a) is called theFourier integral and (1.11b) is simply called the Fourier transform. The relationship $S(j \omega)=\mathcal{F}\{s(t)\}$ denotes the Fourier transformation of $s(t)$, where $\mathcal{F}\{\cdot\}$ is a symbolic notation for theFourier transform operator, and where $\omega$ becomesthecontinuousfrequency variable after the periodicity constraint is removed. A transform pair $s(t) \leftrightarrow S(j \omega)$ represents a one-toone invertible mapping as long as $s(t)$ satisfies conditions which guarantee that the Fourier integral converges.

From (1.11a) it is easily seen that $\mathcal{F}\left\{\delta\left(t-t_{0}\right)\right\}=e^{-j \omega t_{0}}$, and from (1.11b) that $\mathcal{F}^{-1}\{2 \pi \delta(\omega-$ $\left.\left.\omega_{0}\right)\right\}=e^{j \omega_{0} t}$, so that $\delta\left(t-t_{0}\right) \leftrightarrow e^{-j \omega t_{0}}$ and $e^{j \omega_{0} t} \leftrightarrow 2 \pi \delta\left(\omega-\omega_{0}\right)$ are valid Fourier transform
pairs. Using theserelationshipsit is easy to establish theFourier transformsof $\cos \left(\omega_{0} t\right)$ and $\sin \left(\omega_{0} t\right)$, as well as many other useful waveforms that are encountered in common signal analysis problems. A number of such transforms are shown in Table 1.1.

TheCTFT is useful in the analysis and design of CT systems, i.e., systems that process CT signals. Fourier analysisis particularly applicableto thedesign of CT filterswhich arecharacterized by Fourier magnitude and phase spectra, i.e., by $|H(j \omega)|$ and arg $H(j \omega)$, where $H(j \omega)$ is commonly called the frequency response of the filter. For example, an ideal transmission channel is one which passes a signal without distorting it. The signal may be scaled by a real constant $A$ and delayed by a fixed time increment $t_{0}$, implying that the impulse response of an ideal channel is $A \delta\left(t-t_{0}\right)$, and its corresponding frequency response is $A e^{-j \omega t_{0}}$. Hence, the frequency response of an ideal channel is specified by constant amplitudefor all frequencies, and a phase characteristic which is linear function given by $\omega t_{0}$.

### 1.3.1 Properties of the Continuous Time Fourier Transform

TheCTFT has many properties that make it useful for the analysis and design of linear CT systems. Some of the more useful properties are stated below. A more completelist of the CTFT properties is given in Table 1.2. Proofs of these properties can be found in [2] and [3]. In the following discussion $\mathcal{F}\{\cdot\}$ denotes the Fourier transform operation, $\mathcal{F}^{-1}\{\cdot\}$ denotes the inverse Fourier transform operation, and $*$ denotes the convolution operation defined as

$$
f_{1}(t) * f_{2}(t)=\int_{-\infty}^{\infty} f_{1}(t-\tau) f_{2}(\tau) d \tau
$$

1. Linearity (superposition): $\mathcal{F}\left\{a f_{1}(t)+b f_{2}(t)\right\}=a \mathcal{F}\left\{f_{1}(t)\right\}+b \mathcal{F}\left\{f_{2}(t)\right\}$ ( $a$ and $b$, complex constants)
2. Timeshifting: $\mathcal{F}\left\{f\left(t-t_{0}\right)\right\}=e^{-j \omega t_{0}} \mathcal{F}\{f(t)\}$
3. Frequency shifting: $e^{j \omega_{0} t} f(t)=\mathcal{F}^{-1}\left\{F\left(j\left(\omega-\omega_{0}\right)\right)\right\}$
4. Timedomain convolution: $\mathcal{F}\left\{f_{1}(t) * f_{2}(t)\right\}=\mathcal{F}\left\{f_{1}(t)\right\} \mathcal{F}\left\{f_{2}(t)\right\}$
5. Frequency domain convolution: $\mathcal{F}\left\{f_{1}(t) f_{2}(t)\right\}=(1 / 2 \pi) \mathcal{F}\left\{f_{1}(t)\right\} * \mathcal{F}\left\{f_{2}(t)\right\}$
6. Timedifferentiation: $-j \omega F(j \omega)=\mathcal{F}\{d(f(t)) / d t\}$
7. Time integration: $\mathcal{F}\left\{\int_{-\infty}^{t} f(\tau) d \tau\right\}=(1 / j \omega) F(j \omega)+\pi F(0) \delta(\omega)$

The above properties are particularly useful in CT system analysis and design, especially when the system characteristics are easily specified in the frequency domain, as in linear filtering. Note that properties 1, 6, and 7 are useful for solving differential or integral equations. Property 4 provides the basis for many signal processing algorithms because many systems can be specified directly by their impulseor frequency response. Property 3 is particularly useful in analyzing communication systems in which different modulation formats arecommonly used to shift spectral energy to frequency bands that are appropriate for the application.

### 1.3.2 Fourier Spectrum of the Continuous Time Sampling Model

Because the CT sampling model $s_{a}(t)$, given in (1.1), is in its own right a CT signal, it is appropriate to apply the CTFT to obtain an expression for the spectrum of the sampled signal:

$$
\begin{equation*}
\mathcal{F}\left\{s_{a}(t)\right\}=\mathcal{F}\left\{\sum_{n=-\infty}^{\infty} s(t) \delta(t-n T)\right\}=\sum_{n=-\infty}^{\infty} s(n T) e^{-j \omega T n} \tag{1.12}
\end{equation*}
$$

Because the expression on theright-hand sideof (1.12) is afunction of $e^{j \omega T}$ it iscustomary to denote the transform as $F\left(e^{j \omega T}\right)=\mathcal{F}\left\{s_{a}(t)\right\}$. Later in the chapter this result is compared to the result of


Periodic square wave

$$
\begin{aligned}
& x(t)=\left\{\begin{array}{ll}
1, & |t|<T_{1} \\
0, & T_{1}<|t| \leq \frac{T_{0}}{2}
\end{array} \quad \sum_{k=-\infty}^{+\infty} \frac{2 \sin k \omega_{0} T_{1}}{k} \delta\left(\omega_{k} \omega_{0}\right) \quad \frac{\omega_{0} T_{1}}{\pi} \sin c\left(\frac{k \omega_{0} T_{1}}{\pi}\right)=\frac{\sin k \omega_{0} T_{1}}{k \pi}\right. \\
& \text { and } \\
& x\left(t+T_{0}\right)=x(t) \\
& \sum_{n=-\infty}^{+\infty} \delta(t-n T) \quad \frac{2 \pi}{T} \sum+\infty=-\infty \delta\left(\omega-\frac{2 \pi k}{T}\right) \quad a_{k}=\frac{1}{T} \quad \text { for all } k \\
& x(t)=\left\{\begin{array}{ll}
1, & |t|<T_{1} \\
0, & |t|>T_{1}
\end{array} \quad 2 T_{1} \sin c\left(\frac{\omega T_{1}}{\pi}\right)=\frac{2 \sin \omega T_{1}}{\omega}\right. \\
& \frac{W}{\pi} \sin c\left(\frac{W t}{\pi}\right)=\frac{\sin W t}{\pi t} \quad X(\omega)= \begin{cases}1, & |\omega|<W \\
0, & |\omega|>W\end{cases} \\
& \delta(t) \\
& 1 \\
& u(t) \quad \frac{1}{j \omega}+\pi \delta(\omega) \\
& \delta\left(t-t_{0}\right) \quad e_{j \omega t_{0}} \\
& e^{-a t} u(t), \operatorname{Re}\{a\}>0 \quad \frac{1}{a+j \omega} \\
& t e^{-a t} u(t), \operatorname{Re}\{a\}>0 \quad \frac{1}{(a+j \omega)^{2}} \\
& \begin{array}{cc}
\frac{t^{n-1}}{(n-1)!} e^{-a t} u(t), \\
\operatorname{Re}\{a\}>0 & \frac{1}{(a+j \omega)^{n}}
\end{array}
\end{aligned}
$$

TABLE 1.2 Properties of the CTFT

| Name | If $\mathcal{F} f(t)=F(j \omega)$, then |
| :---: | :---: |
| Definition | $f(j \omega)=\int_{-\infty}^{\infty} f(t) e_{j \omega t} d t$ |
|  | $f(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F(j \omega) e^{j \omega t} d \omega$ |
| Superposition | $\mathcal{F}\left[a f_{1}(t)+b f_{2}(t)\right]=a F_{1}(j \omega)+b F_{2}(j \omega)$ |
| Simplification if: <br> (a) $f(t)$ is even | $F(j \omega)=2 \int_{0}^{\infty} f(t) \cos \omega t d t$ |
| (b) $f(t)$ is odd | $F(j \omega)=2 j \int_{0}^{\infty} f(t) \sin \omega t d t$ |
| Negative $t$ | $\mathcal{F} f(-t)=F^{*}(j \omega)$ |
| Scaling: |  |
| (a) Time | $\mathcal{F} f(a t)=\frac{1}{\|a\|} F\left(\frac{j \omega}{a}\right)$ |
| (b) M agnitude | $\mathcal{F} a f(t)=a F(j \omega)$ |
| Differentiation | $\mathcal{F}\left[\frac{d^{n}}{d t^{n}} f(t)\right]=(j \omega)^{n} F(j \omega)$ |
| Integration | $\mathcal{F}\left[\int_{-\infty}^{t} f(x) d x\right]=\frac{1}{j \omega} F(j \omega)+\pi F(0) \delta(\omega)$ |
| Timeshifting | $\mathcal{F} f(t-a)=F(j \omega) e^{j \omega a}$ |
| Modulation | $\mathcal{F} f(t) e^{j \omega_{0} t}=F\left[j\left(\omega-\omega_{0}\right)\right]$ |
|  | $\left\{\mathcal{F} f(t) \cos \omega_{0} t=\frac{1}{2} F\left[j\left(\omega-\omega_{0}\right)\right]+F\left[j\left(\omega+\omega_{0}\right)\right]\right\}$ |
|  | $\left\{\mathcal{F} f(t) \sin \omega_{0} t=\frac{1}{2} j\left[F\left[j\left(\omega-\omega_{0}\right)\right]-F\left[j\left(\omega+\omega_{0}\right)\right]\right\}\right.$ |
| Time convolution | $\mathcal{F}^{-1}\left[F_{1}(j \omega) F_{2}(j \omega)\right]=\int_{-\infty}^{\infty} f_{1}(\tau) f_{2}(\tau) f_{2}\left(t_{\tau}\right) d \tau$ |
| Frequency convolution | $\mathcal{F}\left[f_{1}(t) f_{2}(t)\right]=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F_{1}(j \lambda) F_{2}\left[j\left(\omega_{\lambda}\right)\right] d \lambda$ |

operating on the DT sampling model, namely $s[n]$, with the DT Fourier transform to illustrate that the two sampling models have the same spectrum.

### 1.3.3 Fourier Transform of Periodic Continuous Time Signals

We saw earlier that a periodic CT signal can be expressed in terms of its Fourier series. The CTFT can then be applied to theFourier series representation of $s(t)$ to produce a mathematical expression for the "line spectrum" characteristic of periodic signals.

$$
\begin{equation*}
\mathcal{F}\{s(t)\}=\mathcal{F}\left\{\sum_{n=-\infty}^{\infty} a_{n} e^{j n \omega_{0} t}\right\}=2 \pi \sum_{n=-\infty}^{\infty} a_{n} \delta\left(\omega-n \omega_{0}\right) \tag{1.13}
\end{equation*}
$$

Thespectrum is shown pictorially in Fig. 1.7. N ote the similarity between the spectral representation of Fig. 1.7 and the plot of the Fourier coefficients in Fig. 1.4, which was heuristically interpreted as a "line spectrum". Figures 1.4 and 1.7 are different but equivalent representations of the Fourier
spectrum. N ote that Fig. 1.4 is a DT representation of the spectrum, while Fig. 1.7 is a CT model of the same spectrum.


FIGURE 1.7: Spectrum of the Fourier series representation of $s(t)$.

### 1.3.4 The Generalized Complex Fourier Transform

TheCTFT characterized by (1.11a) and (1.11b) can be generalized by considering the variable $j \omega$ to be the special case of $u=\sigma+j \omega$ with $\sigma=0$, writing (1.11a) in terms of $u$, and interpreting $u$ as a complex frequency variable. The resulting complex Fourier transform pair is given by (1.14a) and (1.14b)

$$
\begin{align*}
s(t) & =(1 / 2 \pi j) \int_{\sigma-j \infty}^{\sigma+j \infty} S(u) e^{j u t} d u  \tag{1.14a}\\
S(u) & =\int_{-\infty}^{\infty} s(t) e^{-j u t} d t \tag{1.14b}
\end{align*}
$$

Theset of all values of $u$ for which theintegral of (1.14b) converges iscalled the region of convergence (ROC). Because the transform $S(u)$ is defined only for values of $u$ within the ROC, the path of integration in (1.14a) must be defined by $\sigma$ so that the entire path lies within the ROC. In some literature this transform pair is called the bilateral Laplace transform because it is the same result obtained by including both the negative and positive portions of thetime axis in the classi cal Laplace transform integral. [Note that in (1.14a) the complex frequency variable was denoted by $u$ rather than by the morecommon $s$, in order to avoid confusion with earlier uses of $s(\cdot)$ as signal notation.] The complex Fourier transform (bilateral Laplace transform) is not often used in solving practical problems, but its significance lies in the fact that it is the most general form that represents the point at which Fourier and Laplace transform concepts become the same. Identifying this connection reinforces thenotion that Fourier and Laplacetransform conceptsaresimilar becausethey arederived by placing different constraints on the same general form.

### 1.4 The Discrete Time Fourier Transform

The discrete time Fourier transform (DTFT) can be obtained by using the DT sampling model and considering the relationship obtained in (1.12) to be the definition of the DTFT. Letting $T=1$ so that the sampling period is removed from the equations and the frequency variable is replaced with
a normalized frequency $\omega^{\prime}=\omega T$, theDTFT pair is defined in (1.15a). Notethat in order to simplify notation it is not customary to distinguish between $\omega$ and $\omega^{\prime}$, but rather to rely on the context of the discussion to determine whether $\omega$ refers to the normalized ( $T=1$ ) or the unnormalized ( $T \neq 1$ ) frequency variable.

$$
\begin{align*}
S\left(e^{j \omega^{\prime}}\right) & =\sum_{n=-\infty}^{\infty} s[n] e^{-j \omega^{\prime} n}  \tag{1.15a}\\
s[n] & =(1 / 2 \pi) \int_{-\pi}^{\pi} S\left(e^{j \omega^{\prime}}\right) e^{j n \omega^{\prime}} d \omega^{\prime} \tag{1.15b}
\end{align*}
$$

The spectrum $S\left(e^{j \omega^{\prime}}\right)$ is periodic in $\omega^{\prime}$ with period $2 \pi$. The fundamental period in the range $-\pi<\omega^{\prime} \leq \pi$, sometimes referred to as the baseband, is the useful frequency range of theDT system because frequency components in this range can be represented unambiguously in sampled form (without aliasing error). In much of the signal processing literature the explicit primed notation is omitted from the frequency variable. H owever, the explicit primed notation will beused throughout this section because the potential exists for confusion when so many related Fourier concepts are discussed within the same framework.

By comparing (1.12) and (1.15a), and noting that $\omega^{\prime}=\omega T$, it is established that

$$
\begin{equation*}
\mathcal{F}\left\{s_{a}(t)\right\}=\operatorname{DTFT}\{s[n]\} \tag{1.16}
\end{equation*}
$$

wheres $[n]=s(t)_{t=n T}$. This demonstratesthat thespectrum of $s_{a}(t)$, as calculated by theCT Fourier transform is identical to the spectrum of $s[n]$ as calculated by the DTFT. Therefore, although $s_{a}(t)$ and $s[n]$ arequitedifferent sampling models, they are equivalent in the sense that they have the same Fourier domain representation.

A list of common DTFT pairs is presented in Table 1.3. Just as the CT Fourier transform is useful in CT signal system analysis and design, the DTFT is equally useful in the same capacity for DT systems. It is indeed fortuitous that Fourier transform theory can be extended in this way to apply to DT systems.

In thesameway that theCT Fourier transform wasfound to beaspecial case of thecomplex Fourier transform (or bilateral Laplace transform), the DTFT is a special case of the bilateral $z$-transform with $z=e^{j \omega^{\prime} t}$. The more general bilateral $z$-transform is given by

$$
\begin{align*}
& S(z)=\sum_{n=-\infty}^{\infty} s[n] z^{-n}  \tag{1.17a}\\
& s[n]=(1 / 2 \pi j) \int_{\mathbf{C}} S(z) z^{n-1} d z \tag{1.17b}
\end{align*}
$$

where $\mathbf{C}$ is a counterclockwise contour of integration which is a closed path completely contained within the region of convergence of $S(z)$. Recall that theDTFT was obtained by taking theCT Fourier transform of theCT sampling model represented by $s_{a}(t)$. Similarly, the bilateral $z$-transform results by taking the bilateral Laplace transform of $s_{a}(t)$. If the lower limit on the summation of (1.17a) is taken to be $n=0$, then (1.17a) and (1.17b) become the one-sided $z$-transform, which is the DT equivalent of the one-sided LT for CT signals. The hierarchical relationship among these various concepts for DT systems is discussed later in this chapter, where it will be shown that the family structure of the DT family tree is identical to that of the CT family. For every CT transform in the CT world there is an analogous DT transform in the DT world, and vice versa.

TABLE 1.3 Some Basic DTFT Pairs

| Sequence | Fourier Transform |
| :---: | :---: |
| 1. $\delta[n]$ | 1 |
| 2. $\delta\left[n-n_{0}\right]$ | $e^{-j \omega n_{0}}$ |
| 3.1 $(-\infty<n<\infty)$ | $\sum_{k=-\infty}^{\infty} 2 \pi \delta(\omega+2 \pi k)$ |
| 4. $a^{n} u[n] \quad(\|a\|<1)$ | $\frac{1}{1-a e^{-j \omega}}$ |
| 5. $u[n]$ | $\frac{1}{1-e^{-j \omega}}+\sum_{k=-\infty}^{\infty} \pi \delta(\omega+2 \pi k)$ |
| 6. $(n+1) a^{n} u[n] \quad(\|a\|<1)$ | $\frac{1}{\left(1-a e^{-j \omega}\right)^{2}}$ |
| 7. $\frac{r^{2} \sin \omega_{p}(n+1)}{\sin \omega_{p}} u[n] \quad(\|r\|<1)$ | $\frac{1}{1-2 r \cos \omega_{p} e^{-j \omega}+r^{2} e^{j 2 \omega}}$ |
| 8. $\frac{\sin \omega_{c} n}{\pi n}$ | $X e^{j \omega}= \begin{cases}1, & \|\omega\|<\omega_{c} \\ 0, & \omega_{c}<\|\omega\| \leq \pi\end{cases}$ |
| 9. $x[n]- \begin{cases}1, & 0 \leq n \leq M \\ 0, & \text { otherwise }\end{cases}$ | $\frac{\sin [\omega(M+1) / 2]}{\sin (\omega / 2)} e^{-j \omega M / 2}$ |
| 10. $e^{j \omega} 0^{n}$ | $\sum_{k=-\infty}^{\infty} 2 \pi \delta\left(\omega-\omega_{0}+2 \pi k\right)$ |
| 11. $\cos \left(\omega_{0} n+\phi\right)$ | $\pi \sum_{k=-\infty}^{\infty}\left[e^{j \phi} \delta\left(\omega-\omega_{0}+2 \pi k\right)+e^{-j \phi} \delta\left(\omega+\omega_{0}+2 \pi k\right)\right]$ |

### 1.4.1 Properties of the Discrete Time Fourier Transform

BecausetheDTFT is closerelative of theclassical CT Fourier transform it should comeas no surprise that many properties of the DTFT are similar to those presented for theCT Fourier transform in the previous section. In fact, for many of the properties presented earlier an analogous property exists for theDTFT. Thefollowing list parallels the list that was presented in theprevious section for theCT Fourier transform, to the extent that the same property exists. A more completelist of DTFT pairs is given in Table 1.4. (Note that the primed notation on $\omega^{\prime}$ is dropped in the following to simplify the notation, and to be consistent with standard usage.)

1. Linearity (superposition): $\operatorname{DTFT}\left\{a f_{1}[n]+b f_{2}[n]\right\}=a \operatorname{DTFT}\left\{f_{1}[n]\right\}+b \operatorname{DTFT}\left\{f_{2}[n]\right\}$ ( $a$ and $b$, complex constants)
2. Index shifting: $\operatorname{DTFT}\left\{f\left[n-n_{0}\right]\right\}=e^{-j \omega n_{0}} \operatorname{DTFT}\{f[n]\}$
3. Frequency shifting: $e^{j \omega_{0} n} f[n]=\mathrm{DTFT}^{-1}\left\{F\left(e^{j\left(\omega-\omega_{0}\right)}\right)\right\}$
4. Timedomain convolution: $\operatorname{DTFT}\left\{f_{1}[n] * f_{2}[n]\right\}=\operatorname{DTFT}\left\{f_{1}[n]\right\} \operatorname{DTFT}\left\{f_{2}[n]\right\}$
5. Frequencydomain convolution: $\operatorname{DTFT}\left\{f_{1}[n] f_{2}[n]\right\}=(1 / 2 \pi) \operatorname{DTFT}\left\{f_{1}[n]\right\} * \operatorname{DTFT}\left\{f_{2}[n]\right\}$
6. Frequency differentiation: $n f[n]=\operatorname{DTFT}^{-1}\left\{d F\left(e^{j \omega}\right) / d \omega\right\}$

Notethat thetime-differentiation and time-integration properties of theCTFT do nothaveanalogous counterpartsin theDTFT becausetimedomain differentiation and integration arenot defined for DT

TABLE 1.4 Properties of the DTFT

signals. When working with DT systems practitioners must often manipulate difference equations in the frequency domain. For this purpose property 1 and property 2 are very important. As with the CTFT, property 4 is very important for DT systems because it allows engineers to work with the frequency response of the system, in order to achieve proper shaping of the input spectrum or to achieve frequency selective filtering for noise reduction or signal detection. Also, property 3 is useful for the analysis of modulation and filtering operations common in both analog and digital communication systems.

TheDTFT is defined so that the time domain is discrete and the frequency domain is continuous. This is in contrast to the CTFT that is defined to have continuous time and continuous frequency domains. The mathematical dual of the DTFT also exists, which is a transform pair that has a continuous time domain and a discrete frequency domain. In fact, the dual concept is really the same as the Fourier series for periodic CT signals presented earlier in the chapter, as represented by (1.5a) and (1.5b). However, the classical Fourier series arises from the assumption that theCT signal is inherently periodic, as opposed to the time domain becoming periodic by virtue of sampling the spectrum of a continuous frequency (aperiodic time) function [8]. The dual of the DTFT, the discrete frequency Fourier transform (DFFT), has been formulated and its properties tabulated as an interesting and useful transform in its own right [5]. Although the DFFT is similar in concept to the classical CT Fourier series, the formal properties of the DFFT [5] serve to clarify the effects of frequency domain sampling and time domain aliasing. These effects are obscured in the classical treatment of the CT Fourier series because the emphasis is on the inherent "line spectrum" that results from time domain periodicity. TheDFFT is useful for the analysis and design of digital filters that are produced by frequency sampling techniques.

### 1.4.2 Relationship between the Continuous and Discrete Time Spectra

BecauseDT signalsoften originateby sampling CT signals, it is important to develop the relationship between the original spectrum of theCT signal and the spectrum of the DT signal that results. First,
the CTFT is applied to theCT sampling model, and the properties listed above are used to produce the following result:

$$
\begin{align*}
\mathcal{F}\left\{s_{a}(t)\right\} & =\mathcal{F}\left\{s(t) \sum_{n=-\infty}^{\infty} \delta(t-n T)\right\} \\
& =(1 / 2 \pi) S(j \omega) * \mathcal{F}\left\{\sum_{n=-\infty}^{\infty} \delta(t-n T)\right\} \tag{1.18}
\end{align*}
$$

In this section it is important to distinguish between $\omega$ and $\omega^{\prime}$, so the explicit primed notation is used in the following discussion where needed for clarification. Because the sampling function (summation of shifted impulses) on the right-hand sideof the aboveequation is periodic with period $T$ it can be replaced with a CT Fourier series expansion as follows:

$$
S\left(e^{j \omega T}\right)=\mathcal{F}\left\{s_{a}(t)\right\}=(1 / 2 \pi) S(j \omega) * \mathcal{F}\left\{\sum_{n=-\infty}^{\infty}(1 / T) e^{j(2 \pi / T) n t}\right\}
$$

Applying the frequency domain convolution property of theCTFT yields

$$
S\left(e^{j \omega T}\right)=(1 / 2 \pi) \sum_{n=-\infty}^{\infty} S(j \omega) *(2 \pi / T) \delta(\omega-(2 \pi / T) n)
$$

The result is

$$
\begin{equation*}
S\left(e^{j \omega T}\right)=(1 / T) \sum_{n=-\infty}^{\infty} S(j[\omega-(2 \pi / T) n])=(1 / T) \sum_{n=-\infty}^{\infty} S\left(j\left[\omega-n \omega_{s}\right]\right) \tag{1.19a}
\end{equation*}
$$

where $\omega_{s}=(2 \pi / T)$ is the sampling frequency expressed in radians per second. An alternate form for the expression of (1.19a) is

$$
\begin{equation*}
S\left(e^{j \omega^{\prime}}\right)=(1 / T) \sum_{n=-\infty}^{\infty} S\left(j\left[\left(\omega^{\prime}-n 2 \pi\right) / T\right]\right) \tag{1.19b}
\end{equation*}
$$

where $\omega^{\prime}=\omega T$ is the normalized DT frequency axis expressed in radians. Note that $S\left(e^{j \omega T}\right)=$ $S\left(e^{j \omega^{\prime}}\right)$ consists of an infinite number of replicas of theCT spectrum $S(j \omega)$, positioned at intervals of $(2 \pi / T)$ on the $\omega$ axis (or at intervals of $2 \pi$ on the $\omega^{\prime}$ axis), as illustrated in Fig. 1.8. Note that if $S(j \omega)$ is band limited with a bandwidth $\omega_{c}$, and if $T$ is chosen sufficiently small so that $\omega_{s}>2 \omega_{c}$, then the DT spectrum is a copy of $S(j \omega)$ (scaled by $1 / T$ ) in the baseband. The limiting case of $\omega_{s}=2 \omega_{c}$ is called the Nyquist sampling frequency. Whenever a CT signal is sampled at or above the Nyquist rate, no aliasing distortion occurs (i.e., the baseband spectrum does not overlap with the higher-order replicas) and the CT signal can be exactly recovered from its samples by extracting the baseband spectrum of $S\left(e^{j \omega^{\prime}}\right)$ with an ideal low-pass filter that recovers the original CT spectrum by removing all spectral replicas outside the baseband and scaling the baseband by a factor of $T$.

### 1.5 The Discrete Fourier Transform

To obtain the discrete Fourier transform (DFT) the continuous frequency domain of the DTFT is sampled at $N$ points uniformly spaced around the unit circle in the $z$-plane, i.e., at the points


FIGURE 1.8: Illustration of the relationship between theCT and DT spectra.
$\omega_{k}=(2 \pi k / N), k=0,1, \ldots, N-1$. The result is the DFT pair defined by (1.20a) and (1.20b). The signal $s[n]$ is either a finite length sequence of length $N$, or it is a periodic sequence with period $N$.

$$
\begin{align*}
& S[k]=\sum_{n=0}^{N-1} s[n] e^{-j 2 \pi k n / N} \quad k=0,1, \ldots, N-1  \tag{1.20a}\\
& s[n]=(1 / N) \sum_{k=0}^{N-1} S[k] e^{j 2 \pi k n / N} \quad n=0,1, \ldots, N-1 \tag{1.20b}
\end{align*}
$$

Regardless of whether $s[n]$ is a finitelength or periodic sequence, theDFT treats the $N$ samples of $s[n]$ as though they are one period of a periodic sequence. This is an important feature of the DFT, and one that must be handled properly in signal processing to prevent the introduction of artifacts. Important properties of theDFT aresummarized in Table1.5. Thenotation $((k))_{N}$ denotes $k$ modulo $N$, and $R_{N}[n]$ is a rectangular window such that $R_{N}[n]=1$ for $n=0, \ldots, N-1$, and $R_{N}[n]=0$ for $n<0$ and $n \geq N$. Thetransform relationship given by (1.20a) and (1.20b) is also valid when $s[n]$ and $S[k]$ are periodic sequences, each of period $N$. In this case $n$ and $k$ are permitted to range over the complete set of real integers, and $S[k]$ is referred to as the discrete Fourier series (DFS). The DFS is developed by some authors as a distinct transform pair in its own right [6]. Whether the DFT and the DFS are considered identical or distinct is not very important in this discussion. The important point to be emphasized here is that the DFT treats $s[n]$ as though it were a single period of a periodic sequence, and all signal processing done with the DFT will inherit the consequences of this assumed periodicity.

### 1.5.1 Properties of the Discrete Fourier Series

Most of the properties listed in Table 1.5 for the DFT are similar to those of the $z$-transform and the DTFT, although someimportant differences exist. For example, property 5 (time-shifting property), holds for circular shifts of the finitelength sequence $s[n]$, which is consistent with the notion that the DFT treats $s[n]$ as one period of a periodic sequence. Also, the multiplication of two DFTs results in the circular convolution of the corresponding DT sequences, as specified by property 7 . This latter property is quite different from the linear convolution property of the DTFT. Circular convolution is the result of the assumed periodicity discussed in the previous paragraph. Circular convolution is simply a linear convolution of the periodic extensions of the finite sequences being convolved, in which each of the finite sequences of length $N$ defines the structure of one period of the periodic extensions.

For example, suppose one wishes to implement a digital filter with finite impulse response (FIR)

TABLE 1.5 Properties of the DFT

| Finite-Length Sequence (Length $N$ ) | $N$-Point DFT (Length $N$ ) |
| :---: | :---: |
| 1. $x[n]$ | $X[k]$ |
| 2. $x_{1}[n], x_{2}[n]$ | $X_{1}[k], X_{2}[k]$ |
| 3. $a x_{1}[n]+b x_{2}[n]$ | $a X_{1}[k]+b X_{2}[k]$ |
| 4. $X[n]$ | $N x\left[((-k))_{N}\right]$ |
| 5. $x\left[\left(\left(n_{m}\right)\right)_{N}\right]$ | $W_{N}^{k m} X[k]$ |
| 6. $W_{N}^{-l n} x[n]$ | $X\left[((k-l))_{N}\right]$ |
| 7. $\sum_{m=0} x_{1}(m) x_{2}\left[\left(\left(n_{m}\right)\right)_{N}\right]$ | $X_{1}[k] X_{2}[k]$ |
| 8. $x_{1}[n] x_{2}[n]$ | $\frac{1}{N} \sum_{l=0}^{N-1} X_{1}(l) X_{2}\left[\left((k-l)_{N}\right]\right.$ |
| 9. $x^{*}[n]$ | $X^{*}\left[((-k))_{N}\right]$ |
| 10. $x^{*}\left[((-n))_{N}\right]$ | $X^{*}[k]$ |
| 11. $\operatorname{Re}\{x[n]\}$ | $X_{e p}[k]=\frac{1}{2}\left\{X\left[((k))_{N}\right]+K^{*}\left[((-k))_{N}\right]\right\}$ |
| 12. $j \operatorname{lm}\{x[n]\}$ | $X_{o p}[k]=\frac{1}{2}\left\{X\left[((k))_{N}\right]-X^{*}\left[((-k))_{N}\right]\right\}$ |
| 13. $x_{e p}[n]=\frac{1}{2}\left\{x[n]+x^{*}\left[((-n))_{N}\right]\right\}$ | $\operatorname{Re}\{X[k]\}$ |
| 14. $x_{\text {op }}[n]=\frac{1}{2}\left\{x[n]-x^{*}\left[((-n))_{N}\right]\right\}$ | $j \operatorname{lm}\{X[k]\}$ |
| Properties 15-17 apply only when $x[n]$ is real 15. Symmetry properties | $\left\{\begin{aligned} & X[k]=X^{*}\left[((-k))_{N}\right] \\ & \operatorname{Re}\{X[k]\}= \\ & \operatorname{Re}\left\{X\left[((-k))_{N}\right]\right\} \\ & \mid \operatorname{ma}\{X[k]\}=-\mid \operatorname{ma}\left\{X\left[((-k))_{N}\right]\right\} \\ &\|X[k]\|=\left\|X\left[((-k))_{N}\right]\right\| \\ & \Varangle\{X[k]\}=-\Varangle\left\{X\left[((-k))_{N}\right]\right\} \end{aligned}\right.$ |
| 16. $x_{e p}[n]=\frac{1}{2}\left\{x[n]+x\left[((-n))_{N}\right]\right\}$ | $\operatorname{Re}\{X[k]\}$ |
| 17. $x_{o p}[n]=\frac{1}{2}\left\{x[n]-x\left[((-n))_{N}\right]\right\}$ | $j \operatorname{lm}\{X[k]\}$ |

$h[n]$. Theoutput $y(n)$ in response to input $s[n]$ is given by

$$
\begin{equation*}
y[n]=\sum_{k=0}^{N-1} h[k] s[n-k] \tag{1.21}
\end{equation*}
$$

where $y(n)$ is obtained by transforming $h[n]$ and $s[n]$ into $H[k]$ and $S[k]$ using theDFT, multiplying the transforms point-wise to obtain $Y[k]=H[k] S[k]$, and then using the inverse DFT to obtain $y[n]=\mathrm{DFT}^{-1}\{Y[k]\}$. If $s[n]$ is a finite sequence of length $M$, then the results of the circular convolution implemented by the DFT will correspond to the desired linear convolution if the block length of the DFT, $N_{\mathrm{DFT}}$, is chosen sufficiently large so that $N_{\mathrm{DFT}} \geq N+M-1$ and both $h[n]$ and $s[n]$ are padded with zeroes to form blocks of length $N_{\mathrm{DFT}}$.

### 1.5.2 Fourier Block Processing in Real-Time Filtering Applications

In somepractical applications either the value of $M$ istoo largefor the memory available, or $s[n]$ may not actually be finite in length, but rather a continual stream of data samples that must be processed by a filter at real-time rates. Two well-known algorithms are available that partition $s[n]$ into smaller blocks and process the individual blocks with a smaller-length DFT: (1) overlap-save partitioning and (2) overlap-add partitioning. Each of these algorithms is summarized below.

## Overlap-Save Processing

In this algorithm $N_{\mathrm{DFT}}$ is chosen to be some convenient value with $N_{\mathrm{DFT}}>N$. The signal $s[n]$ is partitioned into blocks which are of length $N_{\text {DFT }}$ and which overlap by $N-1$ data points. Hence, the $k$ th block is $s_{k}[n]=s\left[n+k\left(N_{\text {DFT }}-N+1\right)\right], n=0, \ldots, N_{\text {DFT }}-1$. Thefilter impulse
response is augmented with $N_{\text {DFT }}-N$ zeroes to produce

$$
h_{\text {pad }}[n]=\left[\begin{array}{ll}
h[n], & n=0, \ldots, N-1  \tag{1.22}\\
0, & n=N, \ldots, N_{\text {DFT }}-1
\end{array}\right]
$$

TheDFT isthen used to obtain $Y_{\text {pad }}[n]=\operatorname{DFT}\left\{h_{\text {pad }}[n]\right\} \cdot \operatorname{DFT}\left\{s_{k}[n]\right\}$, and $y_{\text {pad }}[n]=\operatorname{IDFT}\left\{Y_{\text {pad }}[n]\right\}$. From the $y_{\text {pad }}[n]$ array the values that correctly correspond to the linear convolution are saved; values that are erroneous due to wrap-around error caused by the circular convolution of the DFT are discarded. The $k$ th block of the filtered output is obtained by

$$
y_{k}[n]=\left[\begin{array}{ll}
y_{\mathrm{pad}}[n], & n=N-1, \ldots, N_{\mathrm{DFT}}-1  \tag{1.23}\\
0, & n=0, \ldots, N-2
\end{array}\right]
$$

For the overlap-save algorithm, each time a block is processed there are $N_{\text {DFT }}-N+1$ points saved and $N-1$ points discarded. Each block moves forward by $N$ DFT $-N+1$ data points and overlaps the previous block by $N-1$ points.

## Overlap-Add Processing

This algorithm is similar to the previous one except that the $k$ th input block is defined as

$$
s_{k}[n]=\left[\begin{array}{ll}
s[n+k L], & n=0, \ldots, L-1  \tag{1.24}\\
0, & n=L, \ldots, N_{\mathrm{DFT}}-1
\end{array}\right]
$$

where $L=N_{\text {DFT }}-N+1$. The filter function $h_{\text {pad }}[n]$ is augmented with zeroes, as before, to create $h_{\text {pad }}[n]$, and theDFT processing is executed as before. In each block $y_{\text {pad }}[n]$ that is obtained at theoutput the first $N-1$ points areerroneous, thelast $N-1$ points areerroneous, and themiddle $N_{\text {DFT }}-2(N-1)$ points correctly correspond to the linear convolution. However, if the last $N-1$ points from block $k$ are overlapped with the first $N-1$ points from block $k+1$ and added pairwise, correct results corresponding to linear convolution are also obtained from these positions. Hence, after this addition the number of correct points produced per block is $N_{\text {DFT }}-N+1$, which is the same as that for the overlap-save algorithm. The overlap-add algorithm requires approximately the sameamount of computation astheoverlap-savealgorithm, although theaddition of theoverlapping portions of blocks is extra. This feature, together with the added delay of waiting for the next block to be finished before the previous one is complete, has resulted in more popularity for the overlap-save algorithm in practical applications.

Block filtering algorithms make it possible to efficiently filter continual data streams in real time because the fast Fourier transform (FFT) algorithm can be used to implement the DFT, thereby minimizing the total computation time and permitting reasonably high overall data rates. H owever, block filtering generates data in bursts, i.e., a delay occurs during which no filtered data appear, and then an entire block is suddenly generated. In real-time systems buffering must be used. The block algorithms are particularly effective for filtering very long sequences of data that are prerecorded on magnetic tape or disk.

### 1.5.3 Fast Fourier Transform Algorithms

TheDFT is typically implemented in practice with one of the common forms of the FFT algorithm. The FFT is not a Fourier transform in its own right, but simply a computationally efficient algorithm that reduces the complexity of computing the DFT from order $\left\{N^{2}\right\}$ to order $\left\{N \log _{2} N\right\}$. When $N$ is large, the computational savings provided by the FFT algorithm is so great that the FFT makes real-timeDFT analysis practical in many situations that would beentirely impractical without
it. Fast Fourier transform algorithms abound, including decimation-in-time (D-I-T) algorithms, decimation-in-frequency (D-I-F) algorithms, bit-reversed algorithms, normally ordered algorithms, mixed-radix algorithms (for block lengths that are not powers of 2), prime factor algorithms, and Winograd algorithms[7]. TheD-I-T and theD-I-F radix-2 FFT algorithms arethe most widely used in practice. Detailed discussions of variousFFT algorithms can befound in [3, 6, 7], and [10].

TheFFT is easily understood by examining the simple example of $N=8$. TheFFT algorithm can be developed in numerous ways, all of which deal with a nested decomposition of the summation operator of (1.20a). The development presented here is called an algebraic development of the FFT because it follows straightforward algebraic manipulation. First, the summation indices ( $k, n$ ) in (1.20a) are expressed as explicit binary integers, $k=k_{2} 4+k_{1} 2+k_{0}$ and $n=n_{2} 4+n_{1} 2+n_{0}$, where $k_{i}$ and $n_{i}$ are bits that take on the values of either 0 or 1 . If these expressions are substituted into (1.20a), all terms in the exponent that contain the factor $N=8$ can be deleted because $e^{-j 2 \pi l}=1$ for any integer $l$. Upon deleting such terms and regrouping the remaining terms, the product $n k$ can be expressed in either of two ways:

$$
\begin{align*}
& n k=\left(4 k_{0}\right) n_{2}+\left(4 k_{1}+2 k_{0}\right) n_{1}+\left(4 k_{2}+2 k_{1}+k_{0}\right) n_{0}  \tag{1.25a}\\
& n k=\left(4 n_{0}\right) k_{2}+\left(4 n_{1}+2 n_{0}\right) k_{1}+\left(4 n_{2}+2 n_{1}+n_{0}\right) k_{0} \tag{1.25b}
\end{align*}
$$

Substituting (1.25a) into (1.20a) leads to the D-I-T FFT, whereas substituting (1.25b) leads to the D-I-F FFT. Only the D-I-T FFT is discussed further here. The D-I-F and various related forms are treated in detail in [6].

The D-I-T FFT decomposes into $\log _{2} N$ stages of computation, plus a stage of bit reversal,

$$
\begin{array}{rlr}
x_{1}\left[k_{0}, n_{1}, n_{0}\right] & =\sum_{n_{2}=0}^{1} s\left[n_{2}, n_{1}, n_{0}\right] W_{8}^{4 k_{0} n_{2}} & \quad \text { (stage 1) } \\
x_{2}\left[k_{0}, k_{1}, n_{0}\right] & =\sum_{n_{1}=0}^{1} x\left[k_{0}, n_{1}, n_{0}\right] W_{8}^{\left(4 k_{1}+2 k_{0}\right) n_{2}} & \quad \text { (stage 2) } \\
x_{3}\left[k_{0}, k_{1}, k_{2}\right] & =\sum_{n_{0}=0}^{1} x\left[k_{0}, k_{1}, n_{0}\right] W_{8}^{\left(4 k_{2}+2 k_{1}+k_{0}\right) n_{0}} & \quad \text { (stage 3) } \\
S\left[k_{2}, k_{1}, k_{0}\right] & =x_{3}\left[k_{0}, k_{1}, k_{2}\right] & \text { (bit reversal) } \tag{1.26d}
\end{array}
$$

In each summation aboveone of the $n_{i}$ issummed out of the expression, while at the sametimea new $k_{i}$ is introduced. The notation is chosen to reflect this. For example, in stage $3, n_{0}$ is summed out, $k_{2}$ is introduced as a new variable, and $n_{0}$ is replaced by $k_{2}$ in the result. The last operation, called bit reversal, is necessary to correctly locate the frequency samples $X[k]$ in the memory. It is easy to show that if the samples are paired correctly, an in-place computation can be done by a sequence of butterfly operations. The term "in-place" means that each time a butterfly is to be computed, a pair of data samples is read from memory, and the new data pair produced by the butterfly calculation is written back into the memory locations where the original pair was stored, thereby overwriting the original data. An in-place algorithm is designed so that each data pair is needed for only one butterfly, and thus the new results can be immediately stored on top of the old in order to minimize memory requirements.

For example, in stage 3 the $k=6$ and $k=7$ samples should be paired, yielding a "butterfly" computation that requires one complex multiply, one complex add, and one subtract:

$$
\begin{align*}
& x_{3}(1,1,0)=x_{2}(1,1,0)+W_{8}^{3} x_{2}(1,1,1)  \tag{1.27a}\\
& x_{3}(1,1,1)=x_{2}(1,1,0)-W_{8}^{3} x_{2}(1,1,1) \tag{1.27b}
\end{align*}
$$

Samples $x_{2}(6)$ and $x_{2}(7)$ areread from thememory, the butterfly is executed on the pair, and $x_{3}$ (6) and $x_{3}(7)$ are written back to the memory, overwriting the original values of $x_{2}(6)$ and $x_{2}(7)$. In general, $N / 2$ butterflies are found in each stage and there $\operatorname{are} \log _{2} N$ stages, so the total number of butterflies is ( $N / 2$ ) $\log _{2} N$. Because one complex multiplication per butterfly is the maximum, the total number of multiplications is bounded by $(N / 2) \log _{2} N$ (some of the multiplies involve factors of unity and should not be counted).

Figure 1.9 shows the signal flow graph of the D-I-T FFT for $N=8$. This algorithm is referred to


FIGURE 1.9: D-I-T FFT algorithm with normally ordered inputs and bit-reversed outputs.
as an in-place FFT with normally ordered input samples and bit-reversed outputs. Minor variations that include both bit-reversed inputs and normally ordered outputs and non-in-place algorithms with normally ordered inputs and outputs are possible. Also, when $N$ is not a power of 2, a mixedradix algorithm can be used to reduce computation. The mixed-radix FFT is most efficient when $N$ is highly composite, i.e., $N=p_{1}^{r_{1}} p_{2}^{r_{2}} \ldots p_{L}^{r_{L}}$, where the $p^{i}$ are small prime numbers and the $r^{i}$ are positive integers. It can be shown that the order of complexity of the mixed radix FFT is order $\left\{N\left(r_{1}\left(p_{1}-1\right)+r_{2}\left(p_{2}-1\right)+\cdots+r_{L}\left(p_{L}-1\right)\right\}\right.$. Because of thelack of uniformity of structureamong stages, this algorithm has not received much attention for hardware implementation. However, the mixed-radix FFT is often used in software applications, especially for processing data recorded in laboratory experiments in which it is not convenient to restrict the block lengths to be powers of 2. M any advanced FFT algorithms, such as higher-radix forms, the mixed-radix form, the prime-factor
algorithm, and the Winograd algorithm are described in [9]. Algorithms specialized for real-valued data reduce the computational cost by a factor of two. A radix-2 D-I-T FFT program, written in C language, is listed in Table 1.6.

### 1.6 Family Tree of Fourier Transforms

It is now possible to illustrate the functional relationships among the various forms of Fourier transformsthat havebeen discussed in theprevioussections. Thefamily tree of CT Fourier transform is shown in Fig. 1.10, wherethemost general, and consequently themost powerful, Fourier transform is the classical complex Fourier transform (or equivalently, the bilateral Laplace transform). Note that the complex Fourier transform is identical to the bilateral Laplace transform, and it is at this level that the classical Laplace transform and Fourier transform techniques become identical. Each special member of theCT Fourier family is obtained by impressing certain constraints on the general form, thereby producing special transforms that are simpler and more useful in practical problems where the constraints are met.

The analogous family of DT Fourier techniques is presented in Fig. 1.11, in which the bilateral $z$-transform is analogous to the complex Fourier transform, the unilateral $z$-transform is analogous to the classical (one-sided) Laplace transform, the DTFT is analogous to the classical Fourier (CT) transform, and the DFT is analogous to the classical (CT) Fourier series.

### 1.7 Selected Applications of Fourier Methods

### 1.7.1 Fast Fourier Transform in Spectral Analysis

An FFT program is often used to perform spectral analysis on signals that are sampled and recorded as part of laboratory experiments, or in certain types of data acquisition systems. Several issues must be addressed when spectral analysis is performed on (sampled) analog waveforms that are observed over a finite interval of time.

## Windowing

The FFT treats the block of data as though it were one period of a periodic sequence. If the underlying waveform is not periodic, then harmonic distortion may occur because the periodic waveform created by the FFT may have sharp discontinuities at the boundaries of the blocks. This effect is minimized by removing the mean of the data (it can always be reinserted) and by windowing the data so the ends of the block are smoothly tapered to zero. A good rule of thumb is to taper $10 \%$ of the data on each end of the block using either a cosine taper or one of the other common windows shown in Table 1.7. An alternate interpretation of this phenomenon is that the finite length observation has already windowed the true waveform with a rectangular window that has large spectral sidelobes (see Table 1.7). Hence, applying an additional window results in a more desirable window that minimizes frequency domain distortion.

## Zero Padding

An improved spectral analysis is achieved if the block length of the FFT is increased. This can be done by taking more samples within the observation interval, increasing the length of the observation interval, or augmenting the original data set with zeroes. First, it must be understood that the finite observation interval results in a fundamental limit on the spectral resolution, even before the signals are sampled. The CT rectangular window has a $(\sin x) / x$ spectrum, which is convolved with the true spectrum of the analog signal. Therefore, the frequency resolution is limited by the width of the mainlobe in the $(\sin x) / x$ spectrum, which is inversely proportional to the length

```
/********************************************************
* fft: in-place radix-2 DFT of a complex input
* input:
* n: length of FFT: must be a power of two
* m: n = 2**m
* input/output:
* x: float array of length n with real part of data
* y: float array of length n with image part of data
*******************************************************/
fft(n,m,x,y)
tnt n,m;
float x[], y[ ]:
{
    int i,j,k,nl,n2:
    float c,s,e,a,t1,t2;
    j = 0; /*BIT-REVERSE */
    n2 = n/2;
    for (i=1; 1 < n-1; i++) /*bit-reverse counter */
    {
        nl = n1/2;
        while ( j >= n1)
        {
            j = j - n1;
            nl = n1/2;
        }
        j = j + nl;
        if (i < j) /*swap data */
        {
        t1 = x[i]; x[i] = x[j]; x[j] = t1;
            t1 = y[i]; y[i] = y[j]; y[j] = t1;
        }
        }
        n1 = 0; n2 = 1; /* FFT */
        for (i = 0; i < m; i++) /*state loop */
        {
        n1 = n2; n2 = n2 + n2;
        e = -6.283185307179586/n2;
        a = 0.0;
        for (j=0; j < n1; j++) /*flight loop */
        {
            c = cos(a); s=sin (a);
            a = a + e;
            for (k=j; k < n; k=k+n2) /*butterfly loop */
            {
                t1 = c*x[k+n1] - s*y[k+n1];
                    t2 = s*x[k+n1] + c*y[k+n1];
                x[k+n1] = x[k] - t1;
                y[k+n1] = y[k] - t2;
                x[k] = x[k] + t1;
                y[k] = y[k] + t2;
                }
        }
        }
        return;
}
```



FIGURE 1.10: Relationships among CT Fourier concepts.
of the observation interval. Sampling causes a certain degree of aliasing, although this effect can be minimized by sampling at a high enough rate. Therefore, lengthening the observation interval increasesthefundamental resolution limit, whiletaking moresamples within theobservation interval minimizesaliasingdistortion and provides abetter definition (moresamplepoints) on theunderlying spectrum.

Paddingthedata with zeroes and computing alonger FFT does givemorefrequency domain points (improved spectral resolution), but it does not improve the fundamental limit, nor does it alter the effects of aliasing error. The resolution limits are established by the observation interval and the sampling rate. No amount of zero padding can improve these basic limits. However, zero padding is a useful tool for providing more spectral definition, i.e., it allows a better view of the (distorted) spectrum that results once the observation and sampling effects have occurred.

## Leakage and the Picket Fence Effect

An FFT with block length $N$ can accurately resolve only frequencies $\omega_{k}=(2 \pi / N) k, k=$ $0, \ldots, N-1$ that are integer multiples of the fundamental $\omega_{1}=(2 \pi / N)$. An analog waveform that is sampled and subjected to spectral analysis may havefrequency componentsbetween theharmonics. For example, a component at frequency $\omega_{k+1 / 2}=(2 \pi / N)(k+1 / 2)$ will appear scattered throughout

TABLE 1.7 Common Window Functions

|  |  | Peak <br> Side-Lobe <br> Amplitude <br> $(\mathrm{dB})$ | M ainlobe <br> Width |
| :--- | :--- | :--- | :--- |
| Name | Function | -13 | $4 \pi / N$ |

the spectrum. Theeffect isillustrated in Fig. 1.12 for a sinusoid that is observed through a rectangular window and then sampled at $N$ points. The picket fence effect meansthat not all frequencies can be seen by the FFT. H armonic components are seen accurately, but other components "slip through the picket fence" whiletheir energy is "leaked" into theharmonics. These effects produce artifacts in the spectral domain that must be carefully monitored to assure that an accurate spectrum is obtained from FFT processing.

### 1.7.2 Finite Impulse Response Digital Filter Design

A common method for designingFIR digital filtersisby useof windowing and FFT analysis. In general, window designs can becarried out with theaid of ahand calculator and a table of well-known window functions. Let $h[n]$ be the impulse response that corresponds to some desired frequency response, $H\left(e^{j \omega}\right)$. If $H\left(e^{j \omega}\right)$ has sharp discontinuities, such as the low-pass example shown in Fig. 1.13, then $h[n]$ will represent an infinite impulse response (IIR) function. Theobjective is to timelimit $h[n]$ in such a way as to not distort $H\left(e^{j \omega}\right)$ any more than necessary. If $h[n]$ is simply truncated, a ripple (Gibbs phenomenon) occurs around the discontinuities in the spectrum, resulting in a distorted filter (Fig. 1.13).

Supposethat $w[n]$ is a window function that timelimits $h[n]$ to createan FIR approximation, $h^{\prime}[n]$; i.e., $h^{\prime}[n]=w[n] h[n]$. Then if $W\left(e^{j \omega}\right)$ is the DTFT of $w[n], h^{\prime}[n]$ will have a Fourier transform given by $H^{\prime}\left(e^{j \omega}\right)=W\left(e^{j \omega}\right) * H\left(e^{j \omega}\right)$, where $*$ denotes convolution. Thus, the ripples in $H^{\prime}\left(e^{j \omega}\right)$ result from thesidelobes of $W\left(e^{j \omega}\right)$. Ideally, $W\left(e^{j \omega}\right)$ should besimilar to an impulse so that $H^{\prime}\left(e^{j \omega}\right)$ is approximately equal to $H\left(e^{j \omega}\right)$.

Special Case. Let $h[n]=\cos n \omega_{0}$, for all $n$. Then $h[n]=w[n] \cos n \omega_{0}$, and

$$
\begin{equation*}
H^{\prime}\left(e^{j \omega}\right)=(1 / 2) W\left(e^{j\left(\omega+\omega_{0}\right)}\right)+(1 / 2) W\left(e^{j\left(\omega-\omega_{0}\right)}\right) \tag{1.28}
\end{equation*}
$$

as illustrated in Fig. 1.14. For this simple class, the center frequency of the bandpass is controlled by $\omega_{0}$, and both the shape of the bandpass and the sidelobe structure are strictly determined by the choice of the window. While this simple class of FIRs does not allow for very flexible designs, it is a simple technique for determining quite useful low-pass, bandpass, and high-pass FIRs.

General Case. Specify an ideal frequency response, $H\left(e^{j \omega}\right)$, and choose samples at selected values of $\omega$. Use a long inverse FFT of length $N^{\prime}$ to find $h^{\prime}[n]$, an approximation to $h[n]$, where if $N$ is the desired length of the final filter, then $N^{\prime} \gg N$. Then use a carefully selected window to truncate $h^{\prime}[n]$ to obtain $h[n]$ by letting $h[n]=\omega[n] h^{\prime}[n]$. Finally, use an FFT of length $N^{\prime}$ to find $H^{\prime}\left(e^{j \omega}\right)$. If $H^{\prime}\left(e^{j \omega}\right)$ is a satisfactory approximation to $H\left(e^{j \omega}\right)$, the design is finished. If not, choose a new $H\left(e^{j \omega}\right)$ or a new $w[n]$ and repeat. Throughout the design procedure it is important to choose $N^{\prime}=k N$, with $k$ an integer that istypically in therange of 4 to 10. Becausethis design techniqueis a


FIGURE 1.11: Relationships among DT concepts.
trial and error procedure, thequality of the result depends to somedegree on the skill and experience of the designer. Table 1.7 lists several well-known window functions that are often useful for thistype of FIR filter design procedure.

### 1.7.3 Fourier Anal ysis of Ideal and Practical Digital-to-Anal og Conversion

From the relationship characterized by (1.19b) and illustrated in Fig. 1.8, CT signal $s(t)$ can be recovered from its samples by passing $s_{a}(t)$ through an ideal lowpass filter that extracts only the baseband spectrum. The ideal lowpass filter, shown in Fig. 1.15, is a zero-phase CT filter whose magnitude response is a constant of value $T$ in the range $-\pi<\omega^{\prime} \leq \pi$, and zero elsewhere. The impulse response of this "reconstruction filter" is given by $h(t)=T \operatorname{sinc}((\pi / T) t)$, where $\operatorname{sinc} x=$ $(\sin x) / x$. Thereconstruction can beexpressed as $s(t)=h(t) * s_{a}(t)$, which, after somemathematical manipulation, yields the following classical reconstruction formula

$$
\begin{equation*}
s(t)=\sum_{n=-\infty}^{\infty} s(n T) \operatorname{sinc}((\pi / T)(t-n T)) \tag{1.29}
\end{equation*}
$$

Note that the signal $s(t)$ is exactly recovered from its samples only if an infinite number of terms is



FIGURE 1.12: Illustration of leakage and the picket-fence effects.


FIGURE 1.13: Gibbs effect in a low- pass filter caused by truncating the impulse response.
included in the summation of (1.29). However, good approximation of $s(t)$ can be obtained with only a finite number of terms if the lowpass reconstruction filter $h(t)$ is modified to have a finite interval of support, i.e., if $h(t)$ is nonzero only over a finitetime interval. Thereconstruction formula of (1.29) is an important result in that it represents the inverse of the sampling operation. By this means Fourier transform theory establishes that as long as CT signals are sampled at a sufficiently high rate, the information content contained in $s(t)$ can be represented and processed in either aCT or DT format. Fourier sampling and reconstruction theory provides the theoretical mechanism for translation between one format or the other without loss of information.

A CT signal $s(t)$ can be perfectly recovered from its samples using (1.29) as long as the original sampling rate was high enough to satisfy the Nyquist sampling criterion, i.e., $\omega_{s}>2 \omega_{B}$. If the sampling rate does not satisfy the Nyquist criterion the adjacent periods of the analog spectrum will overlap, causing a distorted spectrum. This effect, called aliasing distortion, is rather serious because it cannot be corrected easily once it has occurred. In general, an analog signal should always be prefiltered with an CT low-pass filter prior to sampling so that aliasing distortion does not occur.

Figure 1.16 shows the frequency response of a fifth-order elliptic analog low-pass filter that meets industry standardsfor prefiltering speech signals. Thesesignals aresubsequently sampled at an $8-\mathrm{kHz}$ sampling rate and transmitted digitally across telephone channels. The band-pass ripple is less than $\pm 0.01 \mathrm{~dB}$ from DC up to the frequency 3.4 kHz (too small to be seen in Fig. 1.16), and the stopband


FIGURE 1.14: Design of a simple bandpass FIR filter by windowing.


FIGURE 1.15: Illustration of ideal reconstruction.
rejection reaches at least -32.0 dB at 4.6 kHz and remains below this level throughout the stopband.
M ost practical systems use digital-to-analog converters for reconstruction, which results in a staircase approximation to the true analog signal, i.e.,

$$
\begin{equation*}
\hat{s}(t)=\sum_{n=-\infty}^{\infty} s(n T)\{u(t-n T)-u[t-(n+1)]\}, \tag{1.30}
\end{equation*}
$$

where $\hat{s}(t)$ denotesthereconstructed approximation to $s(t)$, and $u(t)$ denotesaCT unit step function. The approximation $\hat{s}(t)$ is equivalent to a result obtained by using an approximate reconstruction filter of the form

$$
\begin{equation*}
H_{a}(j \omega)=2 T e^{-j \omega T / 2} \sin c(\omega T / 2) \tag{1.31}
\end{equation*}
$$

The approximation $\hat{s}(t)$ is said to contain " $\sin x / x$ distortion," which occurs because $H_{a}(j \omega)$ is not an ideal low-pass filter. $H_{a}(j \omega)$ distorts the signal by causing a droop near the passband edge, as well as by passing high-frequency distortion terms which "leak" through the sidelobes of $H_{a}(j \omega)$. Therefore, a practical digital to analog converter is normally followed by an analog postfilter

$$
H_{p}(j \omega)=\left[\begin{array}{ll}
H_{a}^{-1}(j \omega), & 0 \leq|\omega|<\pi / T  \tag{1.3}\\
0, & \omega \text { otherwise }
\end{array}\right]
$$

which compensates for the distortion and produces the correct $\hat{s}(t)$, i.e., the correctly constructed CT output. Unfortunately, the postfilter $H_{p}(j \omega)$ cannot be implemented perfectly, and, therefore, the actual reconstructed signal always contains some distortion in practice that arises from errors in approximating the ideal postfilter. Figure 1.17 shows a digital processor, complete with analog-todigital and digital-to-analog converters, and the accompanying analog pre- and postfilters necessary for proper operation.

### 1.8 Summary

This chapter presented many different Fourier transform concepts for both continuous time (CT) and discrete time (DT) signals and systems. Emphasis was placed on illustrating how these various


FIGURE 1.16: A fifth-order elliptic analoganti-aliasing filter used in thetelecommunicationsindustry with an $8-\mathrm{kHz}$ sampling rate.


FIGURE 1.17: Analog pre- and postfilters required at the analog to digital and digital to analog interfaces.
forms of the Fourier transform relateto one another, and how they are all derived from moregeneral complex transforms, the complex Fourier (or bilateral Laplace) transform for CT, and the bilateral $z$-transform for DT. It was shown that many of these transforms have similar properties which are inherited from their parent forms, and that a parallel hierarchy exists among Fourier transform concepts in the CT and the DT worlds. Both CT and DT sampling models were introduced as a means of representing sampled signals in these two different "worlds," and it was shown that the models are equivalent by virtue of having the same Fourier spectra when transformed into the Fourier domain with the appropriateFourier transform. It was shown how Fourier analysis properly characterizes the relationship between the spectra of a CT signal and its DT counterpart obtained by sampling. Theclassical reconstruction formula was obtained as an outgrowth of this analysis. Finally, the discrete Fourier transform (DFT), the backbone for much of modern digital signal processing, was obtained from more classical forms of the Fourier transform by simultaneously discretizing the time and frequency domains. The DFT, together with the remarkable computational efficiency provided by the fast Fourier transform (FFT) algorithm, has contributed to the resounding success that engineers and scientists have experienced in applying digital signal processing to many practical scientific problems.
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### 2.1 Differential Equations

A function containing variables and their derivativesiscalled a differential expression, and an equation involving differential expressionsis called adifferential equation. A differential equation is an ordinary differential equation if it contains only one independent variable; it is a partial differential equation if it contains more than one independent variable. We shall deal here only with ordinary differential equations.

In the mathematical texts, the independent variable is generally $x$, which can be anything such as time, distance, velocity, pressure, and so on. In most of the applications in control systems, the independent variable is time. For this reason we shall use here independent variable $t$ for time, although it can stand for any other variable as well.

The following equation

$$
\left(\frac{d^{2} y}{d t^{2}}\right)^{4}+3 \frac{d y}{d t}+5 y^{2}(t)=\sin t
$$

is an ordinary differential equation of second order because the highest derivative is of the second order. An $n$ th-order differential equation is linear if it is of the form

$$
\begin{gather*}
a_{n}(t) \frac{d^{n} y}{d t^{n}}+a_{n-1}(t) \frac{d^{n-1} y}{d t^{n-1}}+\cdots+a_{1}(t) \frac{d y}{d t} \\
+a_{0}(t) y(t)=r(t) \tag{2.1}
\end{gather*}
$$

where the coefficients $a_{i}(t)$ are not functions of $y(t)$. If these coefficients $\left(a_{i}\right)$ are constants, the equation is linear with constant coefficients. M any engineering (as well as nonengineering) systems can be modeled by these equations. Systems modeled by these equations are known as linear time invariant (LTI) systems. In this chapter we shall deal exclusively with linear differential equations with constant coefficients. Certain other forms of differential equations are dealt with elsewhere in this volume.

## Role of Auxiliary Conditions in Solution of Differential Equations

We now show that a differential equation does not, in general, have a unique solution unless some additional constraints (or conditions) on the solution are known. This fact should not come as a surprise. A function $y(t)$ has a unique derivative $d y / d t$, but for a given derivative $d y / d t$ there are infinite possible functions $y(t)$. If we are given $d y / d t$, it is impossible to determine $y(t)$ uniquely unless an additional piece of information about $y(t)$ is given. For example, the solution of a differential equation

$$
\begin{equation*}
\frac{d y}{d t}=2 \tag{2.2}
\end{equation*}
$$

obtained by integrating both sides of the equation is

$$
\begin{equation*}
y(t)=2 t+c \tag{2.3}
\end{equation*}
$$

for any value of $c$. Equation 2.2 specifies a function whose slope is 2 for all $t$. Any straight line with a slope of 2 satisfies this equation. Clearly the solution is not unique, but if we place an additional constraint on the solution $y(t)$, then we specify a unique solution.

For example, suppose we require that $y(0)=5$; then out of all the possible solutions available, only one function has a slope of 2 and an intercept with the vertical axis at 5 . By setting $t=0$ in Equation 2.3 and substituting $y(0)=5$ in the same equation, we obtain $y(0)=5=c$ and

$$
y(t)=2 t+5
$$

which is the unique solution satisfying both Equation 2.2 and the constraint $y(0)=5$.
In conclusion, differentiation is an irreversibleoperation during which certain information is lost. To reversethisoperation, onepiece of information about $y(t)$ must beprovided to restoretheoriginal $y(t)$. Using asimilar argument, wecan show that, given $d^{2} y / d t^{2}$, wecan determine $y(t)$ uniquely only if two additional pieces of information (constraints) about $y(t)$ are given. In general, to determine $y(t)$ uniquely from its $n$th derivative, weneed $n$ additional pieces of information (constraints) about $y(t)$. These constraints arealso called auxiliary conditions. When these conditions aregiven at $t=0$, they are called initial conditions.

We discuss here two systematic procedures for solving linear differential equations of the form in Eq. 2.1. The first method is the classical method, which is relatively simple, but restricted to a certain class of inputs. The second method (the convolution method) is general and is applicable to all types of inputs. A third method (Laplace transform) is discussed elsewhere in this volume. Both the methods discussed here are classified as time-domain methods because with these methods we are able to solve the above equation directly, using $t$ as the independent variable. The method of Laplace transform (also known as the frequency-domain method), on the other hand, requires transformation of variable $t$ into a frequency variable $s$.

In engineering applications, the form of linear differential equation that occurs most commonly is given by

$$
\begin{gather*}
\frac{d^{n} y}{d t^{n}}+a_{n-1} \frac{d^{n-1} y}{d t^{n-1}}+\cdots+a_{1} \frac{d y}{d t}+a_{0} y(t) \\
=b_{m} \frac{d^{m} f}{d t^{m}}+b_{m-1} \frac{d^{m-1} f}{d t^{m-1}}+\cdots+b_{1} \frac{d f}{d t}+b_{0} f(t) \tag{2.4a}
\end{gather*}
$$

where all the coefficients $a_{i}$ and $b_{i}$ are constants. Using operational notation $D$ to represent $d / d t$, this equation can be expressed as

$$
\begin{gather*}
\quad\left(D^{n}+a_{n-1} D^{n-1}+\cdots+a_{1} D+a_{0}\right) y(t) \\
=\left(b_{m} D^{m}+b_{m-1} D^{m-1}+\cdots+b_{1} D+b_{0}\right) f(t) \tag{2.4b}
\end{gather*}
$$

or

$$
\begin{equation*}
Q(D) y(t)=P(D) f(t) \tag{2.4c}
\end{equation*}
$$

where the polynomials $Q(D)$ and $P(D)$, respectively, are

$$
\begin{aligned}
& Q(D)=D^{n}+a_{n-1} D^{n-1}+\cdots+a_{1} D+a_{0} \\
& P(D)=b_{m} D^{m}+b_{m-1} D^{m-1}+\cdots+b_{1} D+b_{0}
\end{aligned}
$$

Observe that this equation is of theform of Eq. 2.1, where $r(t)$ is in theform of a linear combination of $f(t)$ and its derivatives. In this equation, $y(t)$ represents an output variable, and $f(t)$ represents an input variable of an LTI system. Theoretically, the powers $m$ and $n$ in the above equations can take on any value. Practical noise considerations, however, require[1] $m \leq n$.

### 2.1.1 Classical Solution

When $f(t) \equiv 0$, Eq. 2.4a is known as the homogeneous (or complementary) equation. We shall first solve the homogeneous equation. Let the solution of the homogeneous equation be $y_{c}(t)$, that is,

$$
Q(D) y_{c}(t)=0
$$

or

$$
\left(D^{n}+a_{n-1} D^{n-1}+\cdots+a_{1} D+a_{0}\right) y_{c}(t)=0
$$

We first show that if $y_{p}(t)$ is the solution of Eq. 2.4a, then $y_{c}(t)+y_{p}(t)$ is also its solution. This follows from thefact that

$$
Q(D) y_{c}(t)=0
$$

If $y_{p}(t)$ is the solution of Eq. 2.4a, then

$$
Q(D) y_{p}(t)=P(D) f(t)
$$

Addition of these two equations yields

$$
Q(D)\left[y_{c}(t)+y_{p}(t)\right]=P(D) f(t)
$$

Thus, $y_{c}(t)+y_{p}(t)$ satisfies Eq. 2.4a and therefore is the general solution of Eq. 2.4a. We call $y_{c}(t)$ the complementary solution and $y_{p}(t)$ the particular solution. In system analysis parlance, these components are called the natural response and the forced response, respectively.

## Complementary Solution (The Natural Response)

The complementary solution $y_{c}(t)$ is the solution of

$$
\begin{equation*}
Q(D) y_{c}(t)=0 \tag{2.5a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(D^{n}+a_{n-1} D^{n-1}+\cdots+a_{1} D+a_{0}\right) y_{c}(t)=0 \tag{2.5b}
\end{equation*}
$$

A solution to this equation can be found in a systematic and formal way. However, we will take a short cut by using heuristic reasoning. Equation 2.5ab shows that a linear combination of $y_{c}(t)$ and
its $n$ successive derivatives is zero, not at some values of $t$, but for all $t$. This is possible if and only if $y_{c}(t)$ and all its $n$ successive derivatives are of the same form. Otherwise their sum can never add to zero for all values of $t$. We know that only an exponential function $e^{\lambda t}$ has this property. So let us assumethat

$$
y_{c}(t)=c e^{\lambda t}
$$

is a solution to Eq. 2.5ab. Now

$$
\begin{aligned}
D y_{c}(t) & =\frac{d y_{c}}{d t}=c \lambda e^{\lambda t} \\
D^{2} y_{c}(t) & =\frac{d^{2} y_{c}}{d t^{2}}=c \lambda^{2} e^{\lambda t} \\
\ldots \ldots & \cdots \\
D^{n} y_{c}(t) & =\frac{d^{n} y_{c}}{d t^{n}}=c \lambda^{n} e^{\lambda t}
\end{aligned}
$$

Substituting these results in Eq. 2.5ab, we obtain

$$
c\left(\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{1} \lambda+a_{0}\right) e^{\lambda t}=0
$$

For a nontrivial solution of this equation,

$$
\begin{equation*}
\lambda^{n}+a_{n-1} \lambda^{n-1}+\cdots+a_{1} \lambda+a_{0}=0 \tag{2.6a}
\end{equation*}
$$

This result means that $c e^{\lambda t}$ is indeed a solution of Eq. 2.5a provided that $\lambda$ satisfies Eq. 2.6aa. Note that the polynomial in Eq. 2.6aa is identical to the polynomial $Q(D)$ in Eq. 2.5ab, with $\lambda$ replacing D. Therefore, Eq. 2.6aa can be expressed as

$$
\begin{equation*}
Q(\lambda)=0 \tag{2.6b}
\end{equation*}
$$

When $Q(\lambda)$ is expressed in factorized form, Eq. 2.6ab can be represented as

$$
\begin{equation*}
Q(\lambda)=\left(\lambda-\lambda_{1}\right)\left(\lambda-\lambda_{2}\right) \cdots\left(\lambda-\lambda_{n}\right)=0 \tag{2.6c}
\end{equation*}
$$

Clearly $\lambda$ has $n$ solutions: $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$. Consequently, Eq. 2.5a has $n$ possible solutions: $c_{1} e^{\lambda_{1} t}$, $c_{2} e^{\lambda_{2} t}, \ldots, c_{n} e^{\lambda_{n} t}$, with $c_{1}, c_{2}, \ldots, c_{n}$ as arbitrary constants. We can readily show that a general solution is given by the sum of these $n$ solutions, ${ }^{1}$ so that

$$
\begin{equation*}
y_{c}(t)=c_{1} e^{\lambda_{1} t}+c_{2} e^{\lambda_{2} t}+\cdots+c_{n} e^{\lambda_{n} t} \tag{2.7}
\end{equation*}
$$

[^0]Multiplying these equations by $c_{1}, c_{2}, \ldots, c_{n}$, respectively, and adding them together yields

$$
Q(D)\left[c_{1} y_{1}(t)+c_{2} y_{2}(t)+\cdots+c_{n} y_{n}(t)\right]=0
$$

This result shows that $c_{1} y_{1}(t)+c_{2} y_{2}(t)+\cdots+c_{n} y_{n}(t)$ is also a solution of the homogeneous Eq. 2.5a.
where $c_{1}, c_{2}, \ldots, c_{n}$ are arbitrary constants determined by $n$ constraints (the auxiliary conditions) on the solution.

The polynomial $Q(\lambda)$ is known as the characteristic polynomial. The equation

$$
\begin{equation*}
Q(\lambda)=0 \tag{2.8}
\end{equation*}
$$

is called the characteristic or auxiliary equation. From Eq. 2.6ac, it is clear that $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ are the roots of the characteristic equation; consequently, they are called the characteristic roots. The terms characteristic values, eigenvalues, and natural frequencies are also used for characteristic roots. ${ }^{2}$ The exponentials $e^{\lambda_{i} t}(i=1,2, \ldots, n)$ in the complementary solution are the characteristic modes (also known as modes or natural modes). There is a characteristic mode for each characteristic root, and the complementary solution is a linear combination of the characteristic modes.

## Repeated Roots

The solution of Eq. 2.5a as given in Eq. 2.7 assumes that the $n$ characteristic roots $\lambda_{1}, \lambda_{2}, \ldots$ , $\lambda_{n}$ are distinct. If there are repeated roots (same root occurring more than once), the form of the solution is modified slightly. By direct substitution we can show that the solution of the equation

$$
(D-\lambda)^{2} y_{c}(t)=0
$$

is given by

$$
y_{c}(t)=\left(c_{1}+c_{2} t\right) e^{\lambda t}
$$

In this case the root $\lambda$ repeats twice. Observe that the characteristic modes in this case are $e^{\lambda t}$ and $t e^{\lambda t}$. Continuing this pattern, we can show that for the differential equation

$$
\begin{equation*}
(D-\lambda)^{r} y_{c}(t)=0 \tag{2.9}
\end{equation*}
$$

the characteristic modes are $e^{\lambda t}, t e^{\lambda t}, t^{2} e^{\lambda t}, \ldots, t^{r-1} e^{\lambda t}$, and the solution is

$$
\begin{equation*}
y_{c}(t)=\left(c_{1}+c_{2} t+\cdots+c_{r} t^{r-1}\right) e^{\lambda t} \tag{2.10}
\end{equation*}
$$

Consequently, for a characteristic polynomial

$$
Q(\lambda)=\left(\lambda-\lambda_{1}\right)^{r}\left(\lambda-\lambda_{r+1}\right) \cdots\left(\lambda-\lambda_{n}\right)
$$

the characteristic modes are $e^{\lambda_{1} t}, t e^{\lambda_{1} t}, \ldots, t^{r-1} e^{\lambda t}, e^{\lambda_{r+1} t}, \ldots, e^{\lambda_{n} t}$. and the complementary solution is

$$
y_{c}(t)=\left(c_{1}+c_{2} t+\cdots+c_{r} t^{r-1}\right) e^{\lambda_{1} t}+c_{r+1} e^{\lambda_{r+1} t}+\cdots+c_{n} e^{\lambda_{n} t}
$$

## Particular Solution (The Forced Response): Method of Undetermined Coefficients

The particular solution $y_{p}(t)$ is the solution of

$$
\begin{equation*}
Q(D) y_{p}(t)=P(D) f(t) \tag{2.11}
\end{equation*}
$$

It is a relatively simple task to determine $y_{p}(t)$ when the input $f(t)$ is such that it yields only a finite number of independent derivatives. Inputs having the form $e^{\zeta t}$ or $t^{r}$ fall into this category. For example, $e^{\zeta t}$ has only one independent derivative; the repeated differentiation of $e^{\zeta t}$ yields the same form, that is, $e^{\zeta t}$. Similarly, the repeated differentiation of $t^{r}$ yields only $r$ independent derivatives.

[^1]The particular solution to such an input can be expressed as a linear combination of the input and its independent derivatives. Consider, for example, the input $f(t)=a t^{2}+b t+c$. The successive derivatives of this input are $2 a t+b$ and $2 a$. In this case, the input has only two independent derivatives. Therefore the particular solution can be assumed to bea linear combination of $f(t)$ and its two derivatives. The suitable form for $y_{p}(t)$ in this case is therefore

$$
y_{p}(t)=\beta_{2} t^{2}+\beta_{1} t+\beta_{0}
$$

The undetermined coefficients $\beta_{0}, \beta_{1}$, and $\beta_{2}$ are determined by substituting this expression for $y_{p}(t)$ in Eq. 2.11 and then equating coefficients of similar terms on both sides of the resulting expression.

Although this method can be used only for inputs with a finite number of derivatives, this class of inputs includes a wide variety of the most commonly encountered signals in practice. Table 2.1 shows a variety of such inputs and the form of the particular solution corresponding to each input. We shall demonstrate this procedure with an example.

## TABLE 2.1

| Input $f(t)$ | Forced Response |
| :---: | :---: |
| 1. $e^{\zeta t} \quad \zeta \neq \lambda_{i}(i=1,2$, | $\beta e^{\zeta t}$ |
| 2. $e^{\zeta t} \quad \zeta=\lambda_{i}$ | $\beta t e^{\zeta t}$ |
| 3.k (a constant) | $\beta$ (a constant) |
| 4. $\cos (\omega t+\theta)$ | $\beta \cos (\omega t+\phi)$ |
| 5. $\left(t^{r}+\alpha_{r-1} t^{r-1}+\cdots\right.$ | $\left(\beta_{r} t^{r}+\beta_{r-1} t^{r-1}+\cdots\right.$ |
| $\left.+\alpha_{1} t+\alpha_{0}\right) e^{\zeta t}$ | $\left.+\beta_{1} t+\beta_{0}\right) e^{\zeta t}$ |

Note: By definition, $y_{p}(t)$ cannot have any characteristic mode terms. If any term $p(t)$ shown in the right-hand column for the particular solution is also a characteristic mode, the correct form of the forced response must be modified to $t^{i} p(t)$, where $i$ is the smallest possible integer that can be used and still can prevent $t^{i} p(t)$ from having characteristic mode term. For example, when the input is $e^{\zeta t}$, the forced response (right-hand column) has the form $\beta e^{\zeta t}$. But if $e^{\zeta t}$ happens to be a characteristic mode, the correct form of the particular solution is $\beta t e^{\zeta t}$ (see Pair 2). If $t e^{\zeta t}$ also happens to be characteristic mode, the correct form of the particular solution is $\beta t^{2} e^{\zeta t}$, and so on.

## EXAMPLE 2.1:

Solve the differential equation

$$
\begin{equation*}
\left(D^{2}+3 D+2\right) y(t)=D f(t) \tag{2.12}
\end{equation*}
$$

if the input

$$
f(t)=t^{2}+5 t+3
$$

and the initial conditions are $y\left(0^{+}\right)=2$ and $\dot{y}\left(0^{+}\right)=3$.
The characteristic polynomial is

$$
\lambda^{2}+3 \lambda+2=(\lambda+1)(\lambda+2)
$$

Therefore the characteristic modes are $e^{-t}$ and $e^{-2 t}$. The complementary solution is a linear combination of these modes, so that

$$
y_{c}(t)=c_{1} e^{-t}+c_{2} e^{-2 t} \quad t \geq 0
$$

Here the arbitrary constants $c_{1}$ and $c_{2}$ must be determined from the given initial conditions.
The particular solution to the input $t^{2}+5 t+3$ is found from Table 2.1 (Pair 5 with $\zeta=0$ ) to be

$$
y_{p}(t)=\beta_{2} t^{2}+\beta_{1} t+\beta_{0}
$$

M oreover, $y_{p}(t)$ satisfies Eq. 2.11, that is,

$$
\begin{equation*}
\left(D^{2}+3 D+2\right) y_{p}(t)=D f(t) \tag{2.13}
\end{equation*}
$$

Now

$$
\begin{aligned}
D y_{p}(t) & =\frac{d}{d t}\left(\beta_{2} t^{2}+\beta_{1} t+\beta_{0}\right)=2 \beta_{2} t+\beta_{1} \\
D^{2} y_{p}(t) & =\frac{d^{2}}{d t^{2}}\left(\beta_{2} t^{2}+\beta_{1} t+\beta_{0}\right)=2 \beta_{2}
\end{aligned}
$$

and

$$
D f(t)=\frac{d}{d t}\left[t^{2}+5 t+3\right]=2 t+5
$$

Substituting these results in Eq. 2.13 yields

$$
2 \beta_{2}+3\left(2 \beta_{2} t+\beta_{1}\right)+2\left(\beta_{2} t^{2}+\beta_{1} t+\beta_{0}\right)=2 t+5
$$

or

$$
2 \beta_{2} t^{2}+\left(2 \beta_{1}+6 \beta_{2}\right) t+\left(2 \beta_{0}+3 \beta_{1}+2 \beta_{2}\right)=2 t+5
$$

Equating coefficients of similar powers on both sides of this expression yields

$$
\begin{aligned}
2 \beta_{2} & =0 \\
2 \beta_{1}+6 \beta_{2} & =2 \\
2 \beta_{0}+3 \beta_{1}+2 \beta_{2} & =5
\end{aligned}
$$

Solving these three equationsfor their unknowns, weobtain $\beta_{0}=1, \beta_{1}=1$, and $\beta_{2}=0$. Therefore,

$$
y_{p}(t)=t+1 \quad t>0
$$

The total solution $y(t)$ is the sum of the complementary and particular solutions. Therefore,

$$
\begin{aligned}
y(t) & =y_{c}(t)+y_{p}(t) \\
& =c_{1} e^{-t}+c_{2} e^{-2 t}+t+1 \quad t>0
\end{aligned}
$$

so that

$$
\dot{y}(t)=-c_{1} e^{-t}-2 c_{2} e^{-2 t}+1
$$

Setting $t=0$ and substituting the given initial conditions $y(0)=2$ and $\dot{y}(0)=3$ in these equations, we have

$$
\begin{aligned}
& 2=c_{1}+c_{2}+1 \\
& 3=-c_{1}-2 c_{2}+1
\end{aligned}
$$

The solution to these two simultaneous equations is $c_{1}=4$ and $c_{2}=-3$. Therefore,

$$
y(t)=4 e^{-t}-3 e^{-2 t}+t+1 \quad t \geq 0
$$

## The Exponential Input $\mathrm{e}^{\text {st }}$

Theexponential signal isthemostimportant signal in thestudy of LTI systems. Interestingly, the particular solution for an exponential input signal turns out to bevery simple. From Table 2.1 we see that the particular solution for theinput $e^{\zeta t}$ has theform $\beta e^{\zeta t}$. Wenow show that $\beta=Q(\zeta) / P(\zeta) .^{3}$ To determine the constant $\beta$, we substitute $y_{p}(t)=\beta e^{\zeta t}$ in Eq. 2.11, which gives us

$$
\begin{equation*}
Q(D)\left[\beta e^{\zeta t}\right]=P(D) e^{\zeta t} \tag{2.14a}
\end{equation*}
$$

Now observethat

$$
\begin{aligned}
D e^{\zeta t} & =\frac{d}{d t}\left(e^{\zeta t}\right)=\zeta e^{\zeta t} \\
D^{2} e^{\zeta t} & =\frac{d^{2}}{d t^{2}}\left(e^{\zeta t}\right)=\zeta^{2} e^{\zeta t} \\
\cdots \cdots & \cdots \\
D^{r} e^{\zeta t} & =\zeta^{r} e^{\zeta t}
\end{aligned}
$$

Consequently,

$$
Q(D) e^{\zeta t}=Q(\zeta) e^{\zeta t} \quad \text { and } \quad P(D) e^{\zeta t}=P(\zeta) e^{\zeta t}
$$

Therefore, Eq. 2.14aa becomes

$$
\begin{equation*}
\beta Q(\zeta) e^{\zeta t}=P(\zeta) e^{\zeta t} \tag{2.15a}
\end{equation*}
$$

and

$$
\beta=\frac{P(\zeta)}{Q(\zeta)}
$$

Thus, for the input $f(t)=e^{\zeta t}$, the particular solution is given by

$$
\begin{equation*}
y_{p}(t)=H(\zeta) e^{\zeta t} \quad t>0 \tag{2.16a}
\end{equation*}
$$

where

$$
\begin{equation*}
H(\zeta)=\frac{P(\zeta)}{Q(\zeta)} \tag{2.16b}
\end{equation*}
$$

This is an interesting and significant result. It statesthat for an exponential input $e^{\zeta t}$ the particular solution $y_{p}(t)$ is the same exponential multiplied by $H(\zeta)=P(\zeta) / Q(\zeta)$. The total solution $y(t)$ to an exponential input $e^{\zeta t}$ is then given by

$$
y(t)=\sum_{j=1}^{n} c_{j} e^{\lambda_{j} t}+H(\zeta) e^{\zeta t}
$$

where the arbitrary constants $c_{1}, c_{2}, \ldots, c_{n}$ are determined from auxiliary conditions.

[^2]Recall that the exponential signal includes a large variety of signals, such as a constant ( $\zeta=0$ ), a sinusoid ( $\zeta= \pm j \omega$ ), and an exponentially growing or decaying sinusoid ( $\zeta=\sigma \pm j \omega$ ). Let us consider the forced response for some of these cases.

## The Constant Input $\mathbf{f}(\mathbf{t})=\mathbf{C}$

Because $C=C e^{0 t}$, the constant input is a special case of the exponential input $C e^{\zeta t}$ with $\zeta=0$. The particular solution to this input is then given by

$$
\begin{align*}
y_{p}(t) & =C H(\zeta) e^{\zeta t} \quad \text { with } \quad \zeta=0 \\
& =C H(0) \tag{2.17}
\end{align*}
$$

## The Complex Exponential Input $\mathbf{e}^{\dot{j} \omega t}$

Here $\zeta=j \omega$, and

$$
\begin{equation*}
y_{p}(t)=H(j \omega) e^{j \omega t} \tag{2.18}
\end{equation*}
$$

## The Sinusoidal Input $f(t)=\boldsymbol{\operatorname { c o s }} \omega_{0} t$

We know that the particular solution for the input $e^{ \pm j \omega t}$ is $H( \pm j \omega) e^{ \pm j \omega t}$. Since $\cos \omega t=$ $\left(e^{j \omega t}+e^{-j \omega t}\right) / 2$, the particular solution to $\cos \omega t$ is

$$
y_{p}(t)=\frac{1}{2}\left[H(j \omega) e^{j \omega t}+H(-j \omega) e^{-j \omega t}\right]
$$

Because the two terms on the right-hand side are conjugates,

$$
y_{p}(t)=\operatorname{Re}\left[H(j \omega) e^{j \omega t}\right]
$$

But

$$
H(j \omega)=|H(j \omega)| e^{j L H(j \omega)}
$$

so that

$$
\begin{align*}
y_{p}(t) & =\operatorname{Re}\left\{|H(j \omega)| e^{j[\omega t+\angle H(j \omega)]}\right\} \\
& =|H(j \omega)| \cos [\omega t+\angle H(j \omega)] \tag{2.19}
\end{align*}
$$

This result can be generalized for the input $f(t)=\cos (\omega t+\theta)$. The particular solution in this case is

$$
\begin{equation*}
y_{p}(t)=|H(j \omega)| \cos [\omega t+\theta+\angle H(j \omega)] \tag{2.20}
\end{equation*}
$$

## EXAMPLE 2.2:

Solve Eq. 2.12 for the following inputs:
(a) $10 e^{-3 t}$
(b) 5
(c) $e^{-2 t}$
(d) $10 \cos \left(3 t+30^{\circ}\right)$.

The initial conditions are $y\left(0^{+}\right)=2, \dot{y}\left(0^{+}\right)=3$.
The complementary solution for this case is already found in Example 2.1 as

$$
y_{c}(t)=c_{1} e^{-t}+c_{2} e^{-2 t} \quad t \geq 0
$$

For the exponential input $f(t)=e^{\zeta t}$, the particular solution, as found in Eq. 2.16a is $H(\zeta) e^{\zeta t}$, where

$$
H(\zeta)=\frac{P(\zeta)}{Q(\zeta)}=\frac{\zeta}{\zeta^{2}+3 \zeta+2}
$$

(a) For input $f(t)=10 e^{-3 t}, \zeta=-3$, and

$$
\begin{aligned}
y_{p}(t) & =10 H(-3) e^{-3 t} \\
& =10\left[\frac{-3}{(-3)^{2}+3(-3)+2}\right] e^{-3 t} \\
& =-15 e^{-3 t} \quad t>0
\end{aligned}
$$

The total solution (the sum of the complementary and particular solutions) is

$$
y(t)=c_{1} e^{-t}+c_{2} e^{-2 t}-15 e^{-3 t} \quad t \geq 0
$$

and

$$
\dot{y}(t)=-c_{1} e^{-t}-2 c_{2} e^{-2 t}+45 e^{-3 t} \quad t \geq 0
$$

The initial conditions are $y\left(0^{+}\right)=2$ and $\dot{y}\left(0^{+}\right)=3$. Setting $t=0$ in the above equations and substituting the initial conditions yields

$$
c_{1}+c_{2}-15=2 \quad \text { and } \quad-c_{1}-2 c_{2}+45=3
$$

Solution of these equations yields $c_{1}=-8$ and $c_{2}=25$. Therefore,

$$
y(t)=-8 e^{-t}+25 e^{-2 t}-15 e^{-3 t} \quad t \geq 0
$$

(b) For input $f(t)=5=5 e^{0 t}, \zeta=0$, and

$$
y_{p}(t)=5 H(0)=0 \quad t>0
$$

The complete solution is $y(t)=y_{c}(t)+y_{p}(t)=c_{1} e^{-t}+c_{2} e^{-2 t}$. We then substitute the initial conditions to determine $c_{1}$ and $c_{2}$ as explained in Part a.
(c) Here $\zeta=-2$, which is also a characteristic root. Hence (see Pair 2, Table 2.1, or the comment at the bottom of the table),

$$
y_{p}(t)=\beta t e^{-2 t}
$$

To find $\beta$, we substitute $y_{p}(t)$ in Eq. 2.11, giving us

$$
\left(D^{2}+3 D+2\right) y_{p}(t)=D f(t)
$$

or

$$
\left(D^{2}+3 D+2\right)\left[\beta t e^{-2 t}\right]=D e^{-2 t}
$$

But

$$
\begin{aligned}
D\left[\beta t e^{-2 t}\right] & =\beta(1-2 t) e^{-2 t} \\
D^{2}\left[\beta t e^{-2 t}\right] & =4 \beta(t-1) e^{-2 t} \\
D e^{-2 t} & =-2 e^{-2 t}
\end{aligned}
$$

Consequently,

$$
\beta(4 t-4+3-6 t+2 t) e^{-2 t}=-2 e^{-2 t}
$$

or

$$
-\beta e^{-2 t}=-2 e^{-2 t}
$$

This means that $\beta=2$, so that

$$
y_{p}(t)=2 t e^{-2 t}
$$

The complete solution is $y(t)=y_{c}(t)+y_{p}(t)=c_{1} e^{-t}+c_{2} e^{-2 t}+2 t e^{-2 t}$. We then substitute the initial conditions to determine $c_{1}$ and $c_{2}$ as explained in Part a.
(d) For the input $f(t)=10 \cos \left(3 t+30^{\circ}\right)$, the particular solution (see Eq. 2.20) is

$$
y_{p}(t)=10|H(j 3)| \cos \left[3 t+30^{\circ}+\angle H(j 3)\right]
$$

where

$$
\begin{aligned}
H(j 3) & =\frac{P(j 3)}{Q(j 3)}=\frac{j 3}{(j 3)^{2}+3(j 3)+2} \\
& =\frac{j 3}{-7+j 9}=\frac{27-j 21}{130}=0.263 e^{-j 37.9^{\circ}}
\end{aligned}
$$

Therefore,

$$
|H(j 3)|=0.263, \quad \angle H(j 3)=-37.9^{\circ}
$$

and

$$
\begin{aligned}
y_{p}(t) & =10(0.263) \cos \left(3 t+30^{\circ}-37.9^{\circ}\right) \\
& =2.63 \cos \left(3 t-7.9^{\circ}\right)
\end{aligned}
$$

The complete solution is $y(t)=y_{c}(t)+y_{p}(t)=c_{1} e^{-t}+c_{2} e^{-2 t}+2.63 \cos \left(3 t-7.9^{\circ}\right)$. We then substitute the initial conditions to determine $c_{1}$ and $c_{2}$ as explained in Part a.

### 2.1.2 Method of Convolution

In this method, the input $f(t)$ is expressed as a sum of impulses. The solution is then obtained as a sum of the solutions to all theimpulsecomponents. Themethod exploitsthe superposition property of the linear differential equations. From the sampling (or sifting) property of the impulsefunction, we have

$$
\begin{equation*}
f(t)=\int_{0}^{t} f(x) \delta(t-x) d x \quad t \geq 0 \tag{2.21}
\end{equation*}
$$

The right-hand side expresses $f(t)$ as a sum (integral) of impulse components. Let the solution of Eq. 2.4a be $y(t)=h(t)$ when $f(t)=\delta(t)$ and all the initial conditions are zero. Then use of the linearity property yields the solution of Eq. 2.4a to input $f(t)$ as

$$
\begin{equation*}
y(t)=\int_{0}^{t} f(x) h(t-x) d x \tag{2.22}
\end{equation*}
$$

For this solution to be general, we must add a complementary solution. Thus, the general solution is given by

$$
\begin{equation*}
y(t)=\sum_{j=1}^{n} c_{j} e^{\lambda_{j} t}+\int_{0}^{t} f(x) h(t-x) d x \tag{2.23}
\end{equation*}
$$

The first term on the right-hand side consists of a linear combination of natural modes and should be appropriately modified for repeated roots. For the integral on the right-hand side, the lower limit

0 is understood to be $0^{-}$in order to ensure that impulses, if any, in the input $f(t)$ at the origin are accounted for. The integral on the right-hand side of (2.23) is well known in the literature as the convolution integral. The function $h(t)$ appearing in the integral is the solution of Eq. 2.4a for the impulsive input [ $f(t)=\delta(t)$ ]. It can be shown that [3]

$$
\begin{equation*}
h(t)=P(D)\left[y_{o}(t) u(t)\right] \tag{2.24}
\end{equation*}
$$

where $y_{o}(t)$ is a linear combination of the characteristic modes subject to initial conditions

$$
\begin{align*}
& y_{o}^{(n-1)}(0)=1 \\
& y_{o}(0)=y_{o}^{(1)}(0)=\cdots=y_{o}^{(n-2)}(0)=0 \tag{2.25}
\end{align*}
$$

The function $u(t)$ appearing on the right-hand side of Eq. 2.24 represents the unit step function, which is unity for $t \geq 0$ and is 0 for $t<0$.

The right-hand side of Eq. 2.24 is a linear combination of the derivatives of $y_{o}(t) u(t)$. Evaluating these derivatives is clumsy and inconvenient because of the presence of $u(t)$. The derivatives will generate an impulse and its derivatives at the origin [recall that $\frac{d}{d t} u(t)=\delta(t)$ ]. Fortunately when $m \leq n$ in Eq. 2.4a, the solution simplifies to

$$
\begin{equation*}
h(t)=b_{n} \delta(t)+\left[P(D) y_{o}(t)\right] u(t) \tag{2.26}
\end{equation*}
$$

## EXAMPLE 2.3:

Solve Example 2.2, Part a using the method of convolution.
We first determine $h(t)$. The characteristic modes for this case, as found in Example 2.1, are $e^{-t}$ and $e^{-2 t}$. Since $y_{o}(t)$ is a linear combination of the characteristic modes

$$
y_{o}(t)=K_{1} e^{-t}+K_{2} e^{-2 t} \quad t \geq 0
$$

Therefore,

$$
\dot{y}_{o}(t)=-K_{1} e^{-t}-2 K_{2} e^{-2 t} \quad t \geq 0
$$

The initial conditions according to Eq. 2.25 are $\dot{y}_{o}(0)=1$ and $y_{o}(0)=0$. Setting $t=0$ in the above equations and using the initial conditions, we obtain

$$
K_{1}+K_{2}=0 \quad \text { and } \quad-K_{1}-2 K_{2}=1
$$

Solution of these equations yields $K_{1}=1$ and $K_{2}=-1$. Therefore,

$$
y_{o}(t)=e^{-t}-e^{-2 t}
$$

Also in this casethepolynomial $P(D)=D$ is of thefirst-order, and $b_{2}=0$. Therefore, from Eq. 2.26

$$
\begin{aligned}
h(t) & =\left[P(D) y_{o}(t)\right] u(t)=\left[D y_{o}(t)\right] u(t) \\
& =\left[\frac{d}{d t}\left(e^{-t}-e^{-2 t}\right)\right] u(t) \\
& =\left(-e^{-t}+2 e^{-2 t}\right) u(t)
\end{aligned}
$$

and

$$
\begin{aligned}
\int_{0}^{t} f(x) h(t-x) d x= & \int_{0}^{t} 10 e^{-3 x}\left[-e^{-(t-x)}\right. \\
& \left.+2 e^{-2(t-x)}\right] d x \\
= & -5 e^{-t}+20 e^{-2 t}-15 e^{-3 t}
\end{aligned}
$$

Thetotal solution is obtained by adding the complementary solution $y_{c}(t)=c_{1} e^{-t}+c_{2} e^{-2 t}$ to this component. Therefore,

$$
y(t)=c_{1} e^{-t}+c_{2} e^{-2 t}-5 e^{-t}+20 e^{-2 t}-15 e^{-3 t}
$$

Setting the conditions $y\left(0^{+}\right)=2$ and $y\left(0^{+}\right)=3$ in this equation (and its derivative), we obtain $c_{1}=-3, c_{2}=5$ so that

$$
y(t)=-8 e^{-t}+25 e^{-2 t}-15 e^{-3 t} \quad t \geq 0
$$

which is identical to the solution found by the classical method.

## Assessment of the Convolution Method

The convolution method is more laborious compared to the classical method. However, in system analysis, its advantages outweigh theextra work. Theclassical method has a serious drawback because it yields the total response, which cannot be separated into components arising from the internal conditions and the external input. In thestudy of systemsit is important to beableto express thesystem responseto an input $f(t)$ asan explicit function of $f(t)$. Thisisnot possiblein theclassical method. M oreover, the classical method is restricted to a certain class of inputs; it cannot be applied to any input. ${ }^{4}$

If we must solve a particular linear differential equation or find a response of a particular LTI system, the classical method may bethe best. In the theoretical study of linear systems, however, it is practically useless. General discussion of differential equations can be found in numerous texts on the subject [1].

### 2.2 Difference Equations

The devel opment of difference equations is parallel to that of differential equations. Weconsider here only linear difference equations with constant coefficients. An $n$ th-order difference equation can be expressed in two different forms; the first form uses delay terms such as $y[k-1], y[k-2], f[k-$ 1], $f[k-2], \ldots$, etc., and the alternative form uses advance terms such as $y[k+1], y[k+2], \ldots$, etc. Both forms are useful. Westart here with a general $n$ th-order difference equation, using advance operator form

$$
\begin{gather*}
y[k+n]+a_{n-1} y[k+n-1]+\cdots+a_{1} y[k+1]+a_{0} y[k] \\
=b_{m} f[k+m]+b_{m-1} f[k+m-1]+\cdots \\
+b_{1} f[k+1]+b_{0} f[k] \tag{2.27}
\end{gather*}
$$

## Causality Condition

Theleft-hand side of Eq. 2.27 consists of values of $y[k]$ at instants $k+n, k+n-1, k+n-2$, and so on. Theright-hand sideof Eq. 2.27 consistsof theinput at instants $k+m, k+m-1, k+m-2$, and so on. For a causal equation, the solution cannot depend on future input values. This shows

[^3]that when the equation is in the advance operator form of Eq. 2.27, causality requires $m \leq n$. For a general causal case, $m=n$, and Eq. 2.27 becomes
\[

$$
\begin{gather*}
y[k+n]+a_{n-1} y[k+n-1]+\cdots+a_{1} y[k+1]+a_{0} y[k] \\
=b_{n} f[k+n]+b_{n-1} f[k+n-1]+\cdots \\
+b_{1} f[k+1]+b_{0} f[k] \tag{2.28a}
\end{gather*}
$$
\]

where some of the coefficients on both sides can be zero. However, the coefficient of $y[k+n]$ is normalized to unity. Eq. 2.28aa is valid for all values of $k$. Therefore, the equation is still valid if we replace $k$ by $k-n$ throughout the equation. This yields the alternative form (the delay operator form) of Eq. 2.28aa

$$
\begin{gather*}
y[k]+a_{n-1} y[k-1]+\cdots+a_{1} y[k-n+1]+a_{0} y[k-n] \\
=b_{n} f[k]+b_{n-1} f[k-1]+\cdots \\
+b_{1} f[k-n+1]+b_{0} f[k-n] \tag{2.28b}
\end{gather*}
$$

We designate the form of Eq. 2.28aa the advance operator form, and the form of Eq. 2.28ab the delay operator form.

### 2.2.1 Initial Conditions and Iterative Solution

Equation 2.28ab can be expressed as

$$
\begin{align*}
& y[k]=-a_{n-1} y[k-1]-a_{n-2} y[k-2]-\cdots \\
& -a_{0} y[k-n]+b_{n} f[k]+b_{n-1} f[k-1]+\cdots \\
& +b_{0} f[k-n] \tag{2.28c}
\end{align*}
$$

This equation shows that $y[k]$, the solution at the $k$ th instant, is computed from $2 n+1$ pieces of information. These are the past $n$ values of $y[k]: y[k-1], y[k-2], \ldots, y[k-n]$ and the present and past $n$ values of the input: $f[k], f[k-1], f[k-2], \ldots, f[k-n]$. If theinput $f[k]$ is known for $k=0,1,2, \ldots$, then the values of $y[k]$ for $k=0,1,2, \ldots$ can be computed from the $2 n$ initial conditions $y[-1], y[-2], \ldots, y[-n]$ and $f[-1], f[-2], \ldots, f[-n]$. If the input is causal, that is, if $f[k]=0$ for $k<0$, then $f[-1]=f[-2]=\ldots=f[-n]=0$, and we need only $n$ initial conditions $y[-1], y[-2], \ldots, y[-n]$. This allows us to compute iteratively or recursively the values $y[0], y[1], y[2], y[3], \ldots$, and so on. ${ }^{5}$ For instance, to find $y[0]$ weset $k=0 \mathrm{in}$ Eq. 2.28ac. The lefthand sideis $y[0]$, and the right-hand side containsterms $y[-1], y[-2], \ldots, y[-n]$, and theinputs $f[0], f[-1], f[-2], \ldots, f[-n]$. Therefore, to begin with, we must know the $n$ initial conditions $y[-1], y[-2], \ldots, y[-n]$. Knowing these conditions and the input $f[k]$, we can iteratively find the response $y[0], y[1], y[2], \ldots$, and so on. The following example demonstrates this procedure.

[^4]This method basically reflects the manner in which a computer would solve a difference equation, given the input and initial conditions.

## EXAMPLE 2.4:

Solve iteratively

$$
\begin{equation*}
y[k]-0.5 y[k-1]=f[k] \tag{2.29a}
\end{equation*}
$$

with initial condition $y[-1]=16$ and the input $f[k]=k^{2}$ (starting at $k=0$ ). This equation can be expressed as

$$
\begin{equation*}
y[k]=0.5 y[k-1]+f[k] \tag{2.29b}
\end{equation*}
$$

If we set $k=0$ in this equation, we obtain

$$
\begin{aligned}
y[0] & =0.5 y[-1]+f[0] \\
& =0.5(16)+0=8
\end{aligned}
$$

Now, setting $k=1$ in Eq. 2.29ab and using the value $y[0]=8$ (computed in the first step) and $f[1]=(1)^{2}=1$, we obtain

$$
y[1]=0.5(8)+(1)^{2}=5
$$

Next, setting $k=2$ in Eq. 2.29ab and using the value $y[1]=5$ (computed in the previous step) and $f[2]=(2)^{2}$, we obtain

$$
y[2]=0.5(5)+(2)^{2}=6.5
$$

Continuing in this way iteratively, we obtain

$$
\begin{gathered}
y[3]=0.5(6.5)+(3)^{2}=12.25 \\
y[4]=0.5(12.25)+(4)^{2}=22.125
\end{gathered}
$$

This iterative solution procedure is available only for difference equations; it cannot be applied to differential equations. Despite the many uses of this method, a closed-form solution of a difference equation is far more useful in the study of system behavior and its dependence on the input and the various system parameters. For this reason we shall develop a systematic procedure to obtain a closed-form solution of Eq. 2.28a.

## Operational Notation

In difference equations it is convenient to use operational notation similar to that used in differential equations for the sake of compactness and convenience. For differential equations, we use the operator $D$ to denote the operation of differentiation. For difference equations, we use the operator $E$ to denote the operation for advancing the sequence by one time interval. Thus,

$$
\begin{array}{rll}
E f[k] & \equiv f[k+1] \\
E^{2} f[k] & \equiv f[k+2] \\
\cdots \cdots & \cdots & \cdots \cdots  \tag{2.30}\\
E^{n} f[k] & \equiv f[k+n]
\end{array}
$$

A general $n$ th-order difference Eq. 2.28aa can be expressed as

$$
\begin{gather*}
\left(E^{n}+a_{n-1} E^{n-1}+\cdots+a_{1} E+a_{0}\right) y[k] \\
=\left(b_{n} E^{n}+b_{n-1} E^{n-1}+\cdots+b_{1} E+b_{0}\right) f[k] \tag{2.31a}
\end{gather*}
$$

or

$$
\begin{equation*}
Q[E] y[k]=P[E] f[k] \tag{2.31b}
\end{equation*}
$$

where $Q[E]$ and $P[E]$ are $n$ th-order polynomial operators, respectively,

$$
\begin{align*}
Q[E] & =E^{n}+a_{n-1} E^{n-1}+\cdots+a_{1} E+a_{0}  \tag{2.32a}\\
P[E] & =b_{n} E^{n}+b_{n-1} E^{n-1}+\cdots+b_{1} E+b_{0} \tag{2.32b}
\end{align*}
$$

### 2.2.2 Classical Solution

Following the discussion of differential equations, we can show that if $y_{p}[k]$ is a solution of Eq. 2.28a or Eq. 2.31a, that is,

$$
\begin{equation*}
Q[E] y_{p}[k]=P[E] f[k] \tag{2.33}
\end{equation*}
$$

then $y_{p}[k]+y_{c}[k]$ is also a solution of Eq. 2.31a, where $y_{c}[k]$ is a solution of the homogeneous equation

$$
\begin{equation*}
Q[E] y_{c}[k]=0 \tag{2.34}
\end{equation*}
$$

As before, we call $y_{p}[k]$ the particular solution and $y_{c}[k]$ the complementary solution.

## Complementary Solution (The Natural Response)

By definition

$$
\begin{equation*}
Q[E] y_{c}[k]=0 \tag{2.34a}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(E^{n}+a_{n-1} E^{n-1}+\cdots+a_{1} E+a_{0}\right) y_{c}[k]=0 \tag{2.34b}
\end{equation*}
$$

or

$$
\begin{gather*}
y_{c}[k+n]+a_{n-1} y_{c}[k+n-1]+\cdots+a_{1} y_{c}[k+1] \\
+a_{0} y_{c}[k]=0 \tag{2.34c}
\end{gather*}
$$

We can solve this equation systematically, but even a cursory examination of this equation points to its solution. This equation states that a linear combination of $y_{c}[k]$ and delayed $y_{c}[k]$ is zero not for some values of $k$, but for all $k$. This is possibleif and only if $y_{c}[k]$ and delayed $y_{c}[k]$ have the same form. Only an exponential function $\gamma^{k}$ has this property as seen from the equation

$$
\gamma^{k-m}=\gamma^{-m} \gamma^{k}
$$

This shows that the delayed $\gamma^{k}$ is a constant times $\gamma^{k}$. Therefore, the solution of Eq. 2.34 must be of the form

$$
\begin{equation*}
y_{c}[k]=c \gamma^{k} \tag{2.35}
\end{equation*}
$$

To determine $c$ and $\gamma$, we substitute this solution in Eq. 2.34. From Eq. 2.35, we have

$$
\begin{align*}
E y_{c}[k] & =y_{c}[k+1]=c \gamma^{k+1}=(c \gamma) \gamma^{k} \\
E^{2} y_{c}[k] & =y_{c}[k+2]=c \gamma^{k+2}=\left(c \gamma^{2}\right) \gamma^{k} \\
\cdots & \cdots \cdots \cdots \cdots \cdots \cdots \\
E^{n} y_{c}[k] & =y_{c}[k+n]=c \gamma^{k+n}=\left(c \gamma^{n}\right) \gamma^{k} \tag{2.36}
\end{align*}
$$

Substitution of this in Eq. 2.34 yields

$$
\begin{equation*}
c\left(\gamma^{n}+a_{n-1} \gamma^{n-1}+\cdots+a_{1} \gamma+a_{0}\right) \gamma^{k}=0 \tag{2.37}
\end{equation*}
$$

For a nontrivial solution of this equation

$$
\begin{equation*}
\left(\gamma^{n}+a_{n-1} \gamma^{n-1}+\cdots+a_{1} \gamma+a_{0}\right)=0 \tag{2.38a}
\end{equation*}
$$

or

$$
\begin{equation*}
Q[\gamma]=0 \tag{2.38b}
\end{equation*}
$$

Our solution $c \gamma^{k}$ [Eq. 2.35] is correct, provided that $\gamma$ satisfies Eq. 2.38a. Now, $Q[\gamma]$ is an $n$ th-order polynomial and can be expressed in thefactorized form (assuming all distinct roots):

$$
\begin{equation*}
\left(\gamma-\gamma_{1}\right)\left(\gamma-\gamma_{2}\right) \cdots\left(\gamma-\gamma_{n}\right)=0 \tag{2.38c}
\end{equation*}
$$

Clearly $\gamma$ has $n$ solutions $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}$ and, therefore, Eq. 2.34 also has $n$ solutions $c_{1} \gamma_{1}^{k}, c_{2} \gamma_{2}^{k}, \cdots, c_{n} \gamma_{n}^{k}$. In such a case we have shown that the general solution is a linear combination of the $n$ solutions. Thus,

$$
\begin{equation*}
y_{c}[k]=c_{1} \gamma_{1}^{k}+c_{2} \gamma_{2}^{k}+\cdots+c_{n} \gamma_{n}^{k} \tag{2.39}
\end{equation*}
$$

where $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}$ arethe roots of Eq. 2.38a and $c_{1}, c_{2}, \ldots, c_{n}$ are arbitrary constants determined from $n$ auxiliary conditions. The polynomial $Q[\gamma]$ is called the characteristic polynomial, and

$$
\begin{equation*}
Q[\gamma]=0 \tag{2.40}
\end{equation*}
$$

is the characteristic equation. M oreover, $\gamma_{1}, \gamma_{2}, \cdots, \gamma_{n}$, the roots of the characteristic equation, are called characteristic roots or characteristic values (also eigenvalues). The exponentials $\gamma_{i}^{k}(i=$ $1,2, \ldots, n$ ) are the characteristic modes or natural modes. A characteristic mode corresponds to each characteristic root, and the complementary solution is a linear combination of the characteristic modes of the system.

## Repeated Roots

For repeated roots, the form of characteristic modes is modified. It can be shown by direct substitution that if a root $\gamma$ repeats $r$ times (root of multiplicity $r$ ), the characteristic modes corresponding to this root are $\gamma^{k}, k \gamma^{k}, k^{2} \gamma^{k}, \ldots, k^{r-1} \gamma^{k}$. Thus, if the characteristic equation is

$$
\begin{gather*}
Q[\gamma]=\left(\gamma-\gamma_{1}\right)^{r}\left(\gamma-\gamma_{r+1}\right)\left(\gamma-\gamma_{r+2}\right) \cdots \\
\left(\gamma-\gamma_{n}\right) \tag{2.41}
\end{gather*}
$$

the complementary solution is

$$
\begin{align*}
y_{c}[k]= & \left(c_{1}+c_{2} k+c_{3} k^{2}+\cdots+c_{r} k^{r-1}\right) \gamma_{1}^{k} \\
& +c_{r+1} \gamma_{r+1}^{k}+c_{r+2} \gamma_{r+2}^{k}+\cdots \\
& +c_{n} \gamma_{n}^{k} \tag{2.42}
\end{align*}
$$

## Particular Solution

The particular solution $y_{p}[k]$ is the solution of

$$
\begin{equation*}
Q[E] y_{p}[k]=P[E] f[k] \tag{2.43}
\end{equation*}
$$

Weshall find the particular solution usingthemethod of undetermined coefficients, thesamemethod used for differential equations. Table 2.2 liststheinputs and the corresponding forms of solution with undetermined coefficients. These coefficients can be determined by substituting $y_{p}[k]$ in Eq. 2.43 and equating the coefficients of similar terms.

TABLE 2.2

|  | Input $f[k]$ | Forced Response $y_{p}[k]$ |
| :---: | :---: | :---: |
|  | ${ }^{k} \quad r \neq \gamma_{i}(i=1,2, \cdots, n)$ | $\beta r^{k}$ |
| 1. | $r^{k} \quad r=\gamma_{i}$ | $\beta k r^{k}$ |
| 2. | $r^{k} \quad r=\cos (\Omega k+\theta)$ | $\beta \cos (\Omega k+\phi)$ |
| 4. | $\left(\sum_{i=0}^{m} \alpha_{i} k^{i}\right) r^{k}$ | $\left(\sum_{i=0}^{m} \beta_{i} k^{i}\right) r^{k}$ |

Note: By definition, $y_{p}[k]$ cannot have any characteristic mode terms. If any term $p[k]$ shown in the right-hand column for the particular solution should also be a characteristic mode, the correct form of the particular solution must be modified to $k^{i} p[k]$, where $i$ is the smallest integer that will prevent $k^{i} p[k]$ from having a characteristic mode term. For example, when the input is $r^{k}$, the particular solution in the right-hand column is of the form $c r^{k}$. But if $r^{k}$ happens to be a natural mode, the correct form of the particular solution is $\beta k r^{k}$ (see Pair 2).

## EXAMPLE 2.5:

Solve

$$
\begin{equation*}
\left(E^{2}-5 E+6\right) y[k]=(E-5) f[k] \tag{2.44}
\end{equation*}
$$

if the input $f[k]=(3 k+5) u[k]$ and the auxiliary conditions are $y[0]=4, y[1]=13$.
The characteristic equation is

$$
\gamma^{2}-5 \gamma+6=(\gamma-2)(\gamma-3)=0
$$

Therefore, the complementary solution is

$$
y_{c}[k]=c_{1}(2)^{k}+c_{2}(3)^{k}
$$

To find the form of $y_{p}[k]$ we use Table 2.2, Pair 4 with $r=1, m=1$. This yields

$$
y_{p}[k]=\beta_{1} k+\beta_{0}
$$

Therefore,

$$
\begin{aligned}
y_{p}[k+1] & =\beta_{1}(k+1)+\beta_{0}=\beta_{1} k+\beta_{1}+\beta_{0} \\
y_{p}[k+2] & =\beta_{1}(k+2)+\beta_{0}=\beta_{1} k+2 \beta_{1}+\beta_{0}
\end{aligned}
$$

Also,

$$
f[k]=3 k+5
$$

and

$$
f[k+1]=3(k+1)+5=3 k+8
$$

Substitution of the above results in Eq. 2.44 yields

$$
\begin{gathered}
\beta_{1} k+2 \beta_{1}+\beta_{0}-5\left(\beta_{1} k+\beta_{1}+\beta_{0}\right)+6\left(\beta_{1} k+\beta_{0}\right) \\
=3 k+8-5(3 k+5)
\end{gathered}
$$

or

$$
2 \beta_{1} k-3 \beta_{1}+2 \beta_{0}=-12 k-17
$$

Comparison of similar terms on two sides yields

$$
\left.\begin{array}{r}
2 \beta_{1}=-12 \\
-3 \beta_{1}+2 \beta_{0}=-17
\end{array}\right\} \Longrightarrow \begin{aligned}
& \beta_{1}=-6 \\
& \beta_{2}=-\frac{35}{2}
\end{aligned}
$$

This means

$$
y_{p}[k]=-6 k-\frac{35}{2}
$$

Thetotal response is

$$
\begin{align*}
y[k] & =y_{c}[k]+y_{p}[k] \\
& =c_{1}(2)^{k}+c_{2}(3)^{k}-6 k-\frac{35}{2} \quad k \geq 0 \tag{2.45}
\end{align*}
$$

To determine arbitrary constants $c_{1}$ and $c_{2}$ we set $k=0$ and 1 and substitutethe auxiliary conditions $y[0]=4, y[1]=13$ to obtain

$$
\left.\begin{array}{rl}
4 & =c_{1}+c_{2}-\frac{35}{2} \\
13 & =2 c_{1}+3 c_{2}-\frac{47}{2}
\end{array}\right\} \Longrightarrow \begin{aligned}
& c_{1}=28 \\
& c_{2}=\frac{-13}{2}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
y_{c}[k]=28(2)^{k}-\frac{13}{2}(3)^{k} \tag{2.46}
\end{equation*}
$$

and

$$
\begin{equation*}
y[k]=\underbrace{28(2)^{k}-\frac{13}{2}(3)^{k}}_{y_{c}[k]}-\underbrace{6 k-\frac{35}{2}}_{y_{p}[k]} \tag{2.47}
\end{equation*}
$$

## A Comment on Auxiliary Conditions

This method requires auxiliary conditions $y[0], y[1], \ldots, y[n-1]$ because the total solution is valid only for $k \geq 0$. But if we are given the initial conditions $y[-1], y[-2], \ldots, y[-n]$, we can derive the conditions $y[0], y[1], \ldots, y[n-1]$ using the iterative procedure discussed earlier.

## Exponential Input

As in the case of differential equations, we can show that for the equation

$$
\begin{equation*}
Q[E] y[k]=P[E] f[k] \tag{2.48}
\end{equation*}
$$

the particular solution for the exponential input $f[k]=r^{k}$ is given by

$$
\begin{equation*}
y_{p}[k]=H[r] r^{k} \quad r \neq \gamma_{i} \tag{2.49}
\end{equation*}
$$

where

$$
\begin{equation*}
H[r]=\frac{P[r]}{Q[r]} \tag{2.50}
\end{equation*}
$$

Theproof followsfrom thefact that if theinput $f[k]=r^{k}$, then from Table2.2 (Pair 4), $y_{p}[k]=\beta r^{k}$. Therefore,

$$
\begin{gathered}
E^{i} f[k]=f[k+i]=r^{k+i}=r^{i} r^{k} \text { and } P[E] f[k]=P[r] r^{k} \\
E^{j} y_{p}[k]=\beta r^{k+j}=\beta r^{j} r^{k} \text { and } Q[E] y[k]=\beta Q[r] r^{k}
\end{gathered}
$$

so that Eq. 2.48 reduces to

$$
\beta Q[r] r^{k}=P[r] r^{k}
$$

which yields $\beta=P[r] / Q[r]=H[r]$.
This result is valid only if $r$ is not a characteristic root. If $r$ is a characteristic root, the particular solution is $\beta k r^{k}$ where $\beta$ is determined by substituting $y_{p}[k]$ in Eq. 2.48 and equating coefficients of similar terms on the two sides. Observe that the exponential $r^{k}$ includes a wide variety of signals such as a constant $C$, a sinusoid $\cos (\Omega k+\theta)$, and an exponentially growing or decaying sinusoid $|\gamma|^{k} \cos (\Omega k+\theta)$.

## A Constant Input $f(k)=C$

This is a special case of exponential $C r^{k}$ with $r=1$. Therefore, from Eq. 2.49 we have

$$
\begin{equation*}
y_{p}[k]=C \frac{P[1]}{Q[1]}(1)^{k}=C H[1] \tag{2.51}
\end{equation*}
$$

## A Sinusoidal Input

The input $e^{j \Omega k}$ is an exponential $r^{k}$ with $r=e^{j \Omega}$. Hence,

$$
y_{p}[k]=H\left[e^{j \Omega}\right] e^{j \Omega k}=\frac{P\left[e^{j \Omega}\right]}{Q\left[e^{j \Omega}\right]} e^{j \Omega k}
$$

Similarly for the input $e^{-j \Omega k}$

$$
y_{p}[k]=H\left[e^{-j \Omega}\right] e^{-j \Omega k}
$$

Consequently, if the input

$$
\begin{aligned}
f[k] & =\cos \Omega k=\frac{1}{2}\left(e^{j \Omega k}+e^{-j \Omega k}\right) \\
y_{p}[k] & =\frac{1}{2}\left\{H\left[e^{j \Omega}\right] e^{j \Omega k}+H\left[e^{-j \Omega}\right] e^{-j \Omega k}\right\}
\end{aligned}
$$

Since the two terms on the right-hand side are conjugates

$$
y_{p}[k]=\operatorname{Re}\left\{H\left[e^{j \Omega}\right] e^{j \Omega k}\right\}
$$

If

$$
H\left[e^{j \Omega}\right]=\left|H\left[e^{j \Omega}\right]\right| e^{j L H\left[e^{j \Omega}\right]}
$$

then

$$
\begin{align*}
y_{p}[k] & =\operatorname{Re}\left\{\left|H\left[e^{j \Omega}\right]\right| e^{j\left(\Omega k+\angle H\left[e^{j \Omega}\right]\right)}\right\} \\
& =\left|H\left[e^{j \Omega}\right]\right| \cos \left(\Omega k+\angle H\left[e^{j \Omega}\right]\right) \tag{2.52}
\end{align*}
$$

Using a similar argument, we can show that for the input

$$
\begin{align*}
f[k] & =\cos (\Omega k+\theta) \\
y_{p}[k] & =\left|H\left[e^{j \Omega}\right]\right| \cos \left(\Omega k+\theta+\angle H\left[e^{j \Omega}\right]\right) \tag{2.53}
\end{align*}
$$

## EXAMPLE 2.6:

Solve

$$
\left(E^{2}-3 E+2\right) y[k]=(E+2) f[k]
$$

for $f[k]=(3)^{k} u[k]$ and the auxiliary conditions $y[0]=2, y[1]=1$.
In this case

$$
H[r]=\frac{P[r]}{Q[r]}=\frac{r+2}{r^{2}-3 r+2}
$$

and the particular solution to input (3) ${ }^{k} u[k]$ is $H[3](3)^{k}$; that is,

$$
y_{p}[k]=\frac{3+2}{(3)^{2}-3(3)+2}(3)^{k}=\frac{5}{2}(3)^{k}
$$

The characteristic polynomial is $\left(\gamma^{2}-3 \gamma+2\right)=(\gamma-1)(\gamma-2)$. The characteristic roots are 1 and 2 . Hence, the complementary solution is $y_{c}[k]=c_{1}+c_{2}(2)^{k}$ and the total solution is

$$
y[k]=c_{1}(1)^{k}+c_{2}(2)^{k}+\frac{5}{2}(3)^{k}
$$

Setting $k=0$ and 1 in this equation and substituting auxiliary conditions yields

$$
2=c_{1}+c_{2}+\frac{5}{2} \quad \text { and } \quad 1=c_{1}+2 c_{2}+\frac{15}{2}
$$

Solution of these two simultaneous equations yields $c_{1}=5.5, c_{2}=-5$. Therefore,

$$
y[k]=5.5-6(2)^{k}+\frac{5}{2}(3)^{k} \quad k \geq 0
$$

### 2.2.3 Method of Convolution

In this method, the input $f[k]$ is expressed as a sum of impulses. The solution is then obtained as a sum of the solutions to all theimpulsecomponents. Themethod exploitsthe superposition property of the linear difference equations. A discrete-time unit impulse function $\delta[k]$ is defined as

$$
\delta[k]= \begin{cases}1 & k=0  \tag{2.54}\\ 0 & k \neq 0\end{cases}
$$

Hence, an arbitrary signal $f[k]$ can be expressed in terms of impulse and delayed impulse functions as

$$
\begin{gather*}
f[k]=f[0] \delta[k]+f[1] \delta[k-1]+f[2] \delta[k-2]+\cdots \\
+f[k] \delta[0]+\cdots \quad k \geq 0 \tag{2.55}
\end{gather*}
$$

Theright-hand sideexpresses $f[k]$ asasum of impulsecomponents. If $h[k]$ isthesolution of Eq. 2.31a to the impulse input $f[k]=\delta[k]$, then the solution to input $\delta[k-m]$ is $h[k-m]$. This follows from the fact that because of constant coefficients, Eq. 2.31a has time invariance property. Also, because Eq. 2.31a is linear, its solution is the sum of the solutions to each of the impulse components of $f[k]$ on the right-hand side of Eq. 2.55. Therefore,

$$
\begin{aligned}
y[k]=f & {[0] h[k]+f[1] h[k-1]+f[2] h[k-2]+\cdots } \\
& +f[k] h[0]+f[k+1] h[-1]+\cdots
\end{aligned}
$$

All practical systems with time as the independent variable are causal, that is $h[k]=0$ for $k<0$. Hence, all the terms on the right-hand side beyond $f[k] h[0]$ are zero. Thus,

$$
\begin{align*}
y[k]= & f[0] h[k]+f[1] h[k-1]+f[2] h[k-2]+\cdots \\
& +f[k] h[0] \\
= & \sum_{m=0}^{k} f[m] h[k-m] \tag{2.56}
\end{align*}
$$

The first term on the right-hand side consists of a linear combination of natural modes and should be appropriately modified for repeated roots. The general solution is obtained by adding a complementary solution to the above solution. Therefore, the general solution is given by

$$
\begin{equation*}
y[k]=\sum_{j=1}^{n} c_{j} \gamma_{j}^{k}+\sum_{m=0}^{k} f[m] h[k-m] \tag{2.57}
\end{equation*}
$$

The last sum on the right-hand side is known as the convolution sum of $f[k]$ and $h[k]$.
The function $h[k]$ appearing in Eq. 2.57 is the solution of Eq. 2.31a for the impulsive input ( $f[k]=\delta[k]$ ) when all initial conditions are zero, that is, $h[-1]=h[-2]=\cdots=h[-n]=0$. It can be shown that [3] $h[k$ ] contains an impulse and a linear combination of characteristic modes as

$$
\begin{equation*}
h[k]=\frac{b_{0}}{a_{0}} \delta[k]+A_{1} \gamma_{1}^{k}+A_{2} \gamma_{2}^{k}+\cdots+A_{n} \gamma_{n}^{k} \tag{2.58}
\end{equation*}
$$

where the unknown constants $A_{i}$ are determined from $n$ values of $h[k]$ obtained by solving the equation $Q[E] h[k]=P[E] \delta[k]$ iteratively.

## EXAMPLE 2.7:

Solve Example 2.5 using convolution method. In other words solve

$$
\left(E^{2}-3 E+2\right) y[k]=(E+2) f[k]
$$

for $f[k]=(3)^{k} u[k]$ and the auxiliary conditions $y[0]=2, y[1]=1$.
The unit impulse solution $h[k]$ is given by Eq. 2.58. In this case $a_{0}=2$ and $b_{0}=2$. Therefore,

$$
\begin{equation*}
h[k]=\delta[k]+A_{1}(1)^{k}+A_{2}(2)^{k} \tag{2.59}
\end{equation*}
$$

To determine the two unknown constants $A_{1}$ and $A_{2}$ in Eq. 2.59, we need two values of $h[k]$, for instance $h[0]$ and $h[1]$. These can be determined iteratively by observing that $h[k]$ is the solution of $\left(E^{2}-3 E+2\right) h[k]=(E+2) \delta[k]$, that is,

$$
\begin{equation*}
h[k+2]-3 h[k+1]+2 h[k]=\delta[k+1]+2 \delta[k] \tag{2.60}
\end{equation*}
$$

subject to initial conditions $h[-1]=h[-2]=0$. We now determine $h[0]$ and $h[1]$ iteratively from Eq. 2.60. Setting $k=-2$ in this equation yields

$$
h[0]-3(0)+2(0)=0+0 \Longrightarrow h[0]=0
$$

Next, setting $k=-1$ in Eq. 2.60 and using $h[0]=0$, we obtain

$$
h[1]-3(0)+2(0)=1+0 \Longrightarrow h[1]=1
$$

Setting $k=0$ and 1 in Eq. 2.59 and substituting $h[0]=0, h[1]=1$ yields

$$
0=1+A_{1}+A_{2} \quad \text { and } \quad 1=A_{1}+2 A_{2}
$$

Solution of these two equations yields $A_{1}=-3$ and $A_{2}=2$. Therefore,

$$
h[k]=\delta[k]-3+2(2)^{k}
$$

and from Eq. 2.57

$$
\begin{aligned}
y[k] & =c_{1}+c_{2}(2)^{k}+\sum_{m=0}^{k}(3)^{m}\left[\delta[k-m]-3+2(2)^{k-m}\right] \\
& =c_{1}+c_{2}(2)^{k}+1.5-4(2)^{k}+2.5(3)^{k}
\end{aligned}
$$

The sums in the above expression arefound by using the geometric progression sum formula

$$
\sum_{m=0}^{k} r^{m}=\frac{r^{k+1}-1}{r-1} \quad r \neq 1
$$

Setting $k=0$ and 1 and substituting the given auxiliary conditions $y[0]=2, y[1]=1$, we obtain

$$
2=c_{1}+c_{2}+1.5-4+2.5 \quad \text { and } \quad 1=c_{1}+2 c_{2}+1.5-8+7.5
$$

Solution of these equations yields $c_{1}=4$ and $c_{2}=-2$. Therefore,

$$
y[k]=5.5-6(2)^{k}+2.5(3)^{k}
$$

which confirms the result obtained by the classical method.

## Assessment of the Classical Method

The earlier remarks concerning the classical method for solving differential equations also apply to difference equations. General discussion of difference equations can be found in texts on the subject [2].
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### 3.1 Introduction

Practical digital filters must be implemented with finite precision numbers and arithmetic. As a result, both the filter coefficients and the filter input and output signals are in discrete form. This leads to four types of finite wordlength effects.

Discretization (quantization) of the filter coefficients has the effect of perturbing the location of thefilter poles and zeroes. As a result, theactual filter responsediffers slightly from theideal response. This deterministic frequency response error is referred to as coefficient quantization error.

The use of finite precision arithmetic makes it necessary to quantize filter calculations by rounding or truncation. Roundoffnoise isthat error in thefilter output that resultsfrom roundingor truncating calculations within the filter. As the name implies, this error looks like low-level noise at the filter output.

Quantization of the filter calculations also renders the filter slightly nonlinear. For large signals this nonlinearity is negligible and roundoff noise is the major concern. H owever, for recursive filters with a zero or constant input, this nonlinearity can cause spurious oscillations called limit cycles.

With fixed-point arithmetic it is possible for filter calculations to overflow. The term overflow oscillation, sometimes also called adder overflow limit cycle, refers to a high-level oscillation that can exist in an otherwise stablefilter due to the nonlinearity associated with the overflow of internal filter calculations.

In this chapter, we examine each of these finite wordlength effects. Both fixed-point and floatingpoint number representations are considered.

### 3.2 Number Representation

In digital signal processing, $(B+1)$-bit fixed-point numbers are usually represented as two'scomplement signed fractions in the format

$$
b_{0} \cdot b_{-1} b_{-2} \cdots b_{-B}
$$

The number represented is then

$$
\begin{equation*}
X=-b_{0}+b_{-1} 2^{-1}+b_{-2} 2^{-2}+\cdots+b_{-B} 2^{-B} \tag{3.1}
\end{equation*}
$$

where $b_{0}$ is the sign bit and the number range is $-1 \leq X<1$. The advantage of this representation is that the product of two numbers in the range from -1 to 1 is another number in the same range.

Floating-point numbers are represented as

$$
\begin{equation*}
X=(-1)^{s} m 2^{c} \tag{3.2}
\end{equation*}
$$

where $s$ is the sign bit, $m$ is the mantissa, and $c$ is the characteristic or exponent. To make the representation of a number unique, the mantissa is normalized so that $0.5 \leq m<1$.

Although floating-point numbers are always represented in the form of (3.2), the way in which this representation is actually stored in a machine may differ. Since $m \geq 0.5$, it is not necessary to store the $2^{-1}$-weight bit of $m$, which is always set. Therefore, in practice numbers are usually stored as

$$
\begin{equation*}
X=(-1)^{s}(0.5+f) 2^{c} \tag{3.3}
\end{equation*}
$$

where $f$ is an unsigned fraction, $0 \leq f<0.5$.
M ost floating-point processors now use the IEEE Standard 754 32-bit floating-point format for storing numbers. According to this standard the exponent is stored as an unsigned integer $p$ where

$$
\begin{equation*}
p=c+126 \tag{3.4}
\end{equation*}
$$

Therefore, a number is stored as

$$
\begin{equation*}
X=(-1)^{s}(0.5+f) 2^{p-126} \tag{3.5}
\end{equation*}
$$

where $s$ is the sign bit, $f$ is a 23-b unsigned fraction in the range $0 \leq f<0.5$, and $p$ is an 8 -b unsigned integer in the range $0 \leq p \leq 255$. The total number of bits is $1+23+8=32$. For example, in IEEE format $3 / 4$ is written $(-1)^{0}(0.5+0.25) 2^{0}$ so $s=0, p=126$, and $f=0.25$. The value $X=0$ is a unique case and is represented by all bits zero (i.e., $s=0, f=0$, and $p=0$ ). Although the $2^{-1}$-weight mantissa bit is not actually stored, it does exist so the mantissa has 24 b plus a sign bit.

### 3.3 Fixed-Point Quantization Errors

In fixed-point arithmetic, a multiply doubles the number of significant bits. For example, the product of the two 5 -b numbers 0.0011 and 0.1001 is the 10-b number 00.00011011 . The extra bit to the left of the decimal point can be discarded without introducing any error. However, the least significant four of the remaining bits must ultimately be discarded by some form of quantization so that the result can be stored to 5 b for use in other calculations. In the example above this results in 0.0010 (quantization by rounding) or 0.0001 (quantization by truncating). When a sum of products calculation is performed, the quantization can be performed either after each multiply or after all products have been summed with double-length precision.

We will examine three types of fixed-point quantization - rounding, truncation, and magnitude truncation. If $X$ is an exact value, then the rounded valuewill be denoted $Q_{r}(X)$, thetruncated value $Q_{t}(X)$, and the magnitude truncated value $Q_{m t}(X)$. If the quantized valuehas $B$ bits to the right of the decimal point, thequantization step size is

$$
\begin{equation*}
\Delta=2^{-B} \tag{3.6}
\end{equation*}
$$

Since rounding selects the quantized value nearest the unquantized value, it gives a value which is never more than $\pm \Delta / 2$ away from the exact value. If we denote the rounding error by

$$
\begin{equation*}
\epsilon_{r}=Q_{r}(X)-X \tag{3.7}
\end{equation*}
$$

then

$$
\begin{equation*}
-\frac{\Delta}{2} \leq \epsilon_{r} \leq \frac{\Delta}{2} \tag{3.8}
\end{equation*}
$$

Truncation simply discards the low-order bits, giving a quantized value that is always less than or equal to the exact value so

$$
\begin{equation*}
-\Delta<\epsilon_{t} \leq 0 \tag{3.9}
\end{equation*}
$$

$M$ agnitude truncation chooses the nearest quantized value that has a magnitude less than or equal to the exact value so

$$
\begin{equation*}
-\Delta<\epsilon_{m t}<\Delta \tag{3.10}
\end{equation*}
$$

Theerror resulting from quantization can be modeled as a random variable uniformly distributed over the appropriate error range. Therefore, calculations with roundoff error can be considered error-free calculations that have been corrupted by additive white noise. The mean of this noise for rounding is

$$
\begin{equation*}
m_{\epsilon_{r}}=E\left\{\epsilon_{r}\right\}=\frac{1}{\Delta} \int_{-\Delta / 2}^{\Delta / 2} \epsilon_{r} d \epsilon_{r}=0 \tag{3.11}
\end{equation*}
$$

where $E\}$ represents the operation of taking the expected value of a random variable. Similarly, the variance of the noise for rounding is

$$
\begin{equation*}
\sigma_{\epsilon_{r}}^{2}=E\left\{\left(\epsilon_{r}-m_{\epsilon_{r}}\right)^{2}\right\}=\frac{1}{\Delta} \int_{-\Delta / 2}^{\Delta / 2}\left(\epsilon_{r}-m_{\epsilon_{r}}\right)^{2} d \epsilon_{r}=\frac{\Delta^{2}}{12} \tag{3.12}
\end{equation*}
$$

Likewise, for truncation,

$$
\begin{align*}
m_{\epsilon_{t}} & =E\left\{\epsilon_{t}\right\}=-\frac{\Delta}{2} \\
\sigma_{\epsilon_{t}}^{2} & =E\left\{\left(\epsilon_{t}-m_{\epsilon_{t}}\right)^{2}\right\}=\frac{\Delta^{2}}{12} \tag{3.13}
\end{align*}
$$

and, for magnitude truncation

$$
\begin{align*}
m_{\epsilon_{m t}} & =E\left\{\epsilon_{m t}\right\}=0 \\
\sigma_{\epsilon_{m t}}^{2} & =E\left\{\left(\epsilon_{m t}-m_{\epsilon_{m t}}\right)^{2}\right\}=\frac{\Delta^{2}}{3} \tag{3.14}
\end{align*}
$$

### 3.4 Floating-Point Quantization Errors

With floating-point arithmetic it is necessary to quantize after both multiplications and additions. The addition quantization arises because, prior to addition, the mantissa of the smaller number in the sum is shifted right until the exponent of both numbers is the same. In general, this gives a sum mantissa that is too long and so must be quantized.

We will assume that quantization in floating-point arithmetic is performed by rounding. Because of the exponent in floating-point arithmetic, it is the relative error that is important. The relative error is defined as

$$
\begin{equation*}
\varepsilon_{r}=\frac{Q_{r}(X)-X}{X}=\frac{\epsilon_{r}}{X} \tag{3.15}
\end{equation*}
$$

Since $X=(-1)^{s} m 2^{c}, Q_{r}(X)=(-1)^{s} Q_{r}(m) 2^{c}$ and

$$
\begin{equation*}
\varepsilon_{r}=\frac{Q_{r}(m)-m}{m}=\frac{\epsilon}{m} \tag{3.16}
\end{equation*}
$$

If the quantized mantissa has $B$ bits to the right of the decimal point, $|\epsilon|<\Delta / 2$ where, as before, $\Delta=2^{-B}$. Therefore, since $0.5 \leq m<1$,

$$
\begin{equation*}
\left|\varepsilon_{r}\right|<\Delta \tag{3.17}
\end{equation*}
$$

If we assume that $\epsilon$ is uniformly distributed over the range from $-\Delta / 2$ to $\Delta / 2$ and $m$ is uniformly distributed over 0.5 to 1 ,

$$
\begin{align*}
m_{\varepsilon_{r}} & =E\left\{\frac{\epsilon}{m}\right\}=0 \\
\sigma_{\varepsilon_{r}}^{2} & =E\left\{\left(\frac{\epsilon}{m}\right)^{2}\right\}=\frac{2}{\Delta} \int_{1 / 2}^{1} \int_{-\Delta / 2}^{\Delta / 2} \frac{\epsilon^{2}}{m^{2}} d \epsilon d m \\
& =\frac{\Delta^{2}}{6}=(0.167) 2^{-2 B} \tag{3.18}
\end{align*}
$$

In practice, the distribution of $m$ is not exactly uniform. Actual measurements of roundoff noise in [1] suggested that

$$
\begin{equation*}
\sigma_{\varepsilon_{r}}^{2} \approx 0.23 \Delta^{2} \tag{3.19}
\end{equation*}
$$

while a detailed theoretical and experimental analysis in [2] determined

$$
\begin{equation*}
\sigma_{\varepsilon_{r}}^{2} \approx 0.18 \Delta^{2} \tag{3.20}
\end{equation*}
$$

From (3.15) we can represent a quantized floating-point value in terms of the unquantized value and the random variable $\varepsilon_{r}$ using

$$
\begin{equation*}
Q_{r}(X)=X\left(1+\varepsilon_{r}\right) \tag{3.21}
\end{equation*}
$$

Therefore, the finite-precision product $X_{1} X_{2}$ and the sum $X_{1}+X_{2}$ can be written

$$
\begin{equation*}
f l\left(X_{1} X_{2}\right)=X_{1} X_{2}\left(1+\varepsilon_{r}\right) \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
f l\left(X_{1}+X_{2}\right)=\left(X_{1}+X_{2}\right)\left(1+\varepsilon_{r}\right) \tag{3.23}
\end{equation*}
$$

where $\varepsilon_{r}$ is zero-mean with the variance of (3.20).

### 3.5 Roundoff Noise

To determine the roundoff noise at the output of a digital filter we will assume that the noise due to a quantization is stationary, white, and uncorrelated with the filter input, output, and internal variables. This assumption is good if the filter input changes from sample to sample in a sufficiently complex manner. It is not valid for zero or constant inputs for which the effects of rounding are analyzed from a limit cycle perspective.

To satisfy the assumption of a sufficiently complex input, roundoff noise in digital filters is often calculated for the case of azero-mean whitenoisefilter inputsignal $x(n)$ of variance $\sigma_{x}^{2}$. Thissimplifies calculation of the output roundoff noise because expected values of the form $E\{x(n) x(n-k)\}$ are zero for $k \neq 0$ and give $\sigma_{x}^{2}$ when $k=0$. This approach to analysis has been found to give estimates of the output roundoff noise that are close to the noise actually observed for other input signals.

Another assumption that will be made in calculating roundoff noise is that the product of two quantization errors is zero. To justify this assumption, consider the case of a 16-b fixed-point processor. In this casea quantization error is of theorder $2^{-15}$, whiletheproduct of two quantization errors is of the order $2^{-30}$, which is negligible by comparison.

If a linear system with impulse response $g(n)$ is excited by white noise with mean $m_{x}$ and variance $\sigma_{x}^{2}$, the output is noise of mean [3, pp.788-790]

$$
\begin{equation*}
m_{y}=m_{x} \sum_{n=-\infty}^{\infty} g(n) \tag{3.24}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{x}^{2} \sum_{n=-\infty}^{\infty} g^{2}(n) \tag{3.25}
\end{equation*}
$$

Therefore, if $g(n)$ is the impulse response from the point where a roundoff takes place to the filter output, thecontribution of that roundoff to the variance(mean-square value) of theoutput roundoff noise is given by (3.25) with $\sigma_{x}^{2}$ replaced with the variance of the roundoff. If there is more than one source of roundoff error in thefilter, it is assumed that the errors are uncorrelated so the output noise variance is simply the sum of the contributions from each source.

### 3.5.1 Roundoff Noise in FIR Filters

The simplest case to analyze is a finite impulse response (FIR) filter realized via the convolution summation

$$
\begin{equation*}
y(n)=\sum_{k=0}^{N-1} h(k) x(n-k) \tag{3.26}
\end{equation*}
$$

When fixed-point arithmetic is used and quantization is performed after each multiply, the result of the $N$ multiplies is $N$-times the quantization noise of a single multiply. For example, rounding after each multiply gives, from (3.6) and (3.12), an output noise variance of

$$
\begin{equation*}
\sigma_{o}^{2}=N \frac{2^{-2 B}}{12} \tag{3.27}
\end{equation*}
$$

Virtually all digital signal processor integrated circuits contain one or more double-length accumulator registers which permit the sum-of-products in (3.26) to be accumulated without quantization. In this case only a single quantization is necessary following the summation and

$$
\begin{equation*}
\sigma_{o}^{2}=\frac{2^{-2 B}}{12} \tag{3.28}
\end{equation*}
$$

For the floating-point roundoff noise case we will consider (3.26) for $N=4$ and then generalize the result to other values of $N$. The finite- precision output can be written as the exact output plus an error term $e(n)$. Thus,

$$
\begin{align*}
y(n)+e(n)= & \left(\left\{\left[h(0) x(n)\left[1+\varepsilon_{1}(n)\right]\right.\right.\right. \\
& \left.+h(1) x(n-1)\left[1+\varepsilon_{2}(n)\right]\right]\left[1+\varepsilon_{3}(n)\right] \\
& \left.+h(2) x(n-2)\left[1+\varepsilon_{4}(n)\right]\right\}\left\{1+\varepsilon_{5}(n)\right\} \\
& \left.+h(3) x(n-3)\left[1+\varepsilon_{6}(n)\right]\right)\left[1+\varepsilon_{7}(n)\right] \tag{3.29}
\end{align*}
$$

In (3.29), $\varepsilon_{1}(n)$ represents the error in the first product, $\varepsilon_{2}(n)$ theerror in the second product, $\varepsilon_{3}(n)$ the error in the first addition, etc. Notice that it has been assumed that the products are summed in the order implied by the summation of (3.26).

Expanding (3.29), ignoring products of error terms, and recognizing $y(n)$ gives

$$
\begin{align*}
e(n)= & h(0) x(n)\left[\varepsilon_{1}(n)+\varepsilon_{3}(n)+\varepsilon_{5}(n)+\varepsilon_{7}(n)\right] \\
& +h(1) x(n-1)\left[\varepsilon_{2}(n)+\varepsilon_{3}(n)+\varepsilon_{5}(n)+\varepsilon_{7}(n)\right] \\
& +h(2) x(n-2)\left[\varepsilon_{4}(n)+\varepsilon_{5}(n)+\varepsilon_{7}(n)\right] \\
& +h(3) x(n-3)\left[\varepsilon_{6}(n)+\varepsilon_{7}(n)\right] \tag{3.30}
\end{align*}
$$

Assuming that the input is whitenoise of variance $\sigma_{x}^{2}$ so that $E\{x(n) x(n-k)\}$ is zero for $k \neq 0$, and assuming that the errors are uncorrelated,

$$
\begin{equation*}
E\left\{e^{2}(n)\right\}=\left[4 h^{2}(0)+4 h^{2}(1)+3 h^{2}(2)+2 h^{2}(3)\right] \sigma_{x}^{2} \sigma_{\varepsilon_{r}}^{2} \tag{3.31}
\end{equation*}
$$

In general, for any $N$,

$$
\begin{equation*}
\sigma_{o}^{2}=E\left\{e^{2}(n)\right\}=\left[N h^{2}(0)+\sum_{k=1}^{N-1}(N+1-k) h^{2}(k)\right] \sigma_{x}^{2} \sigma_{\varepsilon_{r}}^{2} \tag{3.32}
\end{equation*}
$$

Noticethat if theorder of summation of theproduct termsin the convolution summation is changed, then the order in which the $h(k)$ 's appear in (3.32) changes. If the order is changed so that the $h(k)$ with smallest magnitude is first, followed by the next smallest, etc., then the roundoff noise variance is minimized. However, performing the convolution summation in nonsequential order greatly complicates data indexing and so may not be worth the reduction obtained in roundoff noise.

### 3.5.2 Roundoff Noise in Fixed-Point IIR Filters

To determine the roundoff noise of a fixed-point infinite impulse response (IIR) filter realization, consider a causal first-order filter with impulse response

$$
\begin{equation*}
h(n)=a^{n} u(n) \tag{3.33}
\end{equation*}
$$

realized by the difference equation

$$
\begin{equation*}
y(n)=a y(n-1)+x(n) \tag{3.34}
\end{equation*}
$$

Due to roundoff error, the output actually obtained is

$$
\begin{equation*}
\hat{y}(n)=Q\{a y(n-1)+x(n)\}=a y(n-1)+x(n)+e(n) \tag{3.35}
\end{equation*}
$$

where $e(n)$ is a random roundoff noisesequence. Since $e(n)$ is injected at the same point astheinput, it propagates through a system with impulse response $h(n)$. Therefore, for fixed-point arithmetic with rounding, the output roundoff noise variance from (3.6), (3.12), (3.25), and (3.33) is

$$
\begin{equation*}
\sigma_{o}^{2}=\frac{\Delta^{2}}{12} \sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{\Delta^{2}}{12} \sum_{n=0}^{\infty} a^{2 n}=\frac{2^{-2 B}}{12} \frac{1}{1-a^{2}} \tag{3.36}
\end{equation*}
$$

With fixed-point arithmetic there is the possibility of overflow following addition. To avoid overflow it is necessary to restrict theinput signal amplitude. This can be accomplished by either placing a scaling multiplier at the filter input or by simply limiting the maximum input signal amplitude. Consider the case of the first-order filter of (3.34). The transfer function of this filter is

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\frac{Y\left(e^{j \omega}\right)}{X\left(e^{j \omega}\right)}=\frac{1}{e^{j \omega}-a} \tag{3.37}
\end{equation*}
$$

so

$$
\begin{equation*}
\left|H\left(e^{j \omega}\right)\right|^{2}=\frac{1}{1+a^{2}-2 a \cos (\omega)} \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|H\left(e^{j \omega}\right)\right|_{\max }=\frac{1}{1-|a|} \tag{3.39}
\end{equation*}
$$

The peak gain of the filter is $1 /(1-|a|)$ so limiting input signal amplitudes to $|x(n)| \leq 1-|a|$ will make overflows unlikely.

An expression for the output roundoff noise-to-signal ratio can easily be obtained for the case where the filter input is white noise, uniformly distributed over the interval from $-(1-|a|)$ to ( $1-|a|$ ) $[4,5]$. In this case

$$
\begin{equation*}
\sigma_{x}^{2}=\frac{1}{2(1-|a|)} \int_{-(1-|a|)}^{1-|a|} x^{2} d x=\frac{1}{3}(1-|a|)^{2} \tag{3.40}
\end{equation*}
$$

so, from (3.25),

$$
\begin{equation*}
\sigma_{y}^{2}=\frac{1}{3} \frac{(1-|a|)^{2}}{1-a^{2}} \tag{3.41}
\end{equation*}
$$

Combining (3.36) and (3.41) then gives

$$
\begin{equation*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}=\left(\frac{2^{-2 B}}{12} \frac{1}{1-a^{2}}\right)\left(3 \frac{1-a^{2}}{(1-|a|)^{2}}\right)=\frac{2^{-2 B}}{12} \frac{3}{(1-|a|)^{2}} \tag{3.42}
\end{equation*}
$$

Notice that the noise-to-signal ratio increases without bound as $|a| \rightarrow 1$.
Similar results can beobtained for the case of thecausal second-order filter realized by thedifference equation

$$
\begin{equation*}
y(n)=2 r \cos (\theta) y(n-1)-r^{2} y(n-2)+x(n) \tag{3.43}
\end{equation*}
$$

This filter has complex-conjugate poles at $r e^{ \pm j \theta}$ and impulse response

$$
\begin{equation*}
h(n)=\frac{1}{\sin (\theta)} r^{n} \sin [(n+1) \theta] u(n) \tag{3.44}
\end{equation*}
$$

Due to roundoff error, the output actually obtained is

$$
\begin{equation*}
\hat{y}(n)=2 r \cos (\theta) y(n-1)-r^{2} y(n-2)+x(n)+e(n) \tag{3.45}
\end{equation*}
$$

There are two noise sources contributing to $e(n)$ if quantization is performed after each multiply, and there is one noise source if quantization is performed after summation. Since

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{1+r^{2}}{1-r^{2}} \frac{1}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \tag{3.46}
\end{equation*}
$$

the output roundoff noise is

$$
\begin{equation*}
\sigma_{o}^{2}=v \frac{2^{-2 B}}{12} \frac{1+r^{2}}{1-r^{2}} \frac{1}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \tag{3.47}
\end{equation*}
$$

where $v=1$ for quantization after summation, and $v=2$ for quantization after each multiply.
To obtain an output noise-to-signal ratio we notethat

$$
\begin{equation*}
H\left(e^{j \omega}\right)=\frac{1}{1-2 r \cos (\theta) e^{-j \omega}+r^{2} e^{-j 2 \omega}} \tag{3.48}
\end{equation*}
$$

and, using the approach of [6],

$$
\begin{equation*}
\left|H\left(e^{j \omega}\right)\right|_{\max }^{2}=\frac{1}{4 r^{2}\left\{\left[\operatorname{sat}\left(\frac{1+r^{2}}{2 r} \cos (\theta)\right)-\frac{1+r^{2}}{2 r} \cos (\theta)\right]^{2}+\left[\frac{1-r^{2}}{2 r} \sin (\theta)\right]^{2}\right\}} \tag{3.49}
\end{equation*}
$$

where

$$
\operatorname{sat}(\mu)= \begin{cases}1 & \mu>1  \tag{3.50}\\ \mu & -1 \leq \mu \leq 1 \\ -1 & \mu<-1\end{cases}
$$

Following the same approach as for the first-order case then gives

$$
\begin{align*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}= & v \frac{2^{-2 B}}{12} \frac{1+r^{2}}{1-r^{2}} \frac{3}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \\
& \times \frac{1}{4 r^{2}\left\{\left[\operatorname{sat}\left(\frac{1+r^{2}}{2 r} \cos (\theta)\right)-\frac{1+r^{2}}{2 r} \cos (\theta)\right]^{2}+\left[\frac{1-r^{2}}{2 r} \sin (\theta)\right]^{2}\right\}} \tag{3.51}
\end{align*}
$$

Figure 3.1 is a contour plot showing the noise-to-signal ratio of (3.51) for $v=1$ in units of the noise variance of a singlequantization, $2^{-2 B} / 12$. Theplot is symmetrical about $\theta=90^{\circ}$, so only the range from $0^{\circ}$ to $90^{\circ}$ is shown. Notice that as $r \rightarrow 1$, the roundoff noise increases without bound. Also notice that the noise increases as $\theta \rightarrow 0^{\circ}$.

It is possible to design state-spacefilter realizations that minimize fixed-point roundoff noise[7] [10]. Depending on the transfer function being realized, these structures may provide a roundoff noiselevel that isorders-of-magnitudelower than for a nonoptimal realization. Thepricepaid for this reduction in roundoff noise is an increase in the number of computations required to implement the filter. For an $N$ th-order filter the increase is from roughly $2 N$ multiplies for a direct form realization to roughly $(N+1)^{2}$ for an optimal realization. However, if the filter is realized by the parallel or cascade connection of first- and second-order optimal subfilters, the increase is only to about 4 N multiplies. Furthermore, near-optimal realizations exist that increase the number of multiplies to only about $3 N$ [10].


FIGURE 3.1: Normalized fixed-point roundoff noise variance.

### 3.5.3 Roundoff Noise in Floating-Point IIR Filters

For floating-point arithmetic it is first necessary to determine the injected noise variance of each quantization. For the first-order filter this is done by writing the computed output as

$$
\begin{equation*}
y(n)+e(n)=\left[\operatorname{ay}(n-1)\left(1+\varepsilon_{1}(n)\right)+x(n)\right]\left(1+\varepsilon_{2}(n)\right) \tag{3.52}
\end{equation*}
$$

where $\varepsilon_{1}(n)$ represents the error due to the multiplication and $\varepsilon_{2}(n)$ represents the error due to the addition. Neglecting the product of errors, (3.52) becomes

$$
\begin{align*}
y(n)+e(n) \approx & a y(n-1)+x(n)+a y(n-1) \varepsilon_{1}(n) \\
& +\operatorname{ay}(n-1) \varepsilon_{2}(n)+x(n) \varepsilon_{2}(n) \tag{3.53}
\end{align*}
$$

Comparing (3.34) and (3.53), it is clear that

$$
\begin{equation*}
e(n)=a y(n-1) \varepsilon_{1}(n)+a y(n-1) \varepsilon_{2}(n)+x(n) \varepsilon_{2}(n) \tag{3.54}
\end{equation*}
$$

Taking the expected value of $e^{2}(n)$ to obtain the injected noise variance then gives

$$
\begin{align*}
E\left\{e^{2}(n)\right\}= & a^{2} E\left\{y^{2}(n-1)\right\} E\left\{\varepsilon_{1}^{2}(n)\right\}+a^{2} E\left\{y^{2}(n-1)\right\} E\left\{\varepsilon_{2}^{2}(n)\right\} \\
& +E\left\{x^{2}(n)\right\} E\left\{\varepsilon_{2}^{2}(n)\right\}+E\{x(n) y(n-1)\} E\left\{\varepsilon_{2}^{2}(n)\right\} \tag{3.55}
\end{align*}
$$

To carry this further it is necessary to know something about the input. If we assume the input is zero-mean white noise with variance $\sigma_{x}^{2}$, then $E\left\{x^{2}(n)\right\}=\sigma_{x}^{2}$ and the input is uncorrelated with past values of the output so $E\{x(n) y(n-1)\}=0$ giving

$$
\begin{equation*}
E\left\{e^{2}(n)\right\}=2 a^{2} \sigma_{y}^{2} \sigma_{\varepsilon_{r}}^{2}+\sigma_{x}^{2} \sigma_{\varepsilon_{r}}^{2} \tag{3.56}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{o}^{2} & =\left(2 a^{2} \sigma_{y}^{2} \sigma_{\varepsilon_{r}}^{2}+\sigma_{x}^{2} \sigma_{\varepsilon_{r}}^{2}\right) \sum_{n=-\infty}^{\infty} h^{2}(n) \\
& =\frac{2 a^{2} \sigma_{y}^{2}+\sigma_{x}^{2}}{1-a^{2}} \sigma_{\varepsilon_{r}}^{2} \tag{3.57}
\end{align*}
$$

However,

$$
\begin{equation*}
\sigma_{y}^{2}=\sigma_{x}^{2} \sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{\sigma_{x}^{2}}{1-a^{2}} \tag{3.58}
\end{equation*}
$$

so

$$
\begin{equation*}
\sigma_{o}^{2}=\frac{1+a^{2}}{\left(1-a^{2}\right)^{2}} \sigma_{\varepsilon_{r}}^{2} \sigma_{x}^{2}=\frac{1+a^{2}}{1-a^{2}} \sigma_{\varepsilon_{r}}^{2} \sigma_{y}^{2} \tag{3.59}
\end{equation*}
$$

and the output roundoff noise-to-signal ratio is

$$
\begin{equation*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}=\frac{1+a^{2}}{1-a^{2}} \sigma_{\varepsilon_{r}}^{2} \tag{3.60}
\end{equation*}
$$

Similar results can be obtained for the second-order filter of (3.43) by writing

$$
\begin{align*}
y(n)+e(n)= & \left(\left[2 r \cos (\theta) y(n-1)\left(1+\varepsilon_{1}(n)\right)-r^{2} y(n-2)\left(1+\varepsilon_{2}(n)\right)\right]\right. \\
& \left.\times\left[1+\varepsilon_{3}(n)\right]+x(n)\right)\left(1+\varepsilon_{4}(n)\right) \tag{3.61}
\end{align*}
$$

Expanding with the same assumptions as before gives

$$
\begin{align*}
e(n) \approx & 2 r \cos (\theta) y(n-1)\left[\varepsilon_{1}(n)+\varepsilon_{3}(n)+\varepsilon_{4}(n)\right] \\
& -r^{2} y(n-2)\left[\varepsilon_{2}(n)+\varepsilon_{3}(n)+\varepsilon_{4}(n)\right]+x(n) \varepsilon_{4}(n) \tag{3.62}
\end{align*}
$$

and

$$
\begin{align*}
E\left\{e^{2}(n)\right\}= & 4 r^{2} \cos ^{2}(\theta) \sigma_{y}^{2} 3 \sigma_{\varepsilon_{r}}^{2}+r^{2} \sigma_{y}^{2} 3 \sigma_{\varepsilon_{r}}^{2} \\
& +\sigma_{x}^{2} \sigma_{\varepsilon_{r}}^{2}-8 r^{3} \cos (\theta) \sigma_{\varepsilon_{r}}^{2} E\{y(n-1) y(n-2)\} \tag{3.63}
\end{align*}
$$

However,

$$
\begin{align*}
& E\{y(n-1) y(n-2)\} \\
& \quad=E\left\{\left[2 r \cos (\theta) y(n-2)-r^{2} y(n-3)+x(n-1)\right] y(n-2)\right\} \\
& \quad=2 r \cos (\theta) E\left\{y^{2}(n-2)\right\}-r^{2} E\{y(n-2) y(n-3)\} \\
& \quad=2 r \cos (\theta) E\left\{y^{2}(n-2)\right\}-r^{2} E\{y(n-1) y(n-2)\} \\
& \quad=\frac{2 r \cos (\theta)}{1+r^{2}} \sigma_{y}^{2} \tag{3.64}
\end{align*}
$$

so

$$
\begin{equation*}
E\left\{e^{2}(n)\right\}=\sigma_{\varepsilon_{r}}^{2} \sigma_{x}^{2}+\left[3 r^{4}+12 r^{2} \cos ^{2}(\theta)-\frac{16 r^{4} \cos ^{2}(\theta)}{1+r^{2}}\right] \sigma_{\varepsilon_{r}}^{2} \sigma_{y}^{2} \tag{3.65}
\end{equation*}
$$

and

$$
\begin{align*}
\sigma_{o}^{2} & =E\left\{e^{2}(n)\right\} \sum_{n=-\infty}^{\infty} h^{2}(n) \\
& =\xi\left[\sigma_{\varepsilon_{r}}^{2} \sigma_{x}^{2}+\left[3 r^{4}+12 r^{2} \cos ^{2}(\theta)-\frac{16 r^{4} \cos ^{2}(\theta)}{1+r^{2}}\right] \sigma_{\varepsilon_{r}}^{2} \sigma_{y}^{2}\right] \tag{3.66}
\end{align*}
$$

where from (3.46),

$$
\begin{equation*}
\xi=\sum_{n=-\infty}^{\infty} h^{2}(n)=\frac{1+r^{2}}{1-r^{2}} \frac{1}{\left(1+r^{2}\right)^{2}-4 r^{2} \cos ^{2}(\theta)} \tag{3.67}
\end{equation*}
$$

Since $\sigma_{y}^{2}=\xi \sigma_{x}^{2}$, the output roundoff noise-to-signal ratio is then

$$
\begin{equation*}
\frac{\sigma_{o}^{2}}{\sigma_{y}^{2}}=\xi\left[1+\xi\left[3 r^{4}+12 r^{2} \cos ^{2}(\theta)-\frac{16 r^{4} \cos ^{2}(\theta)}{1+r^{2}}\right]\right] \sigma_{\varepsilon_{r}}^{2} \tag{3.68}
\end{equation*}
$$

Figure 3.2 is a contour plot showing thenoise-to-signal ratio of (3.68) in units of the noise variance of a single quantization $\sigma_{\varepsilon_{r}}^{2}$. The plot is symmetrical about $\theta=90^{\circ}$, so only the range from $0^{\circ}$ to $90^{\circ}$ is shown. Notice the similarity of this plot to that of Fig. 3.1 for the fixed-point case. It has been observed that filter structures generally have very similar fixed-point and floating-point roundoff characteristics [2]. Therefore, thetechniques of [7] - [10], which were developed for thefixed-point case, can also be used to design low-noise floating-point filter realizations. Furthermore, since it is not necessary to scale the floating-point realization, the low-noise realizations need not require significantly more computation than the direct form realization.


FIGURE 3.2: Normalized floating-point roundoff noise variance.

### 3.6 Limit Cycles

A limit cycle, sometimes referred to as a multiplier roundoff limit cycle, is a low-level oscillation that can exist in an otherwise stable filter as a result of the nonlinearity associated with rounding (or truncating) internal filter calculations [11]. Limit cycles require recursion to exist and do not occur in nonrecursive FIR filters.

As an example of a limit cycle, consider the second-order filter realized by

$$
\begin{equation*}
y(n)=Q_{r}\left\{\frac{7}{8} y(n-1)-\frac{5}{8} y(n-2)+x(n)\right\} \tag{3.69}
\end{equation*}
$$

where $Q_{r}$ \{ \} representsquantization by rounding. This isstablefilter with poles at $0.4375 \pm j 0.6585$. Consider theimplementation of this filter with 4-b (3-b and a sign bit) two's complement fixed-point arithmetic, zero initial conditions $(y(-1)=y(-2)=0)$, and an input sequence $x(n)=\frac{3}{8} \delta(n)$, where $\delta(n)$ is the unit impulse or unit sample. The following sequence is obtained;

$$
\begin{align*}
& y(0)=Q_{r}\left\{\frac{3}{8}\right\}=\frac{3}{8} \\
& y(1)=Q_{r}\left\{\frac{21}{64}\right\}=\frac{3}{8} \\
& y(2)=Q_{r}\left\{\frac{3}{32}\right\}=\frac{1}{8} \\
& y(3)=Q_{r}\left\{-\frac{1}{8}\right\}=-\frac{1}{8} \\
& y(4)=Q_{r}\left\{-\frac{3}{16}\right\}=-\frac{1}{8} \\
& y(5)=Q_{r}\left\{-\frac{1}{32}\right\}=0 \\
& y(6)=Q_{r}\left\{\frac{5}{64}\right\}=\frac{1}{8}  \tag{3.70}\\
& y(7)=Q_{r}\left\{\frac{7}{64}\right\}=\frac{1}{8} \\
& y(8)=Q_{r}\left\{\frac{1}{32}\right\}=0 \\
& y(9)=Q_{r}\left\{-\frac{5}{64}\right\}=-\frac{1}{8} \\
& y(10)=Q_{r}\left\{-\frac{7}{64}\right\}=-\frac{1}{8} \\
& y(11)=Q_{r}\left\{-\frac{1}{32}\right\}=0 \\
& y(12)=Q_{r}\left\{\frac{5}{64}\right\}=\frac{1}{8}
\end{align*}
$$

Notice that while the input is zero except for the first sample, the output oscillates with amplitude $1 / 8$ and period 6 .

Limit cycles are primarily of concern in fixed-point recursive filters. As long as floating-point filters are realized as the parallel or cascade connection of first- and second-order subfilters, limit cycles will generally not be a problem since limit cycles are practically not observable in first- and second-order systems implemented with 32-b floating-point arithmetic [12]. It has been shown that such systems must have an extremely small margin of stability for limit cycles to exist at anything other than underflow levels, which are at an amplitude of less than $10^{-38}$ [12].

There are at least three ways of dealing with limit cycles when fixed-point arithmetic is used. One is to determine a bound on the maximum limit cycle amplitude, expressed as an integral number of quantization steps [13]. It is then possible to choose a word length that makes the limit cycle amplitude acceptably low. Alternately, limit cycles can be prevented by randomly rounding calculations up or down [14]. However, this approach is complicated to implement. The third approach is to properly choose the filter realization structure and then quantize the filter calculations using magnitude truncation [15, 16]. This approach has the disadvantage of producing more roundoff noise than truncation or rounding [see (3.12)-(3.14)].

### 3.7 Overflow Oscillations

With fixed-point arithmetic it is possible for filter calculations to overflow. This happens when two numbers of the same sign add to give a value having magnitude greater than one. Since numbers with magnitude greater than one are not representable, the result overflows. For example, the two's complement numbers $0.101(5 / 8)$ and $0.100(4 / 8)$ add to give 1.001 which is the two's complement representation of $-7 / 8$.

The overflow characteristic of two's complement arithmetic can be represented as $R\}$ where

$$
R\{X\}= \begin{cases}X-2 & X \geq 1  \tag{3.71}\\ X & -1 \leq X<1 \\ X+2 & X<-1\end{cases}
$$

For the example just considered, $R\{9 / 8\}=-7 / 8$.
An overflow oscillation, sometimes also referred to as an adder overflow limit cycle, is a highlevel oscillation that can exist in an otherwise stable fixed-point filter due to the gross nonlinearity associated with the overflow of internal filter calculations[17]. Likelimit cycles, overflow oscillations require recursion to exist and do not occur in nonrecursive FIR filters. Overflow oscillations also do not occur with floating-point arithmetic due to the virtual impossibility of overflow.

Asan exampleof an overflow oscillation, onceagain consider thefilter of (3.69) with 4-b fixed-point two's complement arithmetic and with the two's complement overflow characteristic of (3.71):

$$
\begin{equation*}
y(n)=Q_{r}\left\{R\left[\frac{7}{8} y(n-1)-\frac{5}{8} y(n-2)+x(n)\right]\right\} \tag{3.72}
\end{equation*}
$$

In this case we apply the input

$$
\begin{align*}
x(n) & =-\frac{3}{4} \delta(n)-\frac{5}{8} \delta(n-1) \\
& =\left\{-\frac{3}{4},-\frac{5}{8}, 0,0, \cdots\right\}, \tag{3.73}
\end{align*}
$$

giving the output sequence

$$
\begin{aligned}
& y(0)=Q_{r}\left\{R\left[-\frac{3}{4}\right]\right\}=Q_{r}\left\{-\frac{3}{4}\right\}=-\frac{3}{4} \\
& y(1)=Q_{r}\left\{R\left[-\frac{41}{32}\right]\right\}=Q_{r}\left\{\frac{23}{32}\right\}=\frac{3}{4} \\
& y(2)=Q_{r}\left\{R\left[\frac{9}{8}\right]\right\}=Q_{r}\left\{-\frac{7}{8}\right\}=-\frac{7}{8} \\
& y(3)=Q_{r}\left\{R\left[-\frac{79}{64}\right]\right\}=Q_{r}\left\{\frac{49}{64}\right\}=\frac{3}{4}
\end{aligned}
$$

$$
\begin{aligned}
y(4) & =Q_{r}\left\{R\left[\frac{77}{64}\right]\right\}=Q_{r}\left\{-\frac{51}{64}\right\}=-\frac{3}{4} \\
y(5) & =Q_{r}\left\{R\left[-\frac{9}{8}\right]\right\}=Q_{r}\left\{\frac{7}{8}\right\}=\frac{7}{8} \\
y(6) & =Q_{r}\left\{R\left[\frac{79}{64}\right]\right\}=Q_{r}\left\{-\frac{49}{64}\right\}=-\frac{3}{4} \\
y(7) & =Q_{r}\left\{R\left[-\frac{77}{64}\right]\right\}=Q_{r}\left\{\frac{51}{64}\right\}=\frac{3}{4} \\
y(8) & =Q_{r}\left\{R\left[\frac{9}{8}\right]\right\}=Q_{r}\left\{-\frac{7}{8}\right\}=-\frac{7}{8} \\
& \vdots
\end{aligned}
$$

This is a large-scale oscillation with nearly full-scale amplitude.
There are several ways to prevent overflow oscillations in fixed-point filter realizations. The most obvious is to scale the filter calculations so as to render overflow impossible. However, this may unacceptably restrict the filter dynamic range. Another method is to force completed sums-ofproducts to saturate at $\pm 1$, rather than overflowing [18, 19]. It is important to saturate only the completed sum, since intermediate overflows in two's complement arithmetic do not affect the accuracy of thefinal result. M ost fixed-point digital signal processorsprovidefor automatic saturation of completed sums if their saturation arithmetic feature is enabled. Yet another way to avoid overflow oscillations is to use a filter structure for which any internal filter transient is guaranteed to decay to zero [20]. Such structures are desirable anyway, since they tend to have low roundoff noise and be insensitive to coefficient quantization [21].

### 3.8 Coefficient Quantization Error

Each filter structurehasits own finite, generally nonuniform grids of realizablepole and zero locations when thefilter coefficients arequantized to a finiteword length. In general the pole and zero locations desired in filter do not correspond exactly to the realizable locations. The error in filter performance (usually measured in terms of a frequency response error) resulting from the placement of the poles and zeroes at the nonideal but realizable locations is referred to as coefficient quantization error.

Consider the second-order filter with complex-conjugate poles

$$
\begin{align*}
\lambda & =r e^{ \pm j \theta} \\
& =\lambda_{r} \pm j \lambda_{i} \\
& =r \cos (\theta) \pm j r \sin (\theta) \tag{3.75}
\end{align*}
$$

and transfer function

$$
\begin{equation*}
H(z)=\frac{1}{1-2 r \cos (\theta) z^{-1}+r^{2} z^{-2}} \tag{3.76}
\end{equation*}
$$

realized by the difference equation

$$
\begin{equation*}
y(n)=2 r \cos (\theta) y(n-1)-r^{2} y(n-2)+x(n) \tag{3.77}
\end{equation*}
$$

Figure3.3from [5] shows that quantizing thedifferenceequation coefficients results in a nonuniform grid of realizable pole locations in the $z$ plane. Thegrid is defined by the intersection of vertical lines corresponding to quantization of $2 \lambda_{r}$ and concentric circles corresponding to quantization of $-r^{2}$.


FIGURE 3.3: Realizable pole locations for the difference equation of (3.76).

The sparseness of realizable pole locations near $z= \pm 1$ will result in a large coefficient quantization error for poles in this region.

Figure3.4 gives an alternativestructureto (3.77) for realizing thetransfer function of (3.76). Notice that quantizing the coefficients of this structure corresponds to quantizing $\lambda_{r}$ and $\lambda_{i}$. As shown in Fig. 3.5 from [5], this results in a uniform grid of realizablepolelocations. Therefore, Iarge coefficient quantization errors are avoided for all pole locations.

It is well established that filter structures with low roundoff noise tend to be robust to coefficient quantization, and visa versa [22]- [24]. For this reason, the uniform grid structure of Fig. 3.4 is also popular because of its low roundoff noise. Likewise, the low-noise realizations of [7]- [10] can be expected to be relatively insensitive to coefficient quantization, and digital wave filters and lattice filters that are derived from low-sensitivity analog structures tend to have not only low coefficient sensitivity, but also low roundoff noise [25, 26].

It is well known that in a high-order polynomial with clustered roots, the root location is a very sensitive function of the polynomial coefficients. Therefore, filter poles and zeros can be much more accurately controlled if higher order filters are realized by breaking them up into the parallel or cascade connection of first- and second-order subfilters. One exception to this rule is the case of linear-phase FIR filters in which the symmetry of the polynomial coefficients and the spacing of the filter zeros around the unit circle usually permits an acceptable direct realization using the convolution summation.

Given a filter structure it is necessary to assign the ideal pole and zero locations to the realizable locations. Thisisgenerally doneby simply roundingor truncatingthefilter coefficientsto theavailable number of bits, or by assigning the ideal pole and zero locations to the nearest realizable locations. A morecomplicated alternativeisto consider theoriginal filter design problem as a problem in discrete


FIGURE 3.4: Alternate realization structure.


FIGURE 3.5: Realizable pole locations for the alternate realization structure.
optimization, and choose the realizable pole and zero locations that give the best approximation to the desired filter response[27]- [30].

### 3.9 Realization Considerations

Linear-phaseFIR digital filterscan generally beimplemented with acceptablecoefficient quantization sensitivity using the direct convolution sum method. When implemented in this way on a digital signal processor, fixed-point arithmetic is not only acceptable but may actually be preferable to floating-point arithmetic. Virtually all fixed-point digital signal processors accumulate a sum of products in a double-length accumulator. This meansthat only a single quantization is necessary to computean output. Floating-point arithmetic, on theother hand, requires a quantization after every multiply and after every add in the convolution summation. With 32-b floating-point arithmetic these quantizations introduce a small enough error to be insignificant for many applications.

When realizing IIR filters, either a parallel or cascade connection of first- and second-order subfilters is almost always preferable to a high-order direct-form realization. With the availability of very low-cost floating-point digital signal processors, like the Texas Instruments TM S320C32, it is highly recommended that floating-point arithmetic be used for IIR filters. Floating-point arithmetic simultaneously eliminates most concerns regarding scaling, limit cycles, and overflow oscillations. Regardless of the arithmetic employed, a low roundoff noise structure should be used for the secondorder sections. Good choices are given in [2] and [10]. Recall that realizations with low fixed-point roundoff noise also have low floating-point roundoff noise. The use of a low roundoff noise structure for the second-order sections also tends to give a realization with low coefficient quantization sensitivity. First-order sections are not as critical in determining the roundoff noise and coefficient sensitivity of a realization, and so can generally be implemented with a simple direct form structure.
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SAM PLING THEOREM S CAN BE TRACED to the original paper by Whittaker in 1915 on interpolation. He proved the exactness of a method for interpolating between the samples from a function. Nyquist then presented the sampling theory for sampled telephone signals in 1928 establishing for the first time the term N yquist frequency. Shannon in 1948 and Kotel'nikov in 1933 wrote additional treatises on this topic [1]-[4].

Extensions from one-dimensional to multidimensional sampling can be traced to papers by Bracewell in 1956, and to Miyakawa in 1959. Multidimensional Fourier analysis, however, can betraced back to papers by Germain and Navier in the early 18th and 19th centuries [5]-[7].

In this section, the first chapter, "On M ultidimensional Sampling" by Kalker presents a thorough discussion of the techniques that are currently used and their underlying theory.

Of related interest is structure of the conversion process from the analog domain to the digital domain, and thechapter by Kosonocky and Xiao presents a thorough survey of the various architectures for analog-to-digital conversion.

Finally, theprocess of quantization of discretesamplesisdiscussed in thechapter by Ramachandran. This discussion considers the accuracy issues arising due to quantization, in addition to other related topics.
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Glossary of Symbols and Expressions

This chapter gives an overview of the most relevant facts of sampling theory, paying particular attention to the multidimensional aspect of the problem. It is shown that sampling theory formulated in a multidimensional setting provides insight to the supposedly simpler situation of one-dimensional sampling.

### 4.1 Introduction

The signals we encounter in the physical reality around us almost invariably have a continuous domain of definition. We like to model a speech signal as continuous function of amplitudes, where the domain of definition is a (finite) length interval of real numbers. A video signal is most naturally viewed as continuous function of luminance (chrominance) values, where the domain of definition is some volume in space-time.

In modern electronic systemswe deal with many (in essence) continuoussignalsin a digital fashion. This means that we do not deal with these signals directly, but only with sampled versions of it: we only retain the values of these signals at a discrete set of points. M oreover, due to the inherently finite
precision arithmetic capabilities of digital systems, weonly record an approximated (quantized) value at every point of the sampling set. If we define sampling as the process of restricting a signal to a discrete set, explicitly without quantization of the sampled values, we can describe the contribution of this chapter as a study of the relation between continuous signals and their sampled versions.

M any textbooks start this topic by only considering sampling in the one-dimensional case. Digressions into the multidimensional case are usually made in later and more advanced sections. In this chapter we will start from the outset with the multidimensional case. It will be argued that this is the most natural setting, and that this approach will even lead to greater understanding of the one-dimensional case.

I will assume that not every reader is familiar with the concept of a lattice. As lattices are the most basic kind of sets onto which to sample signals, this chapter will start with a crash course on lattices in Section 4.2. After this the real work starts in Section 4.3 with an overview of the sampling theory for continuous functions. The central theme of this section is the intimate relationship between sampling and the discrete space-timeFourier transform (DSFT). In Section 4.4 we consider simultaneous sampling in both spatial and frequency domain. Thecentral themein this section is the relationship with the discrete fourier transform (DFT). We continue with a digression on cascaded sampling (Section 4.5), and with some useful results on changing variables (Section 4.6). We end with an application of sampling theory to HDTV-to-SDTV conversion. The proofs (or hints to it) of the stated result can be found in the Appendix.

Weend thisintroduction with someconventions. We will refer to a signal as a function, defined on some appropriate domain. As all of our functions are in principle multidimensional, we will lighten the burden of notation by suppressing themultidimensional character of variables involved wherever possible. In particular we will use $f(x)$ to denote a function $f\left(x_{1}, \cdots, x_{n}\right)$ on some continuous domain (say $\mathbb{R}^{n}$ ). Similarly we will use $f(k)$ to denote a function $f\left(k_{1}, \cdots, k_{n}\right)$ on some discrete domain (say $\mathbb{Z}^{n}$ ). By abuse of terminology we will refer to a function defined on a continuousdomain as a continuous function and to a function on discrete domain as discrete function.

### 4.2 Lattices

Although sampling of afunction can in principlebedonewith respect to any set of points (nonuniform sampling), the most common form of sampling is done with respect to sets of points which have a certain algebraic structure and are known as lattices. They are the object of study in this section.

### 4.2.1 Definition

Formally, the definition of a lattice is given as

## DEFINITION 4.1

A (sub)lattice $\mathcal{L}$ of $\mathbb{C}^{n}\left(\mathbb{R}^{n}, \mathbb{Z}^{n}\right)$ is a set of points satisfying that

1. There is a shortest nonzero element,
2. If $\lambda_{1}, \lambda_{2} \in \mathcal{L}$, then $a \lambda_{1}+b \lambda_{2} \in \mathcal{L}$ for all integers $a$ and $b$, and
3. $\mathcal{L}$ contains $n$ linearly independent elements.

This definition may seem to make lattices rather abstract objects, but they can be made more tangible by representing them by generating matrices. Namely, one can show that every lattice $\mathcal{L}$ contains a set of linearly independent points $\left\{\lambda_{1}, \cdots, \lambda_{n}\right\}$ such that every other point $\lambda \in \mathcal{L}$ is an integer linear combination $\sum_{i=1}^{n} a_{i} \lambda_{i}$. Arranging such a set in a matrix $L=\left[\lambda_{1}, \cdots, \lambda_{n}\right]$ yields a generating matrix $L$ of $\mathcal{L}$. It has the property that every $\lambda \in \mathcal{L}$ can be written as $\lambda=L k$, where
$k \in \mathbb{Z}^{n}$ is an integer vector. At this point it is important to note that there is no such thing as the generating matrix $L$ of a lattice $\mathcal{L}$. Defining a unimodular matrix $U$ as an integer matrix with $|\operatorname{det}(U)|=1$, every other generating matrix is of theform $L U$, and every such matrix is a generating matrix. However, this also shows that the determinant of a generating matrix is determined up to a sign.

## DEFINITION 4.2

Let $\mathcal{L}$ be a lattice and let $L$ be a generating matrix of $\mathcal{L}$. Then the determinant of $\mathcal{L}$ is defined by

$$
\operatorname{det}(\mathcal{L})=|\operatorname{det}(L)| .
$$

In case the dimension is $1(n=1)$, every lattice is given as all the integer multiples of a single scalar. This scalar is unique up to a sign, and by convention one usually defines the positive scalar as the sampling period $T$ (for time).

$$
\begin{equation*}
\mathcal{L}_{T}=\{n T: n \in \mathbb{Z}\} \subset \mathbb{C}, \mathbb{R}, \mathbb{Z} \tag{4.1}
\end{equation*}
$$

In case the dimension is $2(n=2)$ it is no longer possible to single out a natural candidate as the generating matrix for a lattice. As an example consider thelattice $\mathcal{L}$ generated by the matrix (see also Fig. 4.1)

$$
L_{1}=\left[\begin{array}{cc}
\sqrt{3} & \sqrt{3} \\
-1 & 1
\end{array}\right]
$$



FIGURE 4.1: A hexagonal lattice in the continuous plane.

There is no reason to consider the matrix $L_{1}$ as the generating matrix of the lattice $\mathcal{L}$, and in fact the matrix

$$
L_{2}=\left[\begin{array}{cc}
\sqrt{3} & 2 \sqrt{3} \\
1 & 0
\end{array}\right]
$$

is just as valid a generating matrix as $L_{1}$.

### 4.2.2 Fundamental Domains and Cosets

Each lattice $\mathcal{L}$ can be used to partition its embedding space into so-called fundamental domains. The importance of the concept of fundamental domainslies in their ability to define $\mathcal{L}$-periodic functions, i.e., functions $f(x)$ for which $f(x)=f(x+\lambda)$ for every $\lambda \in \mathcal{L}$. Knowing a $\mathcal{L}$-periodic function $f(x)$ on a fundamental domain is sufficient to know the complete function. Periodic functions will emerge naturally when we come to speak about sampling of continuous functions.

Let $\mathcal{L} \subset \mathcal{D}$ be a lattice, where $\mathcal{D}$ is either a lattice $\mathcal{M} \subset \mathbb{R}^{n}$ or the space $\mathbb{R}^{n}$ itself. Let $L$ be a generating matrix of $\mathcal{L}$, and let $P$ be an arbitrary subset of $\mathcal{D}$. With every $p \in P$ we can associate a translated version or coset $p+\mathcal{L}$ of $\mathcal{L}$. The set of cosets is referred to as the coset group of $\mathcal{L}$ with respect to $\mathcal{D}$ and is denoted by the expression $\mathcal{D} / \mathcal{L}$. A fundamental domain is defined as a subset $P \subset \mathcal{D}$ which intersects every coset in exactly one point.

## DEFINITION 4.3

The set $P$ is called a fundamental domain of the lattice $\mathcal{L}$ in $\mathcal{D}$ if and only if

1. $p \neq q$ implies $p+\mathcal{L} \neq q+\mathcal{L}$, and
2. $\bigcup_{p \in P} p+\mathcal{L}=\mathcal{D}$.

A fundamental domain is not a uniquely defined object. For example, the shaded areas in Fig. 4.1 show three possibilities for the choice of a fundamental domain. Although the shapes may differ, their volume is defined by the lattice $\mathcal{L}$.

THEO REM 4.1 Let $P$ bea fundamental domain of thelattice $\mathcal{L}$ in $\mathcal{D}$, and assumethat $P$ is measurable, i.e., that its volume is defined.

1. If $\mathcal{D}=\mathbb{R}^{n}$, then the volume of $P$ is given by

$$
\operatorname{vol}(P)=\operatorname{det}(\mathcal{L})
$$

2. If $\mathcal{D}=\mathcal{M}$, and if $Q$ is a fundamental domain of $\mathcal{L}$ in $\mathbb{R}^{n}$, then $Q \cap \mathcal{M}$ is a fundamental domain of $\mathcal{L}$ in $\mathcal{M}$.
3. If $\mathcal{D}=\mathcal{M}$, then the number of points in $P$ is given by

$$
\#(P)=\operatorname{det}(\mathcal{L}) / \operatorname{det}(\mathcal{M})
$$

This number is referred to as the index of $\mathcal{L}$ in $\mathcal{M}$, and is denoted by the symbol $\iota(\mathcal{L}, \mathcal{M})$.
As a consequence of assertion 1 of this theorem, all the shaded areas in Fig. 4.1, being fundamental domains of the same hexagonal lattice, have a volume equal to $2 \sqrt{3}$.

### 4.2.3 Reciprocal Lattices

For any lattice $\mathcal{L}$ there exists a reci procal lattice $\mathcal{L}^{*}$ as defined below. Reciprocal lattices appear in the theory of Fourier transforms of sampled continuous functions (see Section 4.3).

DEFINITION 4.4 Let $\mathcal{L}$ be a lattice. Its reciprocal lattice $\mathcal{L}^{*}$ is defined by

$$
\mathcal{L}^{*}=\left\{\lambda^{*}:\left\langle\lambda^{*}, \lambda\right\rangle \in \mathbb{Z} \forall \lambda \in \mathcal{L}\right\},
$$

where $\left\langle\lambda^{*}, \lambda\right\rangle$ denotes the usual inner product $\sum_{i} \lambda_{i}^{*} \lambda_{i}$.
This notion of reciprocal lattice is made moretangible by the observation that the reciprocal lattice of $\left[L\right.$ ] is the lattice $\left[L^{-t}\right]$, where $[M]$ denotes the lattice generated by a matrix $M$. In particular $\operatorname{det}\left(\mathcal{M}^{*}\right)=\operatorname{det}(\mathcal{M})^{-1}$. For example, the reciprocal lattice of the lattice of Fig. 4.1 is generated by the matrix

$$
\frac{1}{2 \sqrt{3}}\left[\begin{array}{cc}
1 & 1 \\
-\sqrt{3} & \sqrt{3}
\end{array}\right]
$$

This lattice is very similar to the original lattice: it differs by a rotation by $\pi / 2$, and a scaling factor of $1 / 2 \sqrt{3}$. In particular, the volume of a fundamental domain of $\mathcal{L}^{*}$ is equal to $1 / 2 \sqrt{3}$.

An important property of reciprocal lattices is that subset inclusions are reversed. To be precise, the inclusion $\mathcal{M} \subset \mathcal{L}$ holds if and only if $\mathcal{L}^{*} \subset \mathcal{M}^{*}$. Using some elementary math it follows that the coset groups $\mathcal{L} / \mathcal{M}$ and $\mathcal{M}^{*} / \mathcal{L}^{*}$ have the same number of elements.

### 4.3 Sampling of Continuous Functions

In this section we will give the main results on the theory of sampled continuous functions. It will be shown that there is a strong relationship between sampling in the spatial domain and periodizing in the frequency domain. In order to state this result this section starts with a short overview of multidimensional Fourier transforms. This allows us to formulate the main result (Theorem 4.3), which states very informally that sampling in the spatial domain is equivalent to periodizing in the frequency domain.

### 4.3.1 The Continuous Space-Time Fourier Transform

Let $f(x)$ be a nice ${ }^{1}$ function defined on the continuous domain $\mathbb{R}^{n}$. Let its continuous space-time Fourier transform ${ }^{2}$ (CSFT) $F(v)$ be defined by

$$
\begin{equation*}
F(\nu)=\mathcal{F}(f)(\nu)=\int_{\mathbb{R}^{n}} e^{-2 \pi i\langle x, \nu\rangle} f(x) d x \tag{4.2}
\end{equation*}
$$

with inverse transform given by

$$
\begin{equation*}
f(x)=\mathcal{F}^{-1}(F)(x)=\int_{\mathbb{R}^{n}} e^{2 \pi i\langle x, \nu\rangle} F(\nu) d \nu . \tag{4.3}
\end{equation*}
$$

Forgetting many technicalities, the CSFT has the following basic properties:

[^5]- The CSFT is an isometry, i.e., it preserves inner products.

$$
\langle f, g\rangle=\langle\mathcal{F}(f), \mathcal{F}(g)\rangle
$$

- TheCSFT of the point-wisemultiplication of two functions is the convolution of the two separate CSFTs.

$$
\mathcal{F}(f \cdot g)=\mathcal{F}(f) * \mathcal{F}(g)
$$



FIGURE 4.2: Lattice comb for the quincunx lattice.

A special class of functions ${ }^{3}$ is the class of lattice combs (Fig. 4.2 illustrates the lattice comb of the quincunx lattice generated by the matrix $\left[\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right]$ ). If $\mathcal{L}$ is a lattice, the lattice comb $\amalg_{\mathcal{L}}$ is a set of $\delta$ functions with support on $\mathcal{L}$ and is formally defined by

$$
\begin{equation*}
\amalg_{\mathcal{L}}(x)=\sum_{\lambda \in \mathcal{L}} \delta_{\lambda}(x) . \tag{4.4}
\end{equation*}
$$

The following theorem states the most important facts about lattice combs.

THEOREM 4.2 With notations as above we have the following properties:

$$
\begin{align*}
\mathrm{U}_{\mathcal{L}}(x) & =\frac{1}{\operatorname{det}(\mathcal{L})} \sum_{\lambda^{*} \in \mathcal{L}^{*}} e^{-2 \pi i\left\langle x, \lambda^{*}\right\rangle}  \tag{4.5}\\
\mathcal{F}\left(\mathrm{U}_{\mathcal{L}}\right)(\nu) & =\sum_{\lambda \in \mathcal{L}} e^{-2 \pi i\langle\lambda, \nu\rangle} \\
& =\operatorname{det}\left(\mathcal{L}^{*}\right) \amalg_{\mathcal{L}^{*}}(\nu) \tag{4.6}
\end{align*}
$$

The last equation says that the CSFT of a lattice comb is the lattice comb of the reciprocal lattice, up to a constant.
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### 4.3.2 The Discrete Space-Time Fourier Transform

The CSFT is a functional on continuous functions. We also need a similar functional on (multidimensional) sequences. This functional will be the discrete space-time Fourier transform (DSFT). In this section we will only state the definition. The properties of this functional and its relation to the CSFT will be highlighted in the next section. So let $\mathcal{L}$ be a lattice and let $P^{*}$ be a fundamental domain of the reciprocal lattice $\mathcal{L}^{*}$. Let $\tilde{f}(x)=\Sigma_{\mathcal{L}}(f)(x)$ be the sampled version of $f$, and let $\tilde{F}(\nu)=\Pi_{\mathcal{L}^{*}}(F)(v)$ be the periodized version of $F(v)$. Then we define the forward and backward discrete space-time Fourier transform (DSFT) by

$$
\begin{equation*}
\tilde{\mathcal{F}}(\tilde{f})(\nu)=\sum_{x \in \mathcal{L}} e^{-2 \pi i\langle x, \nu\rangle} \tilde{f}(x), \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathcal{F}}^{-1}(\tilde{F})(\nu)=\operatorname{det}(\mathcal{L}) \int_{P^{*}} e^{2 \pi i\langle x, \nu\rangle} \tilde{F}(\nu) d \nu, \tag{4.8}
\end{equation*}
$$

respectively.
Note that the function $\tilde{\mathcal{F}}(\tilde{f})(v)$ is a $\mathcal{L}^{*}$-periodic function. This implies that the formula for the inverse DSFT is independent of the choice of the fundamental domain $P^{*}$.

### 4.3.3 Sampling and Periodizing

One of the most important issues in the sampling of functions concerns the relationship between the CSFT of the original function and the DSFT of a sampled version. In this section we will state the main theorem (Theorem 4.3) of sampling theory.

Before continuing we need two definitions. If $f(x)$ is a function and $\mathcal{L} \subset \mathbb{R}^{n}$ is a lattice, sampling $f(x)$ on $\mathcal{L}$ is defined by

$$
\Sigma_{\mathcal{L}}(f)(x)= \begin{cases}f(x) & \text { if } x \in \mathcal{L}  \tag{4.9}\\ 0 & \text { if } x \notin \mathcal{L}\end{cases}
$$

The above definition has to be read carefully: sampling a function $f(x)$ on a lattice means that we modify $f(x)$ by putting all its values outside of the lattice to 0 . It does not mean that we forget how the lattice is embedded in the continuous domain. For example, when we samplea one-dimensional continuous function $f(x)$ on the set of even numbers, the down sampled function $f_{s}(k)$ is not defined by $f_{s}(k)=f(2 k)$, but by $f_{s}(k)=f(k)$ when $k$ is even, and 0 otherwise.

Closely related to the sampling operator isthe periodizing operator $\Pi_{\mathcal{L}}$, which modifies a function $f(x)$ such that it becomes $\mathcal{L}$-periodic. This operator is defined by

$$
\begin{equation*}
\Pi_{\mathcal{L}}(f)(x)=\operatorname{det}(\mathcal{L}) \sum_{\lambda \in \mathcal{L}} f(x-\lambda) \tag{4.10}
\end{equation*}
$$

Clearly $\Pi_{\mathcal{L}}(f)(x)$ is $\mathcal{L}$-periodic, i.e., $\Pi_{\mathcal{L}}(f)(x)=\Pi_{\mathcal{L}}(f)(x-\lambda)$ for all $\lambda \in \mathcal{L}$. With these tools at our disposal we are now in a position to formulate the main theorem of sampling theory.

THEOREM 4.3 With definitions and notations as above, consider the following diagram:


Thefollowing assertions hold:

1. The above diagram commutes, ${ }^{4}$ i.e., whichever way we take to go from top left to bottom right, the result is the same. Informally this can be formulated as saying that first sampling and taking the DSFT is the same as first taking the CSFT and then periodizing.
2. $\sqrt{\operatorname{det}(\mathcal{L})} \tilde{\mathcal{F}}$ (and, therefore, $\sqrt{\operatorname{det}\left(\mathcal{L}^{*}\right)} \tilde{\mathcal{F}}^{-1}$ ) is an isometry with respect to theinner products

$$
\langle\tilde{f}, \tilde{g}\rangle_{\mathcal{L}}=\sum_{\lambda \in \mathcal{L}} \tilde{f}^{\dagger}(\lambda) \tilde{g}(\lambda)
$$

and

$$
\langle\tilde{F}, \tilde{G}\rangle_{P^{*}}=\int_{P^{*}} \tilde{F}^{\dagger}(\nu) \tilde{G}(v) d v
$$

respectively.

PROOF 4.1 The proof relies heavily on the property of lattice combs and can be found in the Appendix.

Thistheorem has many important consequences, thebest known of which istheShannon sampling theorem. This theorem says that a function can be retrieved from a sampled version if the support of its CSFT is contained within a fundamental domain of the reciprocal lattice. Given the above theorem this result is immediate: we only need to verify that a function $F(\nu)$ can be retrieved from $\Pi_{\mathcal{L}^{*}}(F)$ by restriction to a fundamental domain when $F(v)$ has sufficiently restricted support.

THEOREM 4.4 (Shannon) Let $\mathcal{L}$ bea lattice, and let $f(x)$ bea continuousfunction with CSFT $F(v)$. Let $\tilde{f}=\Sigma_{\mathcal{L}}(f)$. The function $f(x)$ can be retrieved from $\tilde{f}(\lambda)$ if and only if the support of $F(v)$ is contained in somefundamental domain $P^{*}$ of the reciprocal lattice $\mathcal{L}^{*}$. In that case wecan retrieve $f(x)$ from $\tilde{f}(\lambda)$ with the formula

$$
f(x)=\sum_{\lambda \in \mathcal{L}} f(\lambda) \operatorname{lnt}(x-\lambda),
$$

where

$$
\operatorname{Int}(x)=\operatorname{det}(\mathcal{L}) \int_{P^{*}} e^{2 \pi i\langle x, \nu\rangle} d \nu
$$

PROOF 4.2 We only need to prove the interpolation formula.

$$
\begin{align*}
f(x) & =\int_{P^{*}} e^{2 \pi i\langle x, \nu\rangle} F(v) d v \\
& =\operatorname{det}(\mathcal{L}) \sum_{\lambda \in \mathcal{L}} f(\lambda) \int_{P^{*}} e^{2 \pi i\langle x-\lambda, \nu\rangle} d v \\
& =\sum_{\lambda \in \mathcal{L}} f(\lambda) \operatorname{lnt}(x-\lambda) . \tag{4.11}
\end{align*}
$$

We end this section with an example showing all the aspects of Theorem 4.3.
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## EXAMPLE 4.1:

Let $\mathcal{L} \subset \mathbb{Z}^{2}$ be the quincunx sampling lattice generated by the matrix $L=\frac{1}{2}\left[\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right]$. Let

$$
f\left(x_{1}, x_{2}\right)=\operatorname{sinc}\left(x_{1}-x_{2}\right) \operatorname{sinc}\left(x_{1}+x_{2}\right) .
$$

A simple computation shows that CSFT $F\left(\nu_{1}, \nu_{2}\right)$ of $f\left(x_{1}, x_{2}\right)$ is given by

$$
F\left(\nu_{1}, \nu_{2}\right)=\frac{1}{2} \mathrm{X}_{\Lambda}\left(\nu_{1}, \nu_{2}\right),
$$

where $\Lambda$ is the set $\Lambda=\left\{\left(\nu_{1}, \nu_{2}\right):\left|\nu_{1}\right|+\left|\nu_{2}\right| \leq 1\right\}$. Observing that $\mathcal{L}^{*}$ is generated by $\left[\begin{array}{rr}1 & -1 \\ 1 & 1\end{array}\right]$, we find that the periodized function $\Pi_{\mathcal{L}^{*}}(F)$ is constant with value 1 .

Sampling $f(x)$ on the quincunx lattice yields the function $\tilde{f}(\lambda)$

$$
\tilde{f}\left(\lambda_{1}, \lambda_{2}\right)= \begin{cases}1 & \text { if }\left(\lambda_{1}, \lambda_{2}\right)=(0,0) \\ 0 & \text { if }\left(\lambda_{1}, \lambda_{2}\right) \neq(0,0) .\end{cases}
$$

It is now trivial to check that $\tilde{\mathcal{F}}(\tilde{f})=\tilde{F}$, as predicted by Theorem 4.3. M oreover, as

$$
\|\tilde{f}\|_{2}^{2}=\sum_{\lambda \in \mathcal{L}} \delta_{0}(\lambda)^{2}=1
$$

and

$$
\|\tilde{F}\|_{2}^{2}=\int_{\Lambda} d \nu=1 / 2
$$

it follows that $\|\tilde{\mathcal{F}}\|$ and $\|\tilde{f}\|$ differ by a factor of $\sqrt{2}=\sqrt{\operatorname{det}\left(\mathcal{L}^{*}\right)}$, again as predicted by Theorem 4.3.

### 4.4 From Infinite Sequences to Finite Sequences

In the previous section we considered sampling in the spatial domain and saw that this was equivalent to periodizing in thefrequency domain. Oneobviousquestion now arises: what happensif wesample the DSFT of a (spatially) sampled function? In this section we will answer this question and show that sampling in both spatial and frequency domains simultaneously is closely related to properties of the discrete Fourier transform (DFT).

### 4.4.1 The Discrete Fourier Transform

The discrete Fourier transform (DFT) is a frequency transform on finite sequences. In a multidimensional context the DFT is best defined by assuming two lattices $\mathcal{L}$ and $\mathcal{M}, \mathcal{M} \subset \mathcal{L} \subset \mathbb{R}^{n}$. Let $P$ be a fundamental domain of $\mathcal{L}$ in $\mathcal{M}$, and let $P^{*}$ be a fundamental domain of $\mathcal{M}^{*}$ in $\mathcal{L}^{*}$ (recall that lattice inclusions invert when going over to the reciprocal domain [Section 4.2]). Note that both $P$ and $P^{*}$ have the same number points, viz. $\#(P)=\#\left(P^{*}\right)=\iota\left(\mathcal{L}^{*}, \mathcal{M}^{*}\right)=\iota(\mathcal{M}, \mathcal{L})$. Let $\hat{f}(p)$, $p \in P$ be a finite sequence over $P$. The DFT $\hat{\mathcal{F}}$ is now defined as functional which maps sequences $\hat{f}$ to sequences $\hat{F}$ over $P^{*}$. The formal definitions of $\hat{\mathcal{F}}$ and $\hat{\mathcal{F}}^{-1}$ are as follows.

## DEFINITION 4.5

$$
\begin{align*}
\hat{\mathcal{F}}(\hat{f})\left(p^{*}\right) & =\frac{1}{\operatorname{det}(\mathcal{M})} \sum_{p \in P} e^{-2 \pi i\left\langle p, p^{*}\right\rangle} \hat{f}(p)  \tag{4.12}\\
\hat{\mathcal{F}}^{-1}(\hat{F})(p) & =\frac{1}{\operatorname{det}\left(\mathcal{L}^{*}\right)} \sum_{p^{*} \in P^{*}} e^{2 \pi i\left\langle p, p^{*}\right\rangle} \hat{F}\left(p^{*}\right) \tag{4.13}
\end{align*}
$$

It is obvious that the conventional one-dimensional DFT is a special case of the more general multidimensional DFT defined above. The next example makes this more explicit.

## EXAMPLE 4.2:

Let $\mathcal{M} \subset \mathcal{L} \subset \mathbb{R}$ be defined by $\mathcal{M}=\mathbb{Z}$ for some positive integer $p$, and let $\mathcal{L}=\frac{1}{p} \mathbb{Z}$. One easily checksthat theset $P$ and $P^{*}$ can bechosen as $\{0 / p, \cdots,(p-1) / p\}$ and $\{0, \cdots, p-1\}$, respectively. If $x_{n}$ and $X_{m}$ are the values of $\hat{f}$ on $n / p \in P$ and of $\hat{F}$ on $m \in P^{*}$, respectively, then the functionals $\hat{\mathcal{F}}$ and $\hat{\mathcal{F}}^{-1}$ are defined in the $\left(x_{n}, X_{m}\right)$ domain as

$$
\begin{align*}
X_{m} & =\sum_{n=0}^{p-1} e^{-\frac{2 \pi i n m}{p}} x_{n}  \tag{4.14}\\
x_{n} & =\frac{1}{p} \sum_{m=0}^{p-1} e^{\frac{2 \pi i n m}{p}} X_{m} \tag{4.15}
\end{align*}
$$

Thisis, of course, nothingelsebut theusual definition of theone-dimensional DFT on finitesequences of length $p$.

The following example shows the general DFT at work in a two-dimensional setting.

## EXAMPLE 4.3:

(Example4.1 continued) Continuing Example4.1, wechoosethelattice $\mathcal{M}=\mathbb{Z}^{2}$ astheperiodizing lattice. We can then choose

$$
P=\left\{p_{0}, p_{1}\right\}=\left\{(0,0),\left(\frac{1}{2}, \frac{1}{2}\right)\right\}
$$

and

$$
P^{*}=\left\{p_{0}^{*}, p_{1}^{*}\right\}=\{(0,0),(1,0)\}
$$

Thefunctional $\hat{\mathcal{F}}$ is then given by

$$
\begin{aligned}
X_{0} & =x_{0} e^{-2 \pi i\left\langle p_{0}, p_{0}^{*}\right\rangle}+x_{1} e^{-2 \pi i\left\langle p_{1}, p_{0}^{*}\right\rangle} \\
& =x_{0}+x_{1} \\
X_{1} & =x_{0} e^{-2 \pi i\left\langle p_{0}, p_{1}^{*}\right\rangle}+x_{1} e^{-2 \pi i\left\langle p_{1}, p_{1}^{*}\right\rangle} \\
& =x_{0}-x_{1}
\end{aligned}
$$

and the functional $\hat{\mathcal{F}}^{-1}$ by

$$
\begin{aligned}
x_{0} & =\frac{1}{2}\left(X_{0} e^{-2 \pi i\left\langle p_{0}, p_{0}^{*}\right\rangle}+X_{1} e^{-2 \pi i\left\langle p_{0}, p_{1}^{*}\right\rangle}\right) \\
& =\frac{1}{2}\left(X_{0}+X_{1}\right) \\
x_{1} & =\frac{1}{2}\left(X_{0} e^{-2 \pi i\left\langle p_{1}, p_{0}^{*}\right\rangle}+X_{1} e^{-2 \pi i\left\langle p_{1}, p_{1}^{*}\right\rangle}\right) \\
& =\frac{1}{2}\left(X_{0}-X_{1}\right)
\end{aligned}
$$

### 4.4.2 Combined Spatial and Frequency Sampling

We start with setting up the context of the problem. So let $f(x)$ be a nice continuous function on $\mathbb{R}^{n}$ and let $\mathcal{M}$ and $\mathcal{L}$ be two lattices such that $\mathcal{M} \subset \mathcal{L} \subset \mathbb{R}^{n}$. Sampling $f(x)$ on $\mathcal{L}$ and periodizing on $\mathcal{M}$ we construct a function $\hat{f}(x)$ that has support on $\mathcal{L}$ and is $\mathcal{M}$-periodic. In formula:

$$
\hat{f}(x)= \begin{cases}\operatorname{det}(\mathcal{M}) \sum_{\mu \in \mathcal{M}} f(x-\mu) & \text { if } x \in \mathcal{L} \\ 0 & \text { if } x \notin \mathcal{L} .\end{cases}
$$

A similar definition can begiven for the function $\hat{F}(v)$, which is obtained from theCSFT $F(v)$ of $f(x)$ by periodizing on $\mathcal{L}^{*}$ and sampling on $\mathcal{M}^{*}$.

One easily verifies that $\hat{f}(x)$ is completely specified by its values on a (finite) fundamental domain $P$ of $\mathcal{M}$ in $\mathcal{L}$. Similarly $\hat{F}(v)$ is completely specified by its values on a fundamental domain $P^{*}$ of $\mathcal{L}^{*}$ in $\mathcal{M}^{*}$. Now we are in a position to extend the commutative diagram of Theorem 4.3.

THEOREM 4.5 With notations and definitions as above, consider the following extensions of the diagram of Theorem 4.3:


The following assertions hold:

1. The above diagram commutes;
2. The functionals $\sqrt{\operatorname{det}(\mathcal{L})} \sqrt{\operatorname{det}(\mathcal{M})} \hat{\mathcal{F}}$ and $\sqrt{\operatorname{det}\left(\mathcal{L}^{*}\right)} \sqrt{\operatorname{det}\left(\mathcal{M}^{*}\right)} \hat{\mathcal{F}}^{-1}$ are isometries with respect to the inner products

$$
\langle\hat{f}, \hat{g}\rangle_{P}=\sum_{p \in P} \hat{f}^{\dagger}(p) \hat{g}(p)
$$

and

$$
\langle\hat{F}, \hat{G}\rangle_{P^{*}}=\sum_{p^{*} \in P^{*}} \hat{F}^{\dagger}\left(p^{*}\right) \hat{G}\left(p^{*}\right) .
$$

PROOF 4.3 See Appendix.
The theorem above says that sampling the Fourier transform of a sampled function amounts to periodizing that sampled version. In this process only a finite number of data points in both the spatial and the frequency domain are sufficient to specify the resulting functions. M oreover, the CSFT can bepushed down to a DFT to providefor a one-to-one orthogonal correspondencebetween the two domains.

We close this section with two examples.

## EXAMPLE 4.4:

(Example 4.2 continued) The formulas for the DFT obtained in Example 4.2 are not orthonormal. According to Theorem 4.5 abovewehaveto multiply theforward transform with $\sqrt{\operatorname{det}(\mathcal{L}) \operatorname{det}(\mathcal{M})}=$ $\frac{1}{\sqrt{p}}$ and the backward transform with the inverse of this number to obtain orthonormal versions of the DFT. This result in the following well-known formulas for the orthonormal one dimensional DFT.

$$
\begin{align*}
X_{m} & =\frac{1}{\sqrt{p}} \sum_{n=0}^{p-1} e^{-\frac{2 \pi i n m}{p}} x_{n}  \tag{4.16}\\
x_{n} & =\frac{1}{\sqrt{p}} \sum_{m=0}^{p-1} e^{\frac{2 \pi i n m}{p}} X_{m} . \tag{4.17}
\end{align*}
$$

## EXAMPLE 4.5:

(Example4.3 continued) With $\mathcal{L}, \mathcal{M}, f(x), P$ and $P^{*}$ asin Example4.3, wefind that the periodized sampled function $\hat{f}$ is represented by the pair ( 1,0 ), and that the periodized sampled CSFT $\hat{F}$ of $F$ is represented by the pair $(1,1)$. Using the formulas for the DFT of Example 4.3 is now easy to verify that $\hat{\mathcal{F}}(\{1,0\})=\{1,1\}$ and $\hat{\mathcal{F}}^{-1}(\{1,1\})=\{1,0\}$, as predicted by Theorem 4.5.

### 4.5 Lattice Chains

In the previous section we considered the sampling of continuous functions. In this section we will consider the sampling of discrete functions. The necessity of studying this topic comes from the fact that very often the sampling of a continuous function $f(x)$ is done in steps: $f(x)$ is first sampled to a fine grid $\mathcal{L}_{1}$, and subsequently sampled to a coarser grid $\mathcal{L}_{2}, \mathcal{L}_{2} \subset \mathcal{L}_{1}$. Letting $\tilde{f}^{(i)}=\Sigma_{\mathcal{L}_{i}}(f)$ and letting $\tilde{F}^{(i)}$ be the corresponding DFST, a natural question is whether we can obtain $\tilde{F}^{(2)}$ directly from $\tilde{F}^{(1)}$, without having to go back to CSFT of $f(x)$. This question is addressed in the following theorem and answered affirmatively.

THEOREM 4.6 With notation as above, and letting $P^{*}$ be a fundamental domain of $\mathcal{L}_{1}^{*}$ in $\mathcal{L}_{2}^{*}$, we have the following result.

$$
\tilde{F}^{(2)}(v)=\frac{1}{\#\left(P^{*}\right)} \sum_{p^{*} \in P^{*}} \tilde{F}^{(1)}\left(v-p^{*}\right) .
$$

PROOF 4.4 See Appendix.
The above result has a natural interpretation. The function $\tilde{F}^{(1)}$ is by construction $\mathcal{L}_{1}^{*}$-periodic. The function $\tilde{F}^{(2)}$ has more symmetries as it is $\mathcal{L}_{2}^{*}$-periodic. The above theorem can be phrased as saying that $\tilde{F}^{(2)}$ is obtained from $\tilde{F}^{(1)}$ by periodizing (and thereby enlarging the set of symmetries) and averaging (dividing by \# $\left(P^{*}\right)$ ). The following example shows an application of Theorem 4.6 in the one dimensional case.

## EXAMPLE 4.6:

Let $f(x)=\operatorname{sinc}(x / 2)$. Let $\mathcal{L}_{1}=\mathbb{Z}$ be the lattice of integers and let $\mathcal{L}_{2}=2 \mathbb{Z}$ be the lattice of even integers. Let as before $\tilde{F}^{(i)}(x)$ denote the sampled versions of $f(x)$. Then one easily computes that

$$
\begin{aligned}
& \tilde{F}^{(1)}(\nu)=2 \sum_{\lambda^{*} \in \mathbb{Z}} \mathrm{X}_{[-1 / 4 ; 1 / 4]}\left(\nu-\lambda^{*}\right), \\
& \tilde{F}^{(2)}(\nu)=1,
\end{aligned}
$$

where $\mathrm{X}_{A}$ denotes the characteristic function of a set $A$.
Using Theorem 4.6 above we can also compute $\tilde{F}^{(2)}(v)$ directly from $\tilde{F}^{(1)}(\nu)$. We proceed as follows. Computing the reciprocal lattices we find $\mathcal{L}_{1}^{*}=\mathbb{Z}$ and $\mathcal{L}_{2}^{*}=\frac{1}{2} \mathbb{Z}$. We find two shifted versions of $\mathcal{L}_{1}^{*}$ within $\mathcal{L}_{2}^{*}$, viz. $\mathcal{L}_{1}^{*}$ and $\frac{1}{2}+\mathcal{L}_{1}^{*}$. Picking an arbitrary point in each coset, say 0 and $\frac{1}{2}$ respectively, we find

$$
\begin{aligned}
\tilde{F}^{(2)}(\nu) & =\frac{1}{2}\left(\tilde{F}^{(1)}(\nu)+\tilde{F}^{(1)}\left(v-\frac{1}{2}\right)\right) \\
& =1
\end{aligned}
$$

### 4.6 Change of Variables

Consider the case of a one dimensional continuous function $f(x)$. It is not always the case that $f(x)$ has a nice form, suitable for direct mathematical treatment. In such a situation a change of variables can sometimes help out. If $A$ is an invertible linear transformation on $\mathbb{R}^{n}$, it might be more convenient to work with the variable $y=A x$. Substituting $x=A^{-1} y$ we formally definethe change of variable functional $f(x) \rightarrow f^{A}(x)$ by

$$
f^{A}(x)=f\left(A^{-1} x\right) .
$$

A similar approach can be used for discrete functions. Instead of using a linear transform $A$ on some continuous domain, we need in this case an isomorphism $A: \mathcal{L}_{1} \rightarrow \mathcal{L}_{2}$ between two lattices $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$. If $\tilde{f}(k)$ is a discrete function on $\mathcal{L}_{1}$, a change of variables by $A$ yields a discrete function on $\mathcal{L}_{2}$ defined by

$$
\tilde{f}^{A}(k)=\tilde{f}\left(A^{-1} k\right)
$$

A typical example for a change of variables on discrete functions is the following. Let the lattice $\mathcal{L}_{1}=2 \mathbb{Z}$, let $\mathcal{L}_{2}=\mathbb{Z}$ and define $A: \mathcal{L}_{1} \rightarrow \mathcal{L}_{2}$ by $2 k \rightarrow k$. Given a function $f(x)$ on $\mathbb{R}$, downsampling it to $\mathcal{L}_{1}$ and changing variables with $A$, yield a discrete function $\tilde{f}(k)$ on $\mathbb{Z}$ defined by $\tilde{f}(k)=f(2 k)$. In many textbooks this function $\tilde{f}(k)$ is referred to as the downsampled version of $f(x)$, but our analysis shows that it is better to view the discrete function $\tilde{f}(k)$ as the result of two consecutive operations: downsampling and change of variables.

The following two theorems address the question of how the CSFT and DSFT behave under a change of variables for the continuous and discrete case, respectively.

## THEOREM 4.7

Let $A$ be an invertible linear transform on $\mathbb{R}^{n}$, and let $f(x)$ be a function on $\mathbb{R}^{n}$. Then the CSFT of $f^{A}(x)$ is given by

$$
\mathcal{F}\left(f^{A}\right)=|\operatorname{det}(A)| \mathcal{F}(f)^{A^{-t}}
$$

## PROOF 4.5 See Appendix.

THEOREM 4.8 Let $A: \mathcal{L}_{1} \rightarrow \mathcal{L}_{2}$ be an isomorphism of lattices, and let $\tilde{f}(k)$ be a function on $\mathcal{L}_{1}$. Then theDSFT of $\tilde{f}^{A}(k)$ is given by

$$
\tilde{\mathcal{F}}\left(\tilde{f}^{A}\right)=\tilde{\mathcal{F}}(\tilde{f})^{A^{-t}}
$$

PROOF 4.6 See Appendix.
Note that in the assertion of Theorem 4.7 a factor $|\operatorname{det}(A)|$ is present, which is lacking in the assertion of Theorem 4.8. Thelast theorem of this section addresses thesituation in which a function is extended by zero-padding to a larger domain.

## THEOREM 4.9

Let $\mathcal{L}, \mathcal{L} \subset \mathcal{D}$ be a lattice, where $\mathcal{D}$ is either a lattice $\mathcal{M}$ or the ambient space $\mathbb{R}^{n}$. Let $\tilde{f}(\lambda)$ be a function on $\mathcal{L}$. Define the $\mathcal{D}$-extension $\tilde{f_{\mathcal{D}}}$ of $\tilde{f}$ by

$$
\tilde{f_{\mathcal{D}}}(x)= \begin{cases}\tilde{f}(x) & \text { if } x \in \mathcal{L} \\ 0 & \text { otherwise }\end{cases}
$$

Define $\Phi(\nu)$ by

$$
\Phi(v)= \begin{cases}\mathcal{F}\left(\tilde{f}_{\mathcal{D}}\right)(v) & \text { if } \mathcal{D}=\mathbb{R}^{n} \\ \tilde{\mathcal{F}}\left(\tilde{f}_{\mathcal{D}}\right)(v) & \text { if } \mathcal{D}=\mathcal{M}\end{cases}
$$

i.e., $\Phi(v)$ is the appropriate Fourier transform of $\tilde{f_{\mathcal{D}}}$. Then the equality $\Phi(v)=\tilde{\mathcal{F}}(\tilde{f})(v)$ holds.

Informally, the above theorem says that the Fourier transform of an extended function is equal to the Fourier transform of the function itself, i.e., extending a function does not change the Fourier transform. We will now apply the three theorems above in two examples.

## EXAMPLE 4.7:

Let $A: \mathbb{Z}^{n} \rightarrow \mathbb{R}^{n}$ be a nonsingular linear mapping, and let $\mathcal{L}=[A]$ be the lattice generated by $A$. Let $f(x)$ be a continuous function on $\mathbb{R}^{n}$, and let $g=f^{A^{-1}}$. Define a discrete function $\tilde{g}(m)$ on $\mathbb{Z}^{n}$ by the rule ${ }^{5}$

$$
\tilde{g}(m)=f(A m) .
$$

[^8]Thequestion is how the Fourier transforms of $f(x)$ and $\tilde{g}(k)$ are related. To answer this question we define $\tilde{f}(\lambda)$ to be the sampled version $\Sigma_{\mathcal{L}}(f)(\lambda)$ of $f(x)$. The following commutative diagram results.

$$
\begin{array}{rll}
\left(\mathbb{R}^{n}, g\right) & \stackrel{A^{-1}}{\longleftarrow} & \left(\mathbb{R}^{n}, f\right) \\
\downarrow \Sigma_{\mathbb{Z}^{n}} & & \downarrow \Sigma_{\mathcal{L}} \\
\left(\mathbb{Z}^{n}, \tilde{g}\right) & \stackrel{A^{-1}}{\longleftarrow} & (\mathcal{L}, \tilde{f})
\end{array}
$$

Tracing the diagram from top right to bottom right to bottom left we find

$$
\begin{aligned}
\tilde{\mathcal{F}}(\tilde{g})(v) & =(\tilde{\mathcal{F}}(\tilde{f}))^{A^{t}}(v) \\
& =\operatorname{det}\left(\mathcal{L}^{*}\right) \sum_{\lambda^{*} \in \mathcal{L}^{*}}\left(\mathcal{F}(f)^{A^{t}}\left(v-\lambda^{*}\right)\right) \\
& =\frac{1}{\operatorname{det}(A)} \sum_{\lambda^{*} \in \mathcal{L}^{*}} \mathcal{F}(f)\left(A^{-t} v-\lambda^{*}\right),
\end{aligned}
$$

where we have used Theorem 4.8 and Theorem 4.3 in the first and second steps, respectively. Of course we should find the same result tracing the diagram from top right to top left to bottom left.

$$
\begin{aligned}
\tilde{\mathcal{F}}(\tilde{g})(v) & =\sum_{k \in \mathbb{Z}^{n}} \mathcal{F}(g)(v-k) \\
& =\sum_{k \in \mathbb{Z}^{n}} \mathcal{F}\left(f^{A^{-1}}\right)(v-k) \\
& =\frac{1}{\operatorname{det}(A)} \sum_{k \in \mathbb{Z}^{n}} \mathcal{F}(f)^{A^{t}}(v-k) \\
& =\frac{1}{\operatorname{det}(A)} \sum_{k \in \mathbb{Z}^{n}} \mathcal{F}(f)\left(A^{-t} v-A^{-t} k\right) \\
& =\frac{1}{\operatorname{det}(A)} \sum_{\lambda^{*} \in \mathcal{L}^{*}} \mathcal{F}(f)\left(A^{-t} v-\lambda^{*}\right),
\end{aligned}
$$

where we have first applied Theorem 4.3, followed by an application of Theorem 4.8. As one sees, both calculations end up with the same result.

## EXAMPLE 4.8:

Let $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ be two lattices. Let $A: \mathcal{L}_{1} \rightarrow \mathcal{L}_{2}$ be a nonsingular linear mapping, and let $\tilde{f}$ be a function on $\mathcal{L}_{1}$. Let $\mathcal{L}_{3}$ be the lattice generated by $A, \mathcal{L}_{3}=[A] \subset \mathcal{L}_{2}$. Define $\tilde{g}$ on $\mathcal{L}_{2}$ by

$$
\tilde{g}\left(\lambda_{2}\right)= \begin{cases}\tilde{f}\left(\lambda_{1}\right) & \text { if } \lambda_{2}=A \lambda_{1} \\ 0 & \text { otherwise }\end{cases}
$$

Thequestion isto find an expression for theDSFT of $\tilde{g}$. To this end we define $\tilde{h}$ on $\mathcal{L}_{3}$ by $\tilde{h}=\tilde{f}^{A}$. The following diagram results.

$$
\left(\mathcal{L}_{1}, \tilde{f}\right) \xrightarrow{A}\left(\mathcal{L}_{3}, \tilde{h}\right) \xrightarrow{\text { extension }}\left(\mathcal{L}_{2}, \tilde{g}\right)
$$

For the DSFT of $\tilde{g}$ we find

$$
\begin{aligned}
\tilde{\mathcal{F}}(\tilde{g})(v) & =\tilde{\mathcal{F}}(\tilde{h})(v) \\
& =\tilde{\mathcal{F}}\left(\tilde{f}^{A}\right)(v) \\
& =\tilde{\mathcal{F}}(\tilde{f})^{A^{-t}}(v) \\
& =\tilde{\mathcal{F}}(\tilde{f})\left(A^{t} v\right),
\end{aligned}
$$

where we have used Theorem 4.9 and Theorem 4.8 in the first and second step, respectively.

### 4.7 An Extended Example: HDTV-to-SDTV Conversion

This section will introduce an application of sampling theory as it occurs in the problem of interlaced high definition television (HDTV) to interlaced standard definition television (SDTV) conversion. This problem existsbecausean HDTV broadcast can at present only beviewed by a minority of people. M ost people can only view SDTV broadcast. As broadcasters like their programs to be viewed by as many customers as possible, they are interested in (preferably inexpensive) schemes which can convert HDTV in SDTV. In this section we present an approach to this conversion problem as has been suggested in [1].

In order to keep the notational burden low, our television signal will be onedimensional. This leaves us with a spatial axis, referred to as the y-axis (y for vertical), and a time axis, referred to as the t-axis.

An interlaced television signal is constructed by sampling a continuous luminance signal with at times $k T$, but only even linesfor even $k$ and only theodd lines for odd $k$. Choosing $T$ to be 1 in some unit of time, and recalling that we assume onedimensional images, we may model an interlaced HDTV signal as a luminance signal sampled at the quincunx lattice $\mathcal{L}_{2}$ generated by the matrix

$$
\left[\begin{array}{rr}
1 & -1 \\
1 & 1
\end{array}\right] .
$$

In order to prevent alias distortion, i.e., in order to prevent that frequencies overlap after sampling, the continuous luminance signal has to be sufficiently band limited. An often-used pass band region is given by the diamond in Fig. 4.3(c).

An SDTV interlaced signal has half the vertical resolution of the HDTV signal, but the same temporal resolution, and we may model this as the sampling of the continuous luminance signal on the skew quincunx lattice $\mathcal{L}_{1}$ generated by the matrix

$$
\left[\begin{array}{rr}
1 & -1 \\
2 & 2
\end{array}\right] .
$$

Note that the lattice $\mathcal{L}_{1}$ is not a sublattice of the $\mathcal{L}_{2}$. This has the consequence that the extraction of an SDTV signal from an HDTV signal is not simply a question of subsampling the HDTV signal; interpolation is needed to compute the values of the luminance signal at the missing points. In the frequency domain this is equivalent to restricting the pass band region of the HDTV signal to a smaller pass band region, such that no alias occurs when the interpolated signal is sampled to the SDTV lattice.

Figure 4.3(a) gives a possible solution. TheSDTV pass band region is chosen as the skew diamond region within the HDTV pass band (the outer diamond). This solution has several disadvantages. Onedisadvantage is thefact that therealization of this diamond pass band region can only be realized


FIGURE 4.3: HDTV-to-SDTV conversion in the frequency domain.
by nonseparable filters, and, therefore, that it is expensive. A second disadvantage is the temporal attenuation at maximum temporal frequency, which may introducevisibleartifactsfor moving video.

As argued in [1], the best compromise between vertical resolution and temporal attenuation at maximum temporal frequency is given by a pass band of the form as given in Fig. 4.3(b). This pass band can even be realized cheaply.

Following [1] we note that the temporal information at maximum frequency (region I on the $f_{t^{-}}$ axis in Fig. 4.3(c)) is repeated at maximal vertical frequency (region I on the $f_{y}$-axis in Fig. 4.3(c)). This is simply a consequence of the fact that the DSFT of the HDTV signal is $\mathcal{L}_{2}^{*}$-periodic. We can retain this information by using an appropriately chosen vertical high pass filter. In a practical implementation this impliesthat (after temporal low-passfiltering) weextract from theH DTV signal a base-band signal using a vertical low-passfilter (the rectangleIII in Fig. 4.3(c)) and a temporal band using a vertical high-pass filter. Thetemporal band is now modulated to position II in Fig. 4.3(c) by multiplying the sample at position $(2 k, t)$ with $(-1)^{k}$.

The base band and the temporal band are now merged and sampled to the SDTV lattice. Due to this last sampling operation, region II is repeated at its original position I in frequency space: this follows immediately from computing the reciprocal SDTV quincunx lattice.

This proves (as first shown in [1]) that a high quality H DTV-to-SDTV conversion can be achieved using only separable filters.

### 4.8 Conclusions

We have presented the basic facts of multidimensional sampling theory. Particular attention has been paid to the interaction of the different kinds of Fourier transforms, the sampling operator, and the periodizing operator. Every basic result is accompanied by one or more examples. An application of the theory to a format conversion problem has been presented.
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## Appendix

## A. 1 Proof of Theorem 4.3

PROOF 4.7 We first observe that

$$
\begin{aligned}
\Sigma_{\mathcal{L}}(f) & =f \cdot \amalg_{\mathcal{L}}, \\
\Pi_{\mathcal{L}}(F) & =F * \amalg_{\mathcal{L}^{*}} .
\end{aligned}
$$

It follows immediately that $\mathcal{F}\left(\Sigma_{\mathcal{L}}(f)\right)=\Pi_{\mathcal{L}^{*}}(\mathcal{F}(f))$. To prove the first assertion of this theorem, it suffices to verify that $\tilde{\mathcal{F}}(\tilde{f})=\tilde{F}$.

$$
\begin{aligned}
\tilde{F}(\nu) & =\mathcal{F}\left(f \cdot \amalg_{\mathcal{L}}\right)(\nu) \\
& =\int_{\mathbb{R}^{n}} \sum_{\lambda \in \mathcal{L}} e^{-2 \pi i\langle x, \nu\rangle} f(x) \delta_{\lambda}(x) d x \\
& =\sum_{\lambda \in \mathcal{L}} e^{-2 \pi i\langle\lambda, \nu\rangle} f(\lambda) \\
& =\tilde{\mathcal{F}}(\tilde{f}) .
\end{aligned}
$$

The second assertion of the theorem, viz. the isometry property of the DSFT, follows from

$$
\begin{aligned}
\langle\tilde{F}, \tilde{G}\rangle_{P^{*}} & =\frac{1}{\operatorname{det}(\mathcal{L})^{2}} \int_{P^{*}}\left\langle\amalg_{\mathcal{L}^{*}} * F, \amalg_{\mathcal{L}^{*}} * G\right\rangle_{P^{*}} \\
& =\frac{1}{\operatorname{det}(\mathcal{L})^{2}} \int_{P^{*}}\left(\sum_{\lambda_{1}^{*} \in \mathcal{L}^{*}} F\left(v-\lambda_{1}^{*}\right)\right)\left(\sum_{\lambda_{1}^{*} \in \mathcal{L}^{*}} G\left(v-\lambda_{2}^{*}\right)\right) d v \\
& =\frac{1}{\operatorname{det}(\mathcal{L})^{2}} \int_{\mathbb{R}^{n}} F(v)\left(\sum_{\lambda^{*} \in \mathcal{L}^{*}} G\left(v-\lambda^{*}\right)\right) d v \\
& =\frac{1}{\operatorname{det}(\mathcal{L})}\langle F, \tilde{G}\rangle \\
& =\frac{1}{\operatorname{det}(\mathcal{L})}\langle f, \tilde{g}\rangle \\
& =\frac{1}{\operatorname{det}(\mathcal{L})}\langle\tilde{f}, \tilde{g}\rangle_{\mathcal{L}} .
\end{aligned}
$$

## A. 2 Proof of Theorem 4.5

PROOF 4.8 Similar to the proof of Theorem 4.3, to prove the first assertion it suffices to show that $\hat{\mathcal{F}}(\hat{f})=\hat{F}$.

$$
\tilde{\mathcal{F}}(\hat{f})(\nu)=\sum_{\lambda \in \mathcal{L}} e^{-2 \pi i\langle\lambda, \nu\rangle} \hat{f}(\lambda)
$$

$$
\begin{aligned}
& =\left(\sum_{\mu \in \mathcal{M}} e^{-2 \pi i\langle\mu, \nu\rangle}\right)\left(\sum_{p \in P} e^{-2 \pi i\langle p, \nu\rangle} \hat{f}(p)\right) \\
& =\frac{1}{\operatorname{det}(\mathcal{M})} \amalg_{\mathcal{M}^{*}} \cdot\left(\sum_{p \in P} e^{-2 \pi i\langle p, \nu\rangle} \hat{f}(p)\right) \\
& =\amalg_{\mathcal{M}^{*}} \cdot \hat{\mathcal{F}}(\hat{f})(\nu) .
\end{aligned}
$$

The isometry property of the DFT follows from

$$
\begin{aligned}
\langle\hat{f}, \hat{g}\rangle_{P} & =\sum_{p \in P} \hat{f}^{\dagger}(p) \hat{g}(p) \\
& =\operatorname{det}(\mathcal{M})^{2} \sum_{p \in P}\left(\sum_{\mu_{1} \in \mathcal{M}} \tilde{f}^{\dagger}\left(p-\mu_{1}\right)\right)\left(\sum_{\mu_{2} \in \mathcal{M}} \tilde{g}\left(p-\mu_{2}\right)\right) \\
& =\operatorname{det}(\mathcal{M})^{2} \sum_{\lambda \in \mathcal{L}} \tilde{f}^{\dagger}(\lambda)\left(\sum_{\mu \in \mathcal{M}} \tilde{g}(\lambda-\mu)\right) \\
& =\operatorname{det}(\mathcal{M})\langle\tilde{f}, \hat{g}\rangle_{\mathcal{L}} \\
& =\operatorname{det}(\mathcal{M})^{2}\left\langle f, \amalg_{\mathcal{L}} \cdot\left(\amalg_{\mathcal{M}} * g\right\rangle\right. \\
& =\frac{\operatorname{det}(\mathcal{M})}{\operatorname{det}(\mathcal{L})}\left\langle F, \amalg_{\mathcal{L}^{*}} *\left(\amalg_{\mathcal{M}^{*}} \cdot G\right\rangle\right. \\
& =\frac{\operatorname{det}(\mathcal{M})}{\operatorname{det}(\mathcal{L})}\left\langle F, \amalg_{\mathcal{M}^{*}} \cdot\left(\amalg_{\mathcal{L}^{*}} * G\right\rangle\right. \\
& =\operatorname{det}(\mathcal{M}) \operatorname{det}(\mathcal{L})\langle\hat{F}, \hat{G}\rangle_{P^{*}} .
\end{aligned}
$$

The last step in this derivation follows from reversing the other steps, replacing the spatial functions $f$ and $g$ by their frequency domain counterparts $F$ and $G$.

## A. 3 Proof of Theorem 4.6

## PROOF 4.9

$$
\begin{aligned}
\tilde{F}^{(2)}(v) & =\frac{1}{\operatorname{det}\left(\mathcal{L}_{2}\right)} \sum_{\lambda_{2}^{*} \in \mathcal{L}_{2}^{*}} F\left(v-\lambda_{2}^{*}\right) \\
& =\frac{1}{\operatorname{det}\left(\mathcal{L}_{2}\right)} \sum_{p^{*} \in P^{*}} \sum_{\lambda_{1}^{*} \in \mathcal{L}_{1}^{*}} F\left(v-p^{*}-\lambda_{1}^{*}\right) \\
& =\frac{\operatorname{det}\left(\mathcal{L}_{1}\right)}{\operatorname{det}\left(\mathcal{L}_{2}\right)} \sum_{p^{*} \in P^{*}} \tilde{F}^{(1)}\left(v-p^{*}\right) \\
& =\frac{1}{\iota\left(\mathcal{L}_{2}, \mathcal{L}_{1}\right)} \sum_{p^{*} \in P^{*}} \tilde{F}^{(1)}\left(v-p^{*}\right) \\
& =\frac{1}{\#\left(P^{*}\right)} \sum_{p^{*} \in P^{*}} \tilde{F}^{(1)}\left(v-p^{*}\right)
\end{aligned}
$$

## A. 4 Proof of Theorem 4.7

## PROOF 4.10

$$
\begin{aligned}
\mathcal{F}\left(f^{A}\right)(\nu) & =\int_{\mathbb{R}^{n}} e^{-2 \pi i\langle x, \nu\rangle} f^{A}(x) d x \\
& =\int_{\mathbb{R}^{n}} e^{-2 \pi i\langle x, \nu\rangle} f\left(A^{-1} x\right) d x \\
& =|\operatorname{det}(A)| \int_{\mathbb{R}^{n}} e^{-2 \pi i\langle A y, \nu\rangle} f(y) d y \\
& =|\operatorname{det}(A)| \int_{\mathbb{R}^{n}} e^{-2 \pi i\left\langle y, A^{t} \nu\right\rangle} f(y) d y \\
& =|\operatorname{det}(A)| F\left(A^{t} v\right) \\
& =|\operatorname{det}(A)| F^{A^{-t}}(\nu) .
\end{aligned}
$$

## A. 5 Proof of Theorem 4.8

## PROOF 4.11

$$
\begin{aligned}
\tilde{\mathcal{F}}\left(\tilde{f}^{A}\right)(\nu) & =\sum_{\lambda_{2} \in \mathcal{L}_{2}} e^{-2 \pi i\left\langle\lambda_{2}, \nu\right\rangle} \tilde{f}^{A}\left(\lambda_{2}\right) \\
& =\sum_{\lambda_{2} \in \mathcal{L}_{2}} e^{-2 \pi i\left\langle\lambda_{2}, \nu\right\rangle} \tilde{f}\left(A^{-1} \lambda_{2}\right) \\
& =\sum_{\lambda_{1} \in \mathcal{L}_{1}} e^{-2 \pi i\left\langle A \lambda_{1}, \nu\right\rangle} \tilde{f}\left(\lambda_{1}\right) \\
& =\sum_{\lambda_{1} \in \mathcal{L}_{1}} e^{-2 \pi i\left\langle\lambda_{1}, A^{t} \nu\right\rangle} \tilde{f}\left(\lambda_{1}\right) \\
& =\tilde{\mathcal{F}}(\tilde{f})^{A^{-t}}(\nu) .
\end{aligned}
$$

## Glossary of Symbols and Expressions

$\mathbb{Z}^{n} \quad n$-dimensional integer space
$\mathbb{R}^{n} \quad n$-dimensional real space
$\mathbb{C}^{n} \quad n$-dimensional complex space
CSFT Continuous space-time Fourier transform
DSFT Discrete space-time Fourier transform
DFT DiscreteFourier transform
$\mathcal{L}, \mathcal{M} \quad$ Sampling lattice
$\lambda, \mu \quad$ Elements of lattice $\mathcal{L}, \mathcal{M}$
$\lambda^{*}, \mu^{*} \quad$ Elements of reciprocal lattice $\mathcal{L}^{*}, \mathcal{M}^{*}$
[L] Lattice generated by matrix $L$
\#(A) Number of points of set $A$
$\operatorname{vol}(A) \quad V o l u m e$ (measure) of set $A$

| $\operatorname{det}(\mathcal{L})$ | Determinant of lattice $\mathcal{L}$ |
| :--- | :--- |
| $\iota(\mathcal{M}, \mathcal{L})$ | Index of lattice $\mathcal{M}$ w.r.t. lattice $\mathcal{L}$ |
| $\mathcal{L} / \mathcal{M}$ | Coset group of lattice $\mathcal{M}$ w.r.t. Iattice $\mathcal{L}$ |
| $\mathcal{L}^{*}$ | Reciprocal lattice of $\mathcal{L}$ |
| $\amalg_{\mathcal{L}}$ | Lattice comb |
| $P$ | Fundamental domain |
| $\\|\alpha\\|_{2}$ | $L_{2}$-norm of $\alpha$ |
| $\alpha^{t}$ | Hermitian transpose of $\alpha$ |
| $\langle\alpha, \beta\rangle_{\mathcal{N}}$ | Inner products of $\alpha$ and $\beta$ with respects to $\mathcal{N}$-norm |
| $\alpha^{\dagger}$ | Complex conjugate of $\alpha$ |
| $\alpha \cdot \beta$ | Point-wise multiplication |
| $\alpha * \beta$ | Convolution |
| $f^{A}(x)$ | Change of variables $f\left(A^{-1} x\right)$ |
| $X_{A}$ | Characteristic function of set $A$ |
| $\mathcal{F}$ | Continuous space-timeFourier transform |
| $\tilde{\mathcal{F}}$ | Discrete space-time Fourier transform |
| $\hat{\mathcal{F}}$ | DiscreteFourier transform |
| $\Sigma_{\mathcal{L}}$ | Sampling operator |
| $\Pi_{\mathcal{L}}$ | Periodizing operator |
|  |  |
| $\operatorname{sinc}(x)$ | $\left\{\begin{array}{l}\sin (\pi x) / \pi x \quad \text { if } x \neq 0 \\ 1\end{array}\right.$ |

## 5

# Analog-to-Digital Conversion Architectures 

Stephen Kosonocky
IBM Corporation
T.J. Watson Research Center

Peter Xiao
NeoParadigm Labs, Inc.

### 5.1 Introduction

### 5.2 Fundamentals of A/D and D/A Conversion Nonideal A/D and D/A Converters

5.3 Digital-to-Analog Converter Architecture
5.4 Analog-to-Digital Converter Architectures Flash A/D - Successive Approximation A/D Converter • Pipelined A/D Converter •Cyclic A/D Converter
5.5 Delta-Sigma Oversampling Converter Delta-Sigma A/D Converter Architecture
References

### 5.1 Introduction

Digital signal processing methods fundamentally require that signals are quantized at discrete time instances and represented as a sequenceof wordsconsisting of 1'sand 0's. In nature, signal sareusually nonquantized and continuously varied with time. Natural signalssuch as air pressurewaves asa result of speech are converted by a transducer to a proportional analog electrical signal. Consequently, it is necessary to perform a conversion of the analog electrical signal to a digital representation or vice versa if an analog output is desired. The number of quantization levels used to represent the analog signal and the rate at which it is sampled is a function of the desired accuracy, bandwidth that is required, and the cost of the system. Figure 5.1 shows the basic elements of a digital signal processing system. The analog signal isfirst converted to a discretetimesignal by a sample and hold circuit. The


FIGURE 5.1: Digital signal processing system.
output of the sample and hold is then applied to an analog-to-digital converter (A/D) circuit where the sampled analog signal is converted to a digitally coded signal. The digital signal isthen applied to
thedigital signal processing(DSP) system wherethedesired DSP algorithm is performed. Depending on the application, the output of the DSP system can be used directly in digital form or converted back to an analog signal by a digital-to-analog converter (D/A). A digital filtering application may produce an analog signal as its output, whereas a speech recognition system may pass the digital output of the DSP system to a computer system for further processing. This section will describe basic converter terminology and a sample of common architectures for both conventional Nyquist rate converters and oversampled delta-sigma converters.

### 5.2 Fundamentals of A/D and D/A Conversion

The analog signal can be given as either a voltage signal or current signal, depending on the signal source. Figure 5.2 shows the ideal transfer characteristics for a 3-bit A/D conversion. The output of


FIGURE 5.2: Ideal transfer characteristics for an A/D converter.
the converter is an $n$-bit digital code given as,

$$
\begin{equation*}
D=\frac{A_{s i g}}{F S}=\frac{b_{n}}{2^{n}}+\frac{b_{n-1}}{2^{n-1}}+\ldots+\frac{b_{1}}{2^{1}} \tag{5.1}
\end{equation*}
$$

where $A_{\text {sig }}$ is the analog signal, $F S$ is the analog full scale level, and $b_{n}$ is a digital value of either 0 or 1 . As shown in the figure, each digital code represents a quantized analog level. The width of the quantized region is one least-significant bit (LSB) and the ideal response line passes through the center of each quantized region. The converse D/A operation can be represented as viewing the digital code in Fig. 5.2 as the input and the analog signal as the output. An $n$-bit D/A converter transfer equation is given as

$$
\begin{equation*}
A_{s i g}=F S\left(\frac{b_{n}}{2^{n}}+\frac{b_{n-1}}{2^{n-1}}+\ldots+\frac{b_{1}}{2^{1}}\right) \tag{5.2}
\end{equation*}
$$

where $A_{\text {sig }}$ is the analog output signal, $F S$ is the analog full scale level and $b_{n}$ is a binary coefficient.
The resolution of a converter is defined as the smallest distinct change that can be resolved (pro-
duced) at an analog input (output) for an A/D (D/A) converter. This can be expressed as

$$
\begin{equation*}
\Delta A_{s i g}=\frac{F S}{2^{N}} \tag{5.3}
\end{equation*}
$$

where $\Delta A_{\text {sig }}$ is the smallest reproducible analog signal for an $N$-bit converter with full scale analog signal of $F S$.

Theaccuracy of a converter, often referred to also as relativeaccuracy, istheworst-caseerror between the actual and the ideal converter output after gain and offset errors are removed [1]. This can be quantified as the number of equivalent bits of resolution or as a fraction of an LSB.

The conversion rate specifies the rate at which a digital code (analog signal) can be accurately converted into an analog signal (digital code). Accuracy is often expressed as afunction of conversion rate and the two are closely linked. The conversion rate is often an underlying factor in choosing the converter architecture. The speed and accuracy of anal og components arealimiting factor. Sensitive analog operations can either be done in parallel, at the expense of accuracy, or cyclicly reused to allow high accuracy with lower conversion speeds.

### 5.2.1 Nonideal A/D and D/A Converters

Actual $A / D$ and $D / A$ converters exhibit deviations from the ideal characteristics shown in Fig. 5.2. Integration of a complete converter on a single monolithic circuit or as a macro within a very large scale integration (VLSI) DSP system presents formidable design challenges. Converter architectures and design trade-offs are most often dictated by the fabrication process and available device types. Device parameters such as voltage threshold, physical dimensions, etc. vary across a semiconductor die. These variations can manifest themselves into errors. The following terms are used to describe converter nonideal behavior:

1. Offset error, described in Fig. 5.3, is a d.c. error between the actual response with theideal response. This can usually be removed by trimming techniques.


FIGURE 5.3: Offset error.
2. Gain error is defined as an error in theslopeof thetransfer characteristic shown in Fig. 5.4, which can also usually be removed by trimming techniques.


FIGURE 5.4: Gain error.
3. Integral nonlinearity is the measure of worst-case deviation from an ideal line drawn between the full scale analog signal and zero. This is shown in Fig. 5.5 as a monotonic nonlinearity.


FIGURE 5.5: M onotonic nonlinearity.
4. Differential nonlinearity is the measure of nonuniform step sizes between adjacent steps in a converter. This is usually specified as a fraction of an LSB.
5. M onotonicity in a converter specifiesthat theoutput will increasewith an increasinginput. Certain converter architectures can guaranteemonotonicity for aspecified number of bits of resolution. A nonmonotonic transfer characteristic is detailed in Fig. 5.6.
6. Settling timefor D/A converters refers to thetime taken from a change of the digital code to the point at which the analog output settles within some tolerance around the final value.


FIGURE 5.6: Nonmonotonic nonlinearity.
7. Glitches can occur during changes in the output at major transitions, i.e., at $1 \mathrm{MSB}, 1 / 2$ M SB, 1/4 M SB. D uring largechanges, switchingtime delays between internal signal paths can cause a spike in the output.

The choice of converter architecture can greatly affect the relative weight of each of these errors. Data converters are often designed for low cost implementation in standard digital processes, i.e., digital CMOS, which often do not have well-controlled resistors or capacitors. Absolute values of these devices can vary by as much as $\pm 20 \%$ under typical process tolerances. Post-fabrication trimming techniques can be used to compensate for process variations, but at the expense of added cost and complexity to themanufacturing process. Aswill beshown, various architectural techniques can be used to allow high speed or highly accurate data conversion with such variations of process parameters.

### 5.3 Digital-to-Analog Converter Architecture

The digital-to-analog (D/A) converter, also known as a DAC, decodes a digital word into a discrete analog level. Depending on the application, this can be either a voltage or current. Figure 5.7 shows a high level block diagram of a D/A converter. A binary word is latched and decoded and drives a set of switches that control a scaling network. A basic analog scaling network can be based on voltage scaling, current scaling, or charge scaling [1, 2]. The scaling network scales the appropriate analog level from the analog reference circuit and applies it to the output driver. A simple serial string of identical resistors between a reference voltage and ground can be used as a voltage scaling network. Switches can be used to tap voltages off the resistors and apply them to the output driver. Current scaling approaches are based on switched scaled current sources. Charge scaling is achieved by applying a reference voltageto a capacitor divider using scaled capacitors where the total capacitance value is determined by the digital code [1]. Choice of the architecture depends on the available components in the target technology, conversion rate, and resolution. Detailed description of these trade-offs and designs can befound in the references [1]-[5].

### 5.4 Analog-to-Digital Converter Architectures

Theanalog-to-digital (A/D) converter, also known as an ADC, encodes an analog signal into a digital word. Conventional converters work by sampling thetime varying analog signal at a sufficient rateto fully resolve the highest frequency components. According to the sampling theorem, the minimum sampling rate is twice the frequency of the highest frequency contained in the signal source. The samplingraterequirement thusbecomesthemajor deterministic factor in choosinga proper converter architecture. Certain architectures exploit parallelism to achieve high speed operation on the order of 100 's of M Hz , and others which can be used for high accuracy 16 -bit resolution for signals with maximum frequencies on the order of 10 's of KHz .

### 5.4.1 Flash A/D

Theflash A/D, also known as a parallel A/D, is thehighest speed architecturefor A/D conversion since maximum parallelism is used. Figure 5.8 showsa block diagram of a3-bit flash A/D converter. A flash converter requires $2^{n}-1$ analog comparators, $2^{n}-1$ reference voltages, and a digital encoder. The reference voltages are required to be evenly spaced between 0.5 LSB above the most negative signal and 1.5 LSB below the most positivesignal and spaced 1 LSB apart. Each reference voltage is applied to the negative input of a comparator and the analog signal voltage is applied simultaneously to all the comparators. A thermometer code results at the output of the comparators which is converted to a digital word by encoding logic. The speed of the converter is limited by thetimedelay through a comparator and the encoding logic. This speed is gained at the expense of accuracy, which islimited by the ability to generate evenly spaced reference voltages and the precision of the comparators. Each analog comparator must be precisely matched in order to achieve acceptable performance at a given resolution. For these reasons, flash A/D converters are typically used only for very high speed low resolution applications.

### 5.4.2 Successive Approximation A/D Converter

A successiveapproximation A/D converter isformed creating a feedback loop around aD/A converter. Figure 5.9 shows a block diagram for an 8 -bit successive approximation A/D. The operation of the converter works by initializing the successive approximation register (SAR) to a value where all bits are set to 0 except the M SB which is set to 1 . This represents the mid-level value. The analog signal is applied to a sample-and-hold (S/H) circuit, and on the first clock cycle the DAC converts the digital code stored in the SAR into an analog signal. The comparator is used to determine whether the analog signal is greater or less than the mid level, and control logic determines whether to leave the M SB set to 1 or to change it back to 0 . The process is repeated on the next clock cycle, but instead the next $M$ SB is tested. For an $n$-bit converter $n$ clock cycles are required to fully quantize each sample-and-hold signal. The speed of the successive approximation converter is largely limited by the speed of the DAC and the time delay through the comparator. This type of converter is widely used for medium speed and medium accuracy applications. The resolution is limited by the DAC converter and the comparator.

### 5.4.3 Pipelined A/D Converter

A pipelined A/D converter achieves high-speed conversion and high accuracy at the expense of latency in the conversion process. A pipelined A/D converter block diagram is shown in Fig. 5.10. The conversion process is broken into multiple stages where, at each stage, a partial conversion is done and the converted bits are shifted down the pipeline in digital registers. Figure 5.11 shows the detail of a single pipeline stage. The analog signal is applied to a sample-and-hold circuit and


FIGURE 5.7: Basic D/A converter block diagram.
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FIGURE 5.8: 3-bit flash A/D converter.


FIGURE 5.9: 8-bit successive approximation A/D converter.


FIGURE 5.10: Pipelined A/D converter.
the output is applied to an $n$-bit flash ADC where $n$ is less then the total desired resolution. The outputs of the ADC are connected directly to a DAC, and the output of the DAC is subtracted from the original analog signal stored in the $\mathrm{S} / \mathrm{H}$ to produce a residual signal. The residual signal is then amplified by $2^{n}$ so that it will vary within the entire full scale range of thenext stage and is transferred on the next clock cycle. At this point the first stage begins conversion on the next analog sample. The maximum conversion rate is determined by the time delay through a single stage. Pipelining allows high resolution conversion without the need for many comparators. An 8-bit converter can be ideally constructed with $k=4$ stages with $n=2$ bits of resolution per stage, requiring only 12 total comparators. This can be contrasted with an 8-bit flash converter requiring 255 comparators. Each pipeline stage adds an additional cycle of latency before the final code is converted. Pipelined converters al so accommodate digital correction schemes for errors generated in the analog circuitry. Digital correction can be achieved by using higher resolution ADC and DAC circuits in each stage than required so that errors in the preceding stage can be detected and corrected digitally [5]. Auto calibration can also be achieved by adding additional stages after the required stages to convert errors in the DAC values and storing these digitally to be added to the final result [6].

### 5.4.4 Cyclic A/D Converter

Cyclic A/D converters, also known as algorithmic converters, trade off conversion speed for high accuracy without the need for calibration or devicetrimming. Figure 5.12 shows a block diagram of a cyclic A/D converter [5]. Here the same analog components are cyclicly reused for conversion of each bit for each analog sample. The conversion process works by initially sampling the input signal by setting switch Sl appropriately. Thesampled signal isthen amplified by a factor of two and applied


FIGURE 5.11: Diagram of single pipelined A/D converter stage.
to a comparator where it is compared to a reference level, Vref. If the voltage exceeds the reference level, a bit value of 1 is produced and the reference voltage is subtracted from the amplified signal by control of switch S 2 to produce theresidual voltage $V_{e}$. If theamplified signal is lessthan the reference voltage, Vref, the comparator outputs a 0 , and $V_{e}$ represents the unchanged amplified signal. On the remaining cycles for the sample, switch S1 changes so that theresidual voltage $V_{e}$ is applied to the $\mathrm{S} / \mathrm{H}$ circuit. The cycle is repeated for each remaining bit. Operation on the conversion process produces a serial stream of digital bit values from output of the comparator. An $n$-bit converter requires $n$ conversion cycles for each sampled signal.


FIGURE 5.12: Block diagram of a cyclic A/D converter.

### 5.5 Delta-Sigma Oversampling Converter

The oversampling delta-sigma A/D converter was first proposed 30 years ago [7], while it only became popular after the maturity of the VLSI digital technology. With the advancement of semiconductor technology, an increasing portion of signal processing tasks have been shifted from the usual analogdomain to digital domain. For digital systemsto interact with analogsignal sources, such as voice, data, and video, the role of analog-to-digital interface is essential. In voice data processing and communication, an accurate digital form is often desired to represent the voice. Due to the large demand of these systems, the cost must be kept at a minimum. All these requirements call upon a need to implement monolithic high resolution analog-to-digital interfaces in economical semiconductor technology. However, with the increasing complexity of integration and a trend of reducing supply voltage, the accuracy of device components and analog signal dynamic range
deteriorate. It becomes more difficult to realize high resolution conversions by conventional Nyquist rate converter architecture.

Compared to Nyquist rate converters, the oversampling converters use coarse analog components at the front end and employ more digital signal processing in the later stages. High resolution conversions are achieved by trading off speed and digital signal processing complexity, both of which can be easily realized in modern VLSI technology.

TheoversamplingA/D converter and Nyquist rateconverter are compared in Fig. 5.13. A nonoversampled A/D converter has an anti-aliasing lowpass filter in the front. The anti-aliasing filter attenuates high-frequency components buried in the analog input and prevents them from being aliased into the signal frequency band. Because the converter is sampled at the Nyquist rate, which is twice the input signal bandwidth, the anti-aliasing filter's transition band must be very narrow and its stop-band must have enough suppression of the out-of-band noise. This requirement makes the filter very complex and adds to the complexity that a nonoversampled A/D already has.


FIGURE 5.13: (a) Nonoversampled A/D converter. (b) oversampled A/D converter.

In comparison, an oversampled delta-sigmaA/D converter, as shown in Fig. 5.13(b), is sampled at a higher ratethan theinput Nyquist rate. A simplefirst-order lowpass filter is sufficient to attenuate the noise components at the sampling frequency region to avoid the noise aliasing. This is because only the noise components close to the sampling frequency can be aliased back into the signal band. This arrangement simplifiesthedesign and implementation of thefilter. Thecomplexity of theA/D itself is much simpler than thenonoversampled A/D converters as we will seelater. Theonly extra complexity in the oversampled A/D converters is that more digital signal processing is required after the A/D conversion. But this becomes less and less an issue with the advancement of the VLSI technology. In the following sections, we will explain the conversion principle and various architectures of the oversampling delta-sigma converter.

### 5.5.1 Delta-Sigma A/D Converter Architecture

## Delta-Sigma Oversampling A/D Converter Principle

The structure of a first-order delta-sigma converter is shown in Fig. 5.14. The input signal is


FIGURE 5.14: The modulator of a first-order delta-sigma converter. T is the sampling period and n is the index.
sampled at a frequency $f_{s}\left(T=1 / f_{s}\right)$. A feedback signal from a 1-bit D/A converter is subtracted from the input and the residue signal is accumulated by an integrator. The output of the integrator is quantized to generate a 1-bit digital stream. This digital output sets the sign of the feedback. If the digital output is $\mathbf{1}$, it feeds back a large negative signal to subtract from the input signal. The net effect of the feedback loop is to keep the output of the integrator small so that the output digits always track the amplitudes of the input signal.

The resolution of an A/D converter is determined by the quantization noise generated in the process. Even though a delta-sigma converter only has an 1-bit quantizer, much higher resolution is achieved by employing the noise shaping mechanism to move the noise out of the signal band and later blocking it using a lowpass digital filter.

Quantization is a nonlinear process and the feedback mechanism makes the noise highly dependent on the input signal spectrum. Rigorous treatment of this noise component in a delta-sigma converter can be found in the literature[8]. Useful information can still be obtained by linearizing the quantization process. The noise component is approximated by white additive noise uniformly distributed up to half of the sampling frequency. This approximation is valid because over a long period of time, the input to the quantizer will spread over a large number of values and appear to be quasi-random, so the noise introduced is quasi-random as well. Similar to a nonoversampled A/D converter, the rms value of the noise is $e_{r m s}^{2}=\frac{\Delta^{2}}{12}$, where $\Delta$ is the quantization step. When the quantizer is sampled at $f_{s}$, the noise power is sampled into a frequency band: $0 \leq f<f_{s} / 2$ and its spectral density is

$$
\begin{equation*}
Q(f)=\sqrt{2} \cdot e_{r m s} \tag{5.4}
\end{equation*}
$$

where $f$ is normalized to $f_{-s}$.
The delta-sigma converter can be generalized as shown in Fig. 5.15. Theforward path is modeled


FIGURE 5.15: General feedback system.
by transfer function $B(z)$ plus the noise, and the feedback path can be modeled by $C(z)$. The system
output and input transfer function is governed by

$$
\begin{equation*}
Y(z)=\frac{B(z) \cdot X(z)+Q}{1+B(z) \cdot C(z)} \tag{5.5}
\end{equation*}
$$

To achieve high-resolution A/D conversion, the system needs to convert the input signal within a specified frequency bandwidth and minimize the noise component in that band. One method is to pass the signal component and block the noise component. This can be expressed as

$$
\begin{equation*}
Y(z)=X(z)+H_{n s}(z) \cdot Q, \tag{5.6}
\end{equation*}
$$

where the input $X(z)$ passes through the system, but the quantization noise is modified by a noiseshaping function $H_{n s}(z)$.

Comparing Eq. 5.5 to Eq. 5.6, to achieve the noise-shaping effect, the system in Fig. 5.15 needs to have the following property:

$$
\begin{align*}
C(z) & =1-\frac{1}{B(z)}  \tag{5.7}\\
B(z) & =\frac{1}{H_{n s}(z)}
\end{align*}
$$

Now, we can see the delta-sigma A/D converter shown in Fig. 5.14 as a noise-shaping data converter. Thetransfer function of theintegrator in theforward pass is $\frac{1}{1-z^{-1}}$; theD/A converter in thefeedback path is equivalent to a delay element and itstransfer function is $z^{-1}$. They satisfy therelation required by a noise-shaping converter in Eq. 5.7. Therefore, its noise-shaping function $H_{n s}(z)$ is

$$
\begin{equation*}
H_{n s}(z)=\frac{1}{B(z)}=1-z^{-1} \tag{5.8}
\end{equation*}
$$

which is a highpass filtering function. The amplitude of its response is

$$
\begin{equation*}
\left|H_{n s}(z)\right|=\left|1-z^{-1}\right|=2 \sin (\pi f) \tag{5.9}
\end{equation*}
$$

where $f$ is the normalized frequency with respect to $f_{s}$. This function is plotted in Fig. 5.16. As shown in the figure, the noise is evenly distributed across the frequency, before applying the noise shaping function. The noise power in the signal band is the area of a region highlighted by the grey color underneath theflat line. After applying the noise-shaping function, the noise in the signal band is suppressed to a much lower level and the total noise power left (dark grey region) is much smaller than the original noise power. The high-frequency noise portion will be filtered by the digital filter. Therefore, the signal-to-noise ratio of the converter is greatly enhanced.

Quantitatively, the noise power left in thesignal band is the integration of its spectrum up to signal bandwidth $f_{b}$ as

$$
\begin{equation*}
N^{2}=\int_{0}^{f_{b} / f_{s}}\left(\left|H_{n s}(z)\right|^{2} Q^{2}\right) d f=\frac{2 \Delta^{2}}{3 f_{s}} \int_{0}^{f_{b} / f_{s}}[\sin (\pi f)]^{2} d f \tag{5.10}
\end{equation*}
$$

where $Q^{2}$ is substituted for the noise spectral density in Eq. 5.4. In a delta-sigma converter the signal bandwidth is significantly lower than the sampling frequency. The resulting integration is

$$
\begin{equation*}
N_{q}^{2}=\frac{2 \pi^{2} \Delta^{2}}{9}\left(\frac{f_{b}}{f_{s}}\right)^{3} \tag{5.11}
\end{equation*}
$$



FIGURE 5.16: Plot of noise-shaping effect of the delta-sigma modulator comparing the noise power left within the baseband $f_{h}$. The noise (cross-hatched region) of a first-order modulator is much less than the noise before shaping (shaded region). N oise from the second-order shaping is even less.

For a sine wave input, the maximum signal amplitude is $\frac{\Delta}{2}$ and its average power is $\frac{\Delta^{2}}{8}$. This gives a peak signal-to-noise ratio (SNR) as

$$
\begin{equation*}
\frac{S^{2}}{N^{2}}=\frac{9}{16 \pi^{2}}\left(\frac{f_{s}}{f_{b}}\right)^{3} \tag{5.12}
\end{equation*}
$$

We can see that the peak SNR is only a function of the frequency ratio $\frac{f_{s}}{f_{b}}$. The faster the converter is sampled, the higher the resolution can be achieved. The expression in Eq. 5.12 can be transformed into

$$
\begin{equation*}
S N R=10 \log _{10} \frac{S^{2}}{N^{2}}=20 \log _{10}\left(\frac{3}{\sqrt{2} \pi}\right)+9 \log _{2} M(d B), \tag{5.13}
\end{equation*}
$$

where $M$ is an important parameter called theoversampling ratio, defined as the ratio of the sampling frequency over the Nyquist sampling frequency $2 f_{b}$. From this expression, we can see that we can get $9 d B$ of increase in SNR for every doubling of the sampling frequency. This corresponds to 1.5 bits. For example, if $M=128$, we have 11.5 bits more resolution than sampling at the Nyquist rate. This method allows a high resolution A/D conversion by using only a one-bit quantizer.

We can see that higher resolution is achieved by trading off the input signal bandwidth. In order to get 1.5 morebits, the bandwidth has to be cut by a half in this structure. To have a morefavorable resolution and bandwidth trade-off, we can go to higher order delta-sigma converters.

## Higher-Order Single-Stage Converters

In the first-order delta-sigma converter, the noise-shaping function is $H_{n s}(z)=1-z^{-1}$. Higher order converters can allow the noise-shaping function go up to $L$ th power, given as

$$
\begin{equation*}
H_{n s}(z)=\left(1-z^{-1}\right)^{L} \tag{5.14}
\end{equation*}
$$

where $L$ is an integer greater than one. Thus, the magnitude of this noise-shaping function is

$$
\begin{equation*}
\left|H_{n s}(z)\right|=\left|\left(1-z^{-1}\right)^{L}\right|=[2 \sin (\pi f)]^{L} . \tag{5.15}
\end{equation*}
$$

This function is also plotted in Fig. 5.16 for $L=2$. As seen in the figure, more noise from the signal band is blocked than with the first-order function. Integrating Eq. 5.14 over the signal band allows calculation of the SNR of an $L$ th order delta-sigma converter as

$$
\begin{equation*}
\frac{S^{2}}{N^{2}}=\frac{3(2 L+1)}{2^{2 L+2} \cdot \pi^{2 L}} \cdot\left(\frac{f_{s}}{f_{b}}\right)^{2 L+1} \tag{5.16}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
S N R=20 \log _{10}=\left(\frac{\sqrt{3(2 L+1) / 2}}{\pi^{L}}\right)+3(2 L+1) \log _{2} M(d B), \tag{5.17}
\end{equation*}
$$

where $M$ is the oversampling ratio. For every doubling of the sampling frequency, the SNR is increased by $3(2 L+1) d B$, i.e., $L+0.5$ bits more resolution. For example, $L=2$ adds 2.5 bits and


FIGURE 5.17: A plot of the resolution vs. oversampling ratio for different types of delta-sigma converters and Nyquist sampling converter.
$L=3$ adds 3.5 bits of resolution. Therefore, compared to the first-order system, by employing a higher order delta-sigma converter architecture, the same resolution can be achieved with a lower sampling frequency, or a higher input bandwidth can be allowed at the sameresolution with the same sampling frequency. Figure 5.17 shows a plot of Eq. 5.17 comparing resolution vs. oversampling ratio for different order delta-sigma converters.

A second-order delta-sigma converter can be realized as shown in Fig. 5.18 with two integrators. Higher order converters can be similarly constructed. However, when the order of the converter is greater than two, special care must be taken to insure the converter stability [9]. M ore zeroes are introduced in the transfer function of the forward path to suppress the signal swing after the integrators.


FIGURE 5.18: Block diagram of a second order D-S modulator.

Other methods can be used to improve the resolution of the delta-sigma converter. A first-order and a second-order converter can be cascaded to achieve the same performance as a third-order converter, but with better stability over the frequency range [10]. A multi-bit quantizer can also be used to replace the 1-bit quantizer in the architecture presented here [11]. This improves the resolution at the same sampling speed. Interested readers are referred to reference articles.

In an oversampling converter, the digital decimation filter is also an integral part. Only after the decimation filter is the resolution of the converter realized. The design of decimation filters are discussed in other sections of this book and can also befound in the reference article by Candy [12].
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### 6.1 Introduction

Signals are usually classified into four categories. A continuous time signal $x(t)$ has the field of real numbers $\mathbf{R}$ as its domain in that $t$ can assume any real value. If the range of $x(t)$ (values that $x(t)$ can assume) is also $\mathbf{R}$, then $x(t)$ is said to bea continuous time, continuous amplitudesignal. If the range of $x(t)$ is the set of integers $\mathbf{Z}$, then $x(t)$ is said to be a continuous time, discrete amplitude signal. In contrast, a discretetimesignal $x(n)$ has $\mathbf{Z}$ asitsdomain. A discretetime, continuous amplitudesignal has $\mathbf{R}$ as its range. A discrete time, discrete amplitude signal has $\mathbf{Z}$ as its range. Here, the focus is on discrete timesignals. Quantization is the process of approximating any discrete time, continuous amplitude signal into one of a finite set of discrete time, continuous amplitude signals based on a particular distortion or distance measure. This approximation is merely signal compression in that an infinite set of possible signals is converted into a finite set. The next step of encoding maps the finite set of discrete time, continuous amplitude signals into a finite set of discrete time, discrete amplitudesignals.

A signal $x(n)$ is quantized one block at a time in that $p$ (almost always consecutive) samples are taken as a vector $\mathbf{x}$ and approximated by a vector $\mathbf{y}$. The signal or data vectors $\mathbf{x}$ of dimension $p$ (derived from $x(n)$ ) are in the vector space $\mathbf{R}^{p}$ over the field of real numbers $\mathbf{R}$. Vector quantization is achieved by mapping the infinite number of vectors in $\mathbf{R}^{p}$ to a finite set of vectors in $\mathbf{R}^{p}$. There is an inherent compression of the data vectors. This finite set of vectors in $\mathbf{R}^{p}$ is encoded into another finite set of vectors in a vector space of dimension $q$ over a finitefield (a field consisting of a finiteset of numbers). For communication applications, the finite field is the binary field ( 0,1 ). Therefore, the
original vector $\mathbf{x}$ is converted or compressed into a bit stream either for transmission over a channel or for storage purposes. This compression is necessary due to channel bandwidth or storage capacity constraints in a system.

Thepurpose of thischapter isto describethebasic definition and properties of vector quantization, introduce the practical aspects of design and implementation, and relate important issues. Note that two excellent review articles [1, 2] give much insight into the subject. The outline of the article is as follows. The basic concepts are elaborated on in Section 6.2. Design algorithms for scalar and vector quantizers are described in Section 6.3. A design example is also provided. The practical issues are discussed in Section 6.4. The multistage and split manifestations of vector quantizers are described in Section 6.5. In Section 6.6, two applications of vector quantization in speech processing are discussed.

### 6.2 Basic Definitions and Concepts

In this section, we will elaborate on the definitions of a vector and scalar quantizer, discuss some commonly used distance measures, and examine the optimality criteria for quantizer design.

### 6.2.1 Quantizer and Encoder Definitions

A quantizer, $Q$, is mathematically defined as a mapping [3] $Q: \mathbf{R}^{p} \rightarrow C$. This means that the $p$-dimensional vectors in the vector space $\mathbf{R}^{p}$ are mapped into a finite collection $C$ of vectors that are also in $\mathbf{R}^{p}$. This collection $C$ is called the codebook and the number of vectors in the codebook, $N$, is known as the codebook size. The entries of the codebook areknown as codewords or codevectors. If $p=1$, we have a scalar quantizer (SQ). If $p>1$, we have a vector quantizer (VQ).

A quantizer is completely specified by $p, C$ and a set of disjoint regions in $\mathbf{R}^{p}$ which dictate the actual mapping. Suppose $C$ has $N$ entries $\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{N}$. For each codevector, $\mathbf{y}_{i}$, there exists a region, $R_{i}$, such that any input vector $\mathbf{x} \in R_{i}$ gets mapped or quantized to $\mathbf{y}_{i}$. The region $R_{i}$ is called a Voronoi region $[3,4]$ and is defined to be the set of all $\mathbf{x} \in \mathbf{R}^{p}$ that are quantized to $\mathbf{y}_{i}$. The properties of Voronoi regions are as follows:

1. Voronoi regions are convex subsets of $\mathbf{R}^{p}$.
2. $\bigcup_{i=1}^{N} R_{i}=\mathbf{R}^{p}$.
3. $R_{i} \cap R_{j}$ is the null set for $i \neq j$.

It is seen that the quantizer mapping is nonlinear and many to one and hence noninvertible.
Encoding the codevectors $\mathbf{y}_{i}$ is important for communications. Theencoder, $E$, is mathematically defined as a mapping $E: C \rightarrow C_{B}$. Every vector $\mathbf{y}_{i} \in C$ is mapped into a vector $\mathbf{t}_{i} \in C_{B}$ where $\mathbf{t}_{i}$ belongs to a vector space of dimension $q=\left\lceil\log _{2} N\right\rceil$ over the binary field $(0,1)$. The encoder mapping is one to one and invertible. The size of $C_{B}$ is also $N$. As a simple example, suppose $C$ contains four vectors of dimension $p$, namely, $\left(\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right)$. The corresponding mapped vectors in $C_{B}$ are $\mathbf{t}_{1}=\left[\begin{array}{ll}0 & 0\end{array}\right], \mathbf{t}_{2}=\left[\begin{array}{ll}1 & 1\end{array}\right], \mathbf{t}_{3}=\left[\begin{array}{ll}1 & 0\end{array}\right]$ and $\mathbf{t}_{4}=\left[\begin{array}{ll}1 & 1\end{array}\right]$. Thedecoder $D$ described by $D: C_{B} \rightarrow C$ performs the inverse operation of the encoder.

A block diagram of quantization and encoding for communications applications is shown in Fig. 6.1. Given that the final aim is to transmit and reproduce $\mathbf{x}$, the two sources of error are due to quantization and channel. The quantization error is $\mathbf{x}-\mathbf{y}_{i}$ and is heavily dealt with in this article. The channel introduces errors that transform $\mathbf{t}_{i}$ into $\mathbf{t}_{j}$ thereby reproducing $\mathbf{y}_{j}$ instead of $\mathbf{y}_{i}$ after decoding. Channel errors are ignored for the purposes of this article.


FIGURE 6.1: Block diagram of quantization and encoding for communication systems.

### 6.2.2 Distortion Measure

A distortion or distance measure between two vectors $\mathbf{x}=\left[x_{1} x_{2} x_{3} \cdots x_{p}\right]^{T} \in \mathbf{R}^{p}$ and $\mathbf{y}=$ $\left[\begin{array}{lllll}y_{1} & y_{2} & y_{3} & \cdots & y_{p}\end{array}\right]^{T} \in \mathbf{R}^{p}$ where the superscript $T$ denotes transposition is symbolically given by $d(\mathbf{x}, \mathbf{y})$. M ost distortion measures satisfy three properties given by:

1. Positivity: $d(\mathbf{x}, \mathbf{y})$ is a real number greater than or equal to zero with equality if and only

$$
\text { if } \mathbf{x}=\mathbf{y}
$$

2. Symmetry: $d(\mathbf{x}, \mathbf{y})=d(\mathbf{y}, \mathbf{x})$
3. Triangle inequality: $d(\mathbf{x}, \mathbf{z}) \leq d(\mathbf{x}, \mathbf{y})+d(\mathbf{y}, \mathbf{z})$

To qualify as a valid measure for quantizer design, only the property of positivity needs to be satisfied. The choice of a distance measure is dictated by the specific application and computational considerations. We continue by giving some examples of distortion measures.

EXAMPLE 6.1: The $L_{r}$ Distance
The $L_{r}$ distance is given by

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{p}\left|x_{i}-y_{i}\right|^{r} \tag{6.1}
\end{equation*}
$$

This is a computationally simple measure to evaluate. The three properties of positivity, symmetry, and the triangle inequality are satisfied. When $r=2$, the squared Euclidean distance emerges and is very often used in quantizer design. When $r=1$, we get the absolute distance. If $r=\infty$, it can be shown that [2]

$$
\begin{equation*}
\lim _{r \rightarrow \infty} d(\mathbf{x}, \mathbf{y})^{1 / r}=\max _{i}\left|x_{i}-y_{i}\right| \tag{6.2}
\end{equation*}
$$

This is the maximum absolute distance taken over all vector components.

## EXAMPLE 6.2: The Weighted $L_{2}$ Distance

The weighted $L_{2}$ distance is given by:

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=(\mathbf{x}-\mathbf{y})^{T} \mathbf{W}(\mathbf{x}-\mathbf{y}) \tag{6.3}
\end{equation*}
$$

where $\mathbf{W}$ is the matrix of weights. For positivity, $\mathbf{W}$ must be positive-definite. If $\mathbf{W}$ is a constant matrix, the three properties of positivity, symmetry, and the triangle inequality are satisfied. In some applications, W is a function of $\mathbf{x}$. In such cases, only the positivity of $d(\mathbf{x}, \mathbf{y})$ is guaranteed to hold. As a particular case, if $\mathbf{W}$ is the inverse of the covariance matrix of $\mathbf{x}$, we get the $M$ ahalanobis distance [2]. Other examples of weighting matrices will be given when we discuss the applications of quantization.

### 6.2.3 Optimality Criteria

There are two necessary conditions for a quantizer to be optimal [2, 3]. As before, the codebook $C$ has $N$ entries $\mathbf{y}_{1}, \mathbf{y}_{2}, \cdots, \mathbf{y}_{N}$ and each codevector $\mathbf{y}_{i}$ is associated with a Voronoi region $R_{i}$. The first condition known as the nearest neighbor rule states that a quantizer maps any input vector $\mathbf{x}$ to the codevector closest to it. M athematically speaking, $\mathbf{x}$ is mapped to $\mathbf{y}_{i}$ if and only if $d\left(\mathbf{x}, \mathbf{y}_{i}\right) \leq$ $d\left(\mathbf{x}, \mathbf{y}_{j}\right) \forall j \neq i$. This enables us to more precisely define a Voronoi region as:

$$
\begin{equation*}
R_{i}=\left\{\mathbf{x} \in \mathbf{R}^{p}: d\left(\mathbf{x}, \mathbf{y}_{i}\right) \leq d\left(\mathbf{x}, \mathbf{y}_{j}\right) \forall j \neq i\right\} \tag{6.4}
\end{equation*}
$$

The second condition specifies the calculation of the codevector $\mathbf{y}_{i}$ given a Voronoi region $R_{i}$. The codevector $\mathbf{y}_{i}$ is computed to minimize the average distortion in $R_{i}$ which is denoted by $D_{i}$ where:

$$
\begin{equation*}
D_{i}=E\left[d\left(\mathbf{x}, \mathbf{y}_{i}\right) \mid \mathbf{x} \in R_{i}\right] \tag{6.5}
\end{equation*}
$$

### 6.3 Design Algorithms

Quantizer design algorithms are formulated to find the codewords and the Voronoi regions so as to minimize the overall average distortion $D$ given by:

$$
\begin{equation*}
D=E[d(\mathbf{x}, \mathbf{y})] \tag{6.6}
\end{equation*}
$$

If the probability density $p(\mathbf{x})$ of the data $\mathbf{x}$ is known, the average distortion is [2, 3]

$$
\begin{align*}
D & =\int d(\mathbf{x}, \mathbf{y}) p(\mathbf{x}) d \mathbf{x}  \tag{6.7}\\
& =\sum_{i=1}^{N} \int_{R_{i}} d\left(\mathbf{x}, \mathbf{y}_{i}\right) p(\mathbf{x}) d \mathbf{x} \tag{6.8}
\end{align*}
$$

Note that the nearest neighbor rule has been used to get the final expression for $D$. If the probability density is not known, an empirical estimate is obtained by computing many sampled data vectors. This is called training data, or a training set, and is denoted by $T=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \cdots \mathbf{x}_{M}\right\}$ where $M$ is the number of vectors in the training set. In this case, the average distortion is

$$
\begin{align*}
D & =\frac{1}{M} \sum_{k=1}^{M} d\left(\mathbf{x}_{k}, \mathbf{y}\right)  \tag{6.9}\\
& =\frac{1}{M} \sum_{i=1}^{N} \sum_{\mathbf{x}_{k} \in R_{i}} d\left(\mathbf{x}_{k}, \mathbf{y}_{i}\right) \tag{6.10}
\end{align*}
$$

Again, the nearest neighbor rule has been used to get the final expression for $D$.

### 6.3.1 Lloyd-Max Quantizers

The Lloyd-M ax method is used to design scalar quantizers and assumes that the probability density of the scalar data $p(x)$ is known [5, 6]. Let the codewords be denoted by $y_{1}, y_{2}, \cdots, y_{N}$. For each codeword $y_{i}$, the Voronoi region is a continuous interval $R_{i}=\left(v_{i}, v_{i+1}\right]$. Note that $v_{1}=-\infty$ and $v_{N+1}=\infty$. The average distortion is

$$
\begin{equation*}
D=\sum_{i=1}^{N} \int_{v_{i}}^{v_{i+1}} d\left(x, y_{i}\right) p(x) d x \tag{6.11}
\end{equation*}
$$

Setting the partial derivatives of $D$ with respect to $v_{i}$ and $y_{i}$ to zero gives theoptimal Voronoi regions and codewords.

In the particular case when $d\left(x, y_{i}\right)=\left(x-y_{i}\right)^{2}$, it can be shown that [5] the optimal solution is

$$
\begin{equation*}
v_{i}=\frac{y_{i}+y_{i+1}}{2} \tag{6.12}
\end{equation*}
$$

for $2 \leq i \leq N$ and

$$
\begin{equation*}
y_{i}=\frac{\int_{v_{i}}^{v_{i+1}} x p(x) d x}{\int_{v_{i}}^{v_{i+1}} p(x) d x} \tag{6.13}
\end{equation*}
$$

for $1 \leq i \leq N$. The overall iterative algorithm is

1. Start with an initial codebook and compute the resulting average distortion.
2. Solvefor $v_{i}$.
3. Solve for $y_{i}$.
4. Compute the resulting average distortion.
5. If the average distortion decreases by a small amount that is less than a given threshold, the design terminates. Otherwise, go back to Step 2.

Theextension of the Lloyd-M ax al gorithm for designing vector quantizers has been considered [7]. One practical difficulty is whether the multidimensional probability density function $p(\mathbf{x})$ is known or must beestimated. Even if this is circumvented, finding themultidimensional shape of the convex Voronoi regions is extremely difficult and practically impossible for dimensions greater than 5 [7]. Therefore, the Lloyd-M ax approach cannot be extended to multidimensions and methods have been configured to design a VQ from training data. We will now elaborate on one such algorithm.

### 6.3.2 Linde-Buzo-Gray Algorithm

The input to the Linde-Buzo-Gray (LBG) algorithm [7] is a training set $T=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \cdots \mathbf{x}_{M}\right\} \in$ $\mathbf{R}^{p}$ having $M$ vectors, a distance measure $d(\mathbf{x}, \mathbf{y})$, and the desired size of the codebook $N$. From these inputs, the codewords $\mathbf{y}_{i}$ are iteratively calculated. The probability density $p(\mathbf{x})$ is not explicitly considered and the training set serves as an empirical estimate of $p(\mathbf{x})$. The Voronoi regions arenow expressed as:

$$
\begin{equation*}
R_{i}=\left\{\mathbf{x}_{k} \in T: d\left(\mathbf{x}_{k}, \mathbf{y}_{i}\right) \leq d\left(\mathbf{x}_{k}, \mathbf{y}_{j}\right) \forall j \neq i\right\} \tag{6.14}
\end{equation*}
$$

Oncethe vectors in $R_{i}$ are known, the corresponding codevector $\mathbf{y}_{i}$ is found to minimize the average distortion in $R_{i}$ as given by

$$
\begin{equation*}
D_{i}=\frac{1}{M_{i}} \sum_{\mathbf{x}_{k} \in R_{i}} d\left(\mathbf{x}_{k}, \mathbf{y}_{i}\right) \tag{6.15}
\end{equation*}
$$

where $M_{i}$ is the number of vectors in $R_{i}$. In terms of $D_{i}$, the overall average distortion $D$ is

$$
\begin{equation*}
D=\sum_{i=1}^{N} \frac{M_{i}}{M} D_{i} \tag{6.16}
\end{equation*}
$$

Explicit expressions for $\mathbf{y}_{i}$ depend on $d\left(\mathbf{x}, \mathbf{y}_{i}\right)$ and two examples aregiven. For the $L_{1}$ distance,

$$
\begin{equation*}
\mathbf{y}_{i}=\text { median }\left[\mathbf{x}_{k} \in R_{i}\right] \tag{6.17}
\end{equation*}
$$

For the weighted $L_{2}$ distance in which the matrix of weights $\mathbf{W}$ is constant,

$$
\begin{equation*}
\mathbf{y}_{i}=\frac{1}{M_{i}} \sum_{\mathbf{x}_{k} \in R_{i}} \mathbf{x}_{k} \tag{6.18}
\end{equation*}
$$

which is merely the average of the training vectors in $R_{i}$. Theoverall methodology to get a codebook of size $N$ is

1. Start with an initial codebook and compute the resulting average distortion.
2. Find $R_{i}$.
3. Solve for $\mathbf{y}_{i}$.
4. Compute the resulting average distortion.
5. If the average distortion decreases by a small amount that is less than a given threshold, the design terminates. Otherwise, go back to Step 2.

If $N$ is a power of 2 (necessary for coding), a growing algorithm starting with a codebook of size 1 is formulated as follows:

1. Find codebook of size 1 .
2. Find initial codebook of double the size by doing a binary split of each codevector. For a binary split, one codevector is split into two by small perturbations.
3. Invoke the methodology presented earlier of iteratively finding the Voronoi regions and codevectors to get the optimal codebook.
4. If the codebook of the desired size is obtained, the design stops. Otherwise, go back to Step 2 in which the codebook size is doubled.

Note that with the growing algorithm, a locally optimal codebook is obtained. Also, scalar quantizer design can also be performed.

Here, we present a numerical example in which $p=2, M=4, N=2, T=\left\{\mathbf{x}_{1}=[00], \mathbf{x}_{2}=\right.$ [01], $\left.\mathbf{x}_{3}=[10], \mathbf{x}_{4}=[11]\right\}$, and $d(\mathbf{x}, \mathbf{y})=(\mathbf{x}-\mathbf{y})^{T}(\mathbf{x}-\mathbf{y})$. Thecodebook of sizelis $\mathbf{y}_{1}=[0.50 .5]$. We will invoketheLBG algorithm twice, each time using a different binary split. For thefirst run:

1. Binary split: $\mathbf{y}_{1}=\left[\begin{array}{ll}0.51 & 0.5\end{array}\right]$ and $\mathbf{y}_{2}=\left[\begin{array}{ll}0.49 & 0.5\end{array}\right]$.
2. Iteration 1
(a) $R_{1}=\left\{\mathbf{x}_{3}, \mathbf{x}_{4}\right\}$ and $R_{2}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$.
(b) $\mathbf{y}_{1}=\left[\begin{array}{ll}10.5\end{array}\right]$ and $\mathbf{y}_{2}=\left[\begin{array}{ll}0 & 0.5\end{array}\right]$.
(c) Average distortion: $D=0.25\left[(0.5)^{2}+(0.5)^{2}+(0.5)^{2}+(0.5)^{2}\right]=0.25$.
3. Iteration 2
(a) $R_{1}=\left\{\mathbf{x}_{3}, \mathbf{x}_{4}\right\}$ and $R_{2}=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}\right\}$.
(b) $\mathbf{y}_{1}=\left[\begin{array}{ll}1 & 0.5\end{array}\right]$ and $\mathbf{y}_{2}=\left[\begin{array}{ll}0 & 0.5\end{array}\right]$.
(c) Average distortion: $D=0.25\left[(0.5)^{2}+(0.5)^{2}+(0.5)^{2}+(0.5)^{2}\right]=0.25$.
4. No change in average distortion, the design terminates.

For the second run:

1. Binary split: $\mathbf{y}_{1}=\left[\begin{array}{ll}0.5 & 0.51\end{array}\right]$ and $\mathbf{y}_{2}=\left[\begin{array}{ll}0.5 & 0.49\end{array}\right]$.
2. Iteration 1
(a) $R_{1}=\left\{\mathbf{x}_{2}, \mathbf{x}_{4}\right\}$ and $R_{2}=\left\{\mathbf{x}_{1}, \mathbf{x}_{3}\right\}$.
(b) $\mathbf{y}_{1}=\left[\begin{array}{ll}0.5 & 1\end{array}\right]$ and $\mathbf{y}_{2}=[0.50]$.
(c) Average distortion: $D=0.25\left[(0.5)^{2}+(0.5)^{2}+(0.5)^{2}+(0.5)^{2}\right]=0.25$.
3. Iteration 2
(a) $R_{1}=\left\{\mathbf{x}_{2}, \mathbf{x}_{4}\right\}$ and $R_{2}=\left\{\mathbf{x}_{1}, \mathbf{x}_{3}\right\}$.
(b) $\mathbf{y}_{1}=\left[\begin{array}{ll}0.51\end{array}\right]$ and $\mathbf{y}_{2}=\left[\begin{array}{ll}0.5 & 0\end{array}\right]$.
(c) Average distortion: $D=0.25\left[(0.5)^{2}+(0.5)^{2}+(0.5)^{2}+(0.5)^{2}\right]=0.25$.
4. No change in average distortion, the design terminates.

Thetwo codebooks are equally good locally optimal solutions that yield the same average distortion. The initial condition as determined by the binary split influences the final solution.

### 6.4 Practical Issues

When using quantizers in a real environment, there aremany practical issues that must beconsidered to maketheoperation feasible. First weenumeratethepractical issues and then discussthem in more detail. Note that the issues listed below are interrelated.

1. Parameter set
2. Distortion measure
3. Dimension
4. Codebook storage
5. Search complexity
6. Quantizer type
7. Robustness to different inputs
8. Gathering of training data

A parameter set and distortion measure arejointly configured to represent and compress information in a meaningful manner that is highly relevant to the particular application. This concept isbest illustrated with an example. Consider linear predictive (LP) analysis [8] of speech that is performed by the autocorrelation method. The resulting minimum phase nonrecursive filter

$$
\begin{equation*}
A(z)=1-\sum_{k=1}^{p} a_{k} z^{-k} \tag{6.19}
\end{equation*}
$$

removesthenear-sampleredundanciesin thespeech. Thefilter $1 / A(z)$ describesthespectral envelope of thespeech. Theinformation regardingthespectral envelopeascontained in theLP filter coefficients $a_{k}$ must be compressed (quantized) and coded for transmission. This is done in predictive speech coders [9]. There are other parameter sets that have a one-to-one correspondence to the set $a_{k}$. An equivalent parameter set that can beinterpreted in terms of the spectral envelope is desired. Theline spectral frequencies (LSFs) [10, 11] have been found to be the most useful.

The distortion measure is significant for meaningful quantization of the information and must be mathematically tractable. Continuing the above example, the LSFs must be quantized such that the spectral distortion between the spectral envelopes they represent is minimized. Mathematical tractability implies that the computation involved for (1) finding the codevectors given the Voronoi regions (as part of the design procedure) and (2) quantizing an input vector with the least distortion given a codebook is small. The $L_{1}, L_{2}$, and weighted $L_{2}$ distortions are mathematically feasible. For quantizing LSFs, the $L_{2}$ and weighted $L_{2}$ distortions are often used [12, 13, 14]. M ore details on LSF quantization will be provided in a forthcoming section on applications. At this point, a
general description is provided just to illustrate the issues of selecting a parameter set and a distortion measure.

The issues of dimension, codebook storage, and search complexity are all related to computational considerations. A higher dimension leads to an increase in the memory requirement for storing the codebook and in the number of arithmetic operations for quantizing a vector given a codebook (search complexity). Thedimension isalso very important in capturing theessenceof theinformation to be quantized. For example, if speech is sampled at 8 kHz , the spectral envelope consists of 3 to 4 formants (vocal tract resonances) which must be adequately captured. By using LSFs, a dimension of 10 to 12 suffices for capturing the formant information. Although a higher dimension leads to a better description of the fine details of the spectral envelope, this detail is not crucial for speech coders. M oreover, this higher dimension imposes more of a computational burden. The codebook storage requirement depends on the codebook size $N$. Obviously, a smaller value of $N$ imposes less of a memory requirement. Also for coding, the number of bits to be transmitted should be minimized, thereby diminishing the memory requirement. The search complexity is directly related to the codebook size and dimension. H owever, it is also influenced by thetype of distortion measure.

Thetypeof quantizer (scalar or vector) is dictated by computational considerations and therobustness issue (discussed later). Consider the case when a total of 12 bits are used for quantization, the dimension is 6 , and the $L_{2}$ distance measure is utilized. For aVQ, thereis one codebook consisting of $2^{12}=4096$ codevectors each having 6 components. A total of $4096 \times 6=24576$ numbers need to be stored. Computing the $L_{2}$ distance between an input vector and one codevector requires 6 multiplications and 11 additions. Therefore, searching the entire codebook requires $6 \times 4096=24576$ multiplications and $11 \times 4096=45056$ additions. For an SQ, there are six codebooks, one for each dimension. Each codebook requires 2 bits or $2^{2}=4$ codewords. The overall codebook size is $4 \times 6=24$. Hence, a total of 24 numbers needs to be stored. Consider the first component of an input vector. Four multiplications and four additions are required to find the best codeword. Hence, for all 6 components, 24 multiplications and 24 additions are needed to complete the search. The storage and search complexity are always much less for an SQ.

Thequantizer type is also closely related to the robustness issue. A quantizer is said to be robust to different test input vectors if it can maintain the same performance for a large variety of inputs. The performance of a quantizer is measured as the average distortion resulting from the quantization of a set of test inputs. A VQ takes advantage of the multidimensional probability density of the data as empirically estimated by thetraining set. An SQ does not consider the correlations among the vector components as a separate design is performed for each component based on the probability density of that component. For test data having a similar density to the training data, a VQ will outperform an SQ given the same overall codebook size. H owever, for test data having a density that is different from that of the training data, an SQ will outperform a VQ given the same overall codebook size. This is because an SQ can accomplish a better coverage of a multidimensional space. Consider the example in Fig. 6.2. The vector space is of two dimensions $(p=2)$. The component $x_{1}$ lies in the range 0 to $x_{1}$ (max) and $x_{2}$ lies between 0 and $x_{2}(\max )$. The multidimensional probability density function (pdf) $p\left(x_{1}, x_{2}\right)$ is shown as the region ABCD in Fig. 6.2. The training data will represent this pdf and can be used to design a vector and scalar quantizer of the same overall codebook size. The VQ will perform better for test data vectors in the region ABCD. Due to the individual ranges of the values of $x_{1}$ and $x_{2}$, the SQ will cover the larger space OKLM. Therefore, the SQ will perform better for test data vectors in OKLM but outside ABCD. An SQ is more robust in that it performs better for data with a density different from that of the training set. However, a VQ is preferable if the test data is known to have a density that resembles that of the training set.

In practice, the true multidimensional pdf of the data is not known as the data may emanate from many different conditions. For example, LSFs are obtained from speech material derived from many environmental conditions (like different telephones and noise backgrounds). Although getting a training set that is representative of all possible conditions gives the best estimate of the


FIGURE 6.2: Example of a multidimensional probability density for explanation of the robustness issue.
multidimensional pdf, it is impossible to configure such a set in practice. A versatile training set contributes to the robustness of the VQ but increases the time needed to accomplish the design.

### 6.5 Specific Manifestations

Thusfar, wehaveconsidered theimplementation of aVQ as beingaone-step quantization of $\mathbf{x}$. This is known asfull VQ and is definitely theoptimal way to do quantization. However, in applications such as LSF coding, quantizers between 25 and 30 bits are used. This leads to a prohibitive codebook size and search complexity. Two suboptimal approaches are now described that use multiple codebooks to alleviate the memory and search complexity requirements.

### 6.5.1 Multistage VQ

In multistage VQ consisting of $R$ stages [3], there are $R$ quantizers, $Q_{1}, Q_{2}, \cdots, Q_{R}$. The corresponding codebooks are denoted as $C_{1}, C_{2}, \cdots, C_{R}$. The sizes of these codebooks are $N_{1}, N_{2}, \cdots, N_{R}$. The overall codebook size is $N=N_{1}+N_{2}+\cdots+N_{R}$. The entries of the $i$ th codebook $C_{i}$ are $\mathbf{y}_{1}^{(i)}, \mathbf{y}_{2}^{(i)}, \cdots, \mathbf{y}_{N_{i}}^{(i)}$. Figure 6.3 shows a block diagram of the entire system.


FIGURE 6.3: Multistage vector quantization.

The procedure for multistage VQ is as follows. The input $\mathbf{x}$ is first quantized by $Q_{1}$ to $\mathbf{y}_{k}^{(1)}$. The quantization error is $\mathbf{e}_{1}=\mathbf{x}-\mathbf{y}_{k}^{(1)}$, which is in turn quantized by $Q_{2}$ to $\mathbf{y}_{k}^{(2)}$. The quantization error at the second stage is $\mathbf{e}_{2}=\mathbf{e}_{1}-\mathbf{y}_{k}^{(2)}$. This error is quantized at the third stage. The process repeats and at the $R$ th stage, $\mathbf{e}_{R-1}$ is quantized by $Q_{R}$ to $\mathbf{y}_{k}^{(R)}$ such that the quantization error is $\mathbf{e}_{R}$. The original vector $\mathbf{x}$ is quantized to $\mathbf{y}=\mathbf{y}_{k}^{(1)}+\mathbf{y}_{k}^{(2)}+\cdots+\mathbf{y}_{k}^{(R)}$. The overall quantization error is $\mathbf{x}-\mathbf{y}=\mathbf{e}_{R}$.

The reduction in the memory requirement and search complexity is best illustrated by a simple example. A full VQ of 30 bits will have onecodebook of $2^{30}$ codevectors (cannot be used in practice). An equivalent multistage VQ of $R=3$ stages will have three 10 -bit codebooks $C_{1}, C_{2}$, and $C_{3}$. The total number of codevectors to be stored is $3 \times 2^{10}$, which is practically feasible. It follows that the search complexity is also drastically reduced over that of a full VQ.

The simplest way to train a multistage VQ is to perform sequential training of the codebooks. We start with a training set $T=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \cdots \mathbf{x}_{M}\right\} \in \mathbf{R}^{p}$ to get $C_{1}$. The entire set $T$ is quantized by $Q_{1}$ to get a training set for the next stage. The codebook $C_{2}$ is designed from this new training set. This procedure is repeated so that all the $R$ codebooks are designed. A joint design procedure for multistage VQ has been recently developed in [15] but is outside the scope of this article.

### 6.5.2 Split VQ

In split VQ [3], $\mathbf{x}=\left[\begin{array}{lllll}x_{1} & x_{2} & x_{3} & \cdots & x_{p}\end{array}\right]^{T} \in \mathbf{R}^{p}$ is split or partitioned into $R$ subvectors of smaller dimension as $\mathbf{x}=\left[\mathbf{x}^{(1)} \mathbf{x}^{(2)} \mathbf{x}^{(3)} \cdots \mathbf{x}^{(R)}\right]^{T}$. The $i$ th subvector $\mathbf{x}^{(i)}$ has dimension $d_{i}$. Therefore, $p=d_{1}+d_{2}+\cdots+d_{R}$. Specifically,

$$
\left.\begin{array}{rl}
\mathbf{x}^{(1)} & =\left[x_{1} x_{2} \cdots x_{d_{1}}\right.
\end{array}\right]^{T} .
$$

and so forth.
There are $R$ quantizers, one for each subvector. The subvectors $\mathbf{x}^{(i)}$ are individually quantized to $\mathbf{y}_{k}^{(i)}$ so that the full vector $\mathbf{x}$ is quantized to $\mathbf{y}=\left[\mathbf{y}_{k}^{(1)} \mathbf{y}_{k}^{(2)} \mathbf{y}_{k}^{(3)} \cdots \mathbf{y}_{k}^{(R)}\right]^{T} \in \mathbf{R}^{p}$. The quantizers are designed using the appropriate subvectors in the training set $T$. The extreme case of a split VQ is when $R=p$. Then, $d_{1}=d_{2}=\cdots=d_{p}=1$ and we get a scalar quantizer.

The reduction in the memory requirement and search complexity is again illustrated by a similar example as for multistage VQ. Suppose the dimension $p=10$. A full VQ of 30 bits will have one codebook of $2^{30}$ codevectors. An equivalent split VQ of $R=3$ splits uses subvectors of dimensions $d_{1}=3, d_{2}=3$, and $d_{3}=4$. For each subvector, there will be a 10 -bit codebook having $2^{10}$ codevectors.

Finally, note that split VQ is feasible if the distortion measure is separable in that

$$
\begin{equation*}
d(\mathbf{x}, \mathbf{y})=\sum_{i=1}^{R} d\left(\mathbf{x}^{(i)}, \mathbf{y}_{k}^{(i)}\right) \tag{6.23}
\end{equation*}
$$

This property is true for the $L_{r}$ distance and for the weighted $L_{2}$ distance if the matrix of weights $\mathbf{W}$ is diagonal.

### 6.6 Applications

In this article, two applications of quantization are discussed. One is in the area of speech coding and the other is in speaker identification. Both arebased on LP analysis of speech [8] as performed by the autocorrelation method. As mentioned earlier, the predictor coefficients, $a_{k}$, describe a minimum phasenonrecursiveLP filter $A(z)$ as given by Eq. (6.19). Werecall that the filter $1 / A(z)$ describes the spectral envelope of the speech, which in turn gives information about the formants.

### 6.6.1 Predictive Speech Coding

In predictive speech coders, the predictor coefficients (or a transformation thereof) must be quantized. The main aim is to preserve the spectral envelope as described by $1 / A(z)$ and, in particular, preserve the formants. The coefficients $a_{k}$ are transformed into an LSF vector $\mathbf{f}$. The LSFs are more clearly related to the spectral envelope in that (1) the spectral sensitivity is local to a change in a particular frequency and (2) the closeness of two adjacent LSFs indicates a formant.

Ideally, LSFs should be quantized to minimize the spectral distortion (SD) given by

$$
\begin{equation*}
\mathrm{SD}=\sqrt{\frac{1}{B} \int_{R}\left[10 \log \left(\left|A_{q}\left(e^{j 2 \pi f}\right)\right|^{2} /\left|A\left(e^{j 2 \pi f}\right)\right|^{2}\right)\right]^{2} d f} \tag{6.24}
\end{equation*}
$$

where $A($.$) refers to the original LP filter, A_{q}($.$) refers to thequantized LP filter, B$ is thebandwidth of interest, and $R$ is the frequency range of interest. The SD is not a mathematically tractable measure and is also not separable if split VQ is to be used. A weighted $L_{2}$ measure is used in which $\mathbf{W}$ is diagonal and the $i$ th diagonal element is $w(i)$ is given by [14]:

$$
\begin{equation*}
w(i)=\frac{1}{f_{i}-f_{i-1}}+\frac{1}{f_{i+1}-f_{i}} \tag{6.25}
\end{equation*}
$$

wheref $=\left[f_{1} f_{2} f_{3} \cdots f_{p}\right]^{T} \in \mathbf{R}^{p}, f_{0}$ istaken to bezero, and $f_{p+1}$ istaken to bethehighest digital frequency ( $\pi$ or 0.5 if normalized). Regarding this distance measure, note the following:

1. The LSFs are ordered $\left(f_{i+1}>f_{i}\right)$ if and only if the LP filter $A(z)$ is minimum phase. This guarantees that $w(i)>0$.
2. The weight $w(i)$ is high if two adjacent LSFs are close to each other. Therefore, more weight is given to regions in the spectrum having formants.
3. The weights are dependent on the input vector $\mathbf{f}$. This makes the computation of the codevectors using the LBG algorithm different from the case when the weights are constant. However, for finding the codevector given a Voronoi region, the average of the training vectors in the region is taken so that the ordering property is preserved.
4. M athematical tractability and separability of the distance measure are obvious.

A quantizer can be designed from a training set of LSFs using the weighted $L_{2}$ distance. Consider LSFs obtained from speech that is lowpass filtered to 3400 Hz and sampled at 8 kHz . If there are additional highpass or bandpass filtering effects, some of the LSFs tend to migrate[16]. Therefore, a VQ trained solely on onefiltering condition will not berobust to test data derived from other filtering conditions [16]. The solution in [16] to robustize a VQ is to configure a training set consisting of two main components. First, LSFs from different filtering conditions are gathered to provide a reasonable empirical estimate of the multidimensional pdf. Second, a uniformly distributed set of vectors provides for coverage of the multidimensional space (similar to what is accomplished by an SQ). Finally, multistage or split LSF quantizers are used for practical feasi bility [13, 15, 16].

### 6.6.2 Speaker Identification

Speaker recognition is the task of identifying a speaker by his or her voice. Systems performing speaker recognition operate in different modes. A closed set mode is the situation of identifying a particular speaker as one in a finite set of reference speakers [17]. In an open set system, a speaker is either identified as belonging to a finite set or is deemed not to be a member of the set [17]. For speaker verification, the claim of a speaker to be one in a finite set is either accepted or rejected [18]. Speaker recognition can either be done as a text-dependent or text-independent task. Thedifference is that in the former case, the speaker is constrained as to what must be said, while in the latter case no constraints are imposed. In this article, we focus on the closed set, text-independent mode. The overall system will have three components, namely, (1) LP analysis for parameterizing the spectral envelope, (2) feature extraction for ensuring speaker discrimination, and (3) classifier for making a decision. The input to thesystem will be a speech signal. Theoutput will bea decision regarding the identity of the speaker.

After LP analysis of speech is carried out, the LP predictor coefficients, $a_{k}$, are converted into the LP cepstrum. The cepstrum is a popular feature as it provides for good speaker discrimination. Also, the cepstrum lends itself to the $L_{2}$ or weighted $L_{2}$ distance that is simple and yet reflective of the log spectral distortion between two LP filters [19]. To achieve good speaker discrimination, theformants must be captured. Hence, a dimension of 12 is usually used.

The cepstrum is used to develop aVQ classifier [20] as shown in Fig. 6.4. For each speaker enrolled in the system, a training set is established from utterances spoken by that speaker. From the training


FIGURE 6.4: A VQ based classifier for speaker identification.
set, aVQ codebook is designed that serves as a speaker model. TheVQ codebook represents a portion of the multidimensional space that is characteristic of the feature or cepstral vectors for a particular speaker. Good discrimination is achieved if the codebooks show little or no overlap as illustrated in Fig. 6.5 for the case of three speakers. Usually, a small codebook size of 64 or 128 codevectors is sufficient [21]. Even if there are 50 speakers enrolled, the memory requirement is feasible for real-time applications. An SQ is of no use because the correlations among the vector components are crucial for speaker discrimination. For the same reason, multistage or split VQ is also of no use. M oreover, full VQ can easily beused given therelatively smaller codebook size as compared to coding.


FIGURE 6.5: VQ codebooks for three speakers.

Given a random speech utterance, the testing procedurefor identifying a speaker is as follows (see Fig. 6.4). First, the $S$ test feature (cepstrum) vectors are computed. Consider the first vector. It is quantized by the codebook for speaker 1 and the resulting minimum $L_{2}$ or weighted $L_{2}$ distance is recorded. This quantization is done for all $S$ vectors and the resulting minimum distances are accumulated (added up) to get an overall score for speaker 1. In this manner, an overall score is computed for all the speakers. The identified speaker is the one with the least overall score. Note that with the small codebook sizes, the search complexity is practically feasible. In fact, the overall score for the different speakers can be obtained in parallel. The performance measure for a speaker identification system is the identification success rate, which is the number of test utterances for which the speaker is identified correctly divided by the total number of test utterances.

The robustness issue is of great significance and emerges when the cepstral vectors derived from certain test speech material have not been considered in the training phase. This phenomenon of a full VQ not being robust to a variety of test inputs has been mentioned earlier and has been encountered in our discussion on LSF coding. The use of different training and testing conditions degrades performance since the components of the cepstrum vectors (such as LSFs) tend to migrate. UnlikeLSF coding, appendingthetrainingset with a uniformly distributed set of vectorsto accomplish coverage of a largespace will not work asthere will be much overlap among the codebooks of different speakers. The focus of the research is to develop more robust features that show little variation as the speech material changes [22, 23].

### 6.7 Summary

This article has presented a tutorial description of quantization. Starting from the basic definition and properties of vector and scalar quantization, design algorithms are described. M any practical aspects of design and implementation (such as distortion measure, memory, search complexity, and robustness) are discussed. These practical aspects are interrelated. Two important applications of vector quantization in speech processing are discussed in which these practical aspects play an important role.
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THE FIELD OF DIGITAL SIGNAL PROCESSIN G grew rapidly and achieved itscurrent prominence primarily through the discovery of efficient algorithms for computing various transforms (mainly the Fourier transforms) in the 1970s. In addition to fast Fourier transforms (FFTs), discrete cosine transforms (DCTs) have also gained importance owing to their performance being very close to the statistically optimum Karhunen Loeve transform.

Transforms, convolutions, and matrix-vector operations form the basic tools utilized by the signal processing community, and thissection reviews and presentsthestateof art in theseareas of increasing importance.

The chapter by Duhamel and Vetterli, "Fast Fourier Transforms: A Tutorial Review and a State of the Art", presents a thorough discussion of this important transform. Selesnick and Burrus present
an excellent survey of filtering and convolution techniques in the chapter "Fast Convolution and Filtering".

One approach to understanding the time and space complexities of signal processing algorithms is through the use of quantitative complexity theory, and Feig's "Complexity Theory of Transforms in Signal Processing" applies quantitative measures to the computation of transforms. Finally, Yagle presents a comprehensive discussion of matrix computations in signal processing in "Fast M atrix Computations".
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The publication of the Cooley-Tukey fast Fourier transform (FFT) algorithm in 1965 has opened a new area in digital signal processing by reducing theorder of complexity of

[^9]some crucial computational tasks such as Fourier transform and convolution from $N^{2}$ to $N \log _{2} N$, where $N$ is the problem size. The development of the major algorithms (Cooley-Tukey and split-radix FFT, prime factor algorithm and Winograd fast Fourier transform) is reviewed. Then, an attempt is made to indicate the state of the art on the subject, showing the standing of research, open problems, and implementations.

### 7.1 Introduction

Linear filtering and Fourier transforms are among the most fundamental operations in digital signal processing. H owever, their wide use makestheir computational requirements a heavy burden in most applications. Direct computation of both convolution and discreteFourier transform (DFT) requires on theorder of $N^{2}$ operations where $N$ isthefilter length or the transform size. Thebreakthrough of theCooley-Tukey FFT comesfrom thefact that it brings the complexity down to an order of $N \log _{2} N$ operations. Because of the convolution property of the DFT, this result applies to the convolution as well. Therefore, fast Fourier transform algorithms have played a key role in the widespread use of digital signal processing in a variety of applications such as telecommunications, medical electronics, seismic processing, radar or radio astronomy to name but a few.

Among the numerous further developments that followed Cooley and Tukey's original contribution, the fast Fourier transform introduced in 1976 by Winograd [54] stands out for achieving a new theoretical reduction in the order of the multiplicative complexity. Interestingly, theWinograd algorithm uses convolutionsto computeDFTs, an approach which is just theconverseof the conventional method of computing convolutions by means of DFTs. What might look like a paradox at first sight actually shows the deep interrelationship that exists between convolutions and Fourier transforms.

Recently, theCooley-Tukey typealgorithmshaveemerged again, not only becauseimplementations of the Winograd algorithm have been disappointing, but also due to some recent developments leading to the so-called split-radix algorithm [27]. Attractive features of this algorithm are both its low arithmetic complexity and its relatively simple structure.

Both the introduction of digital signal processors and the availability of large scale integration has influenced algorithm design. While in the sixties and early seventies, multiplication counts alone were taken into account, it is now understood that the number of addition and memory accesses in software and the communication costs in hardware are at least as important.

The purpose of this chapter is first to look back at 20 years of developments since the CooleyTukey paper. Among the abundance of literature (a bibliography of more than 2500 titles has been published [33]), we will try to highlight only the key ideas. Then, we will attempt to describe the state of the art on the subject. It seems to be an appropriate time to do so, since on the one hand, the algorithms have now reached a certain maturity, and on the other hand, theoretical results on complexity allow us to evaluate how far we are from optimum solutions. Furthermore, on some issues, open questions will be indicated.

Let us point out that in this chapter we shall concentrate strictly on the computation of the discrete Fourier transform, and not discuss applications. However, the tools that will be developed may be useful in other cases. For example, the polynomial products explained in Section 7.5.1 can immediately be applied to the derivation of fast running FIR algorithms [73, 81].

The chapter is organized as follows.
Section 7.2 presentsthehistory of theideas on fast Fourier transforms, from Gauss to thesplitradix algorithm.

Section 7.3 shows the basic techniquethat underlies all algorithms, namely the divide and conquer approach, showing that it always improves the performance of a Fourier transform algorithm.

Section 7.4 considers Fourier transforms with twiddlefactors, that is, theclassic Cooley-Tukey type schemes and the split-radix algorithm. These twiddle factors are unavoidable when the transform
length is composite with non-coprimefactors. When thefactors are coprime, the divide and conquer scheme can be made such that twiddle factors do not appear.

This is the basis of Section 7.5, which then presents Rader's algorithm for Fourier transforms of prime lengths, and Winograd's method for computing convolutions. With these results established, Section 7.5 proceeds to describe both the prime factor algorithm (PFA) and the Winograd Fourier transform (WFTA).

Section 7.6 presents a comprehensive and critical survey of thebody of algorithms introduced thus far, then shows the theoretical limits of the complexity of Fourier transforms, thus indicating the gaps that are left between theory and practical algorithms.

Structural issues of various FFT algorithms are discussed in Section 7.7.
Section 7.8 treats some other cases of interest, like transforms on special sequences (real or symmetric) and related transforms, while Section 7.9 is specifically devoted to the treatment of multidimensional transforms.

Finally, Section 7.10 outlines some of the important issues of implementations. Considerationson software for general purpose computers, digital signal processors, and vector processors are made. Then, hardware implementations are addressed. Some of the open questions when implementing FFT algorithms are indicated.

The presentation we have chosen here is constructive, with the aim of motivating the "tricks" that are used. Sometimes, a shorter but "plug-in" like presentation could have been chosen, but we avoided it because we desired to insist on the mechanisms underlying all these algorithms. We have also chosen to avoid the use of some mathematical tools, such astensor products (that are very useful when deriving some of the FFT algorithms) in order to be more widely readable.

Note that concerning arithmetic complexities, all sections will refer to synthetic tables giving the computational complexities of the various algorithms for which software is available. In a few cases, slightly better figures can be obtained, and this will be indicated.

For more convenience, thereferences are separated between books and papers, thelatter being further classified corresponding to subject matters(1-D FFT algorithms, related ones, multidimensional transforms and implementations).

### 7.2 A Historical Perspective

The development of the fast Fourier transform will be surveyed below because, on the one hand, its history abounds in interesting events, and on the other hand, the important steps correspond to parts of algorithms that will be detailed later.

A first subsection describes the pre-Cooley-Tukey area, recalling that algorithms can get lost by lack of use, or, more precisely, when they come too early to be of immediate practical use. Thedevelopments following the Cooley-Tukey algorithm are then described up to the most recent solutions. Another subsection is concerned with the steps that lead to the Winograd and to the prime factor algorithm, and finally, an attempt is made to briefly describe the current state of the art.

### 7.2.1 From Gauss to the Cooley-Tukey FFT

While the publication of a fast algorithm for the DFT by Cooley and Tukey [25] in 1965 is certainly a turning point in the literatureon the subject, the divide and conquer approach itself dates back to Gauss as noted in a well-documented analysis by Heideman et al. [34]. Nevertheless, Gauss's work on FFTs in the early 19th century (around 1805) remained largely unnoticed because it was only published in Latin and this after his death.

Gauss used thedivideand conquer approach in thesameway as Cooley and Tukey havepublished it later in order to evaluatetrigonometric series, but his work predates even Fourier's work on harmonic
analysis (1807)! Note that his algorithm is quite general, since it is explained for transforms on sequences with lengths equal to any composite integer.

During the 19th century, efficient methods for evaluating Fourier series appeared independently at least three times [33], but were restricted on lengths and number of resulting points. In 1903, Runge derived an algorithm for lengths equal to powers of 2 which was generalized to powers of 3 as well and used in the forties. Runge's work was thus quite well known, but nevertheless disappeared after the war.

Another important result useful in the most recent FFT algorithms is another type of divide and conquer approach, where the initial problem of length $N_{1} \cdot N_{2}$ is divided into subproblems of lengths $N_{1}$ and $N_{2}$ without any additional operations, $N_{1}$ and $N_{2}$ being coprime.

This result dates back to thework of Good [32] who obtained this result by simple index mappings. Nevertheless, the full implication of this result will only appear later, when efficient methods will be derived for the evaluation of small, prime length DFTs. This mapping itself can be seen as an application of theChinese remainder theorem (CRT), which dates back to 100 years A.D.! [10]-[18].

Then, in 1965, appeared a brief articleby Cooley and Tukey, entitled "An algorithm for themachine calculation of complex Fourier series" [25], which reduces the order of the number of operations from $N^{2}$ to $N \log _{2}(N)$ for a length $N=2^{n}$ DFT.

Thisturned out to be a milestonein theliteratureon fast transforms, and was credited [14, 15] with the tremendous increase of interest in DSP beginning in the seventies. The algorithm is suited for DFTson any compositelength, and is thus of thetypethat Gauss had derived al most 150 years before. Note that all algorithms published in-between were more restrictive on the transform length [34].

Looking back at this brief history, one may wonder why all previous algorithms had disappeared or remained unnoticed, whereas the Cooley-Tukey algorithm had such a tremendous success. A possible explanation is that the growing interest in the theoretical aspects of digital signal processing was motivated by technical improvements in semiconductor technology. And, of course, this was not a one-way street.

The availability of reasonable computing power produced a situation where such an algorithm would suddenly allow numerous new applications. Considering this history, one may wonder how many other algorithms or ideas are just sleeping in some notebook or obscure publication.

The two types of divide and conquer approaches cited above produced two main classes of algorithms. For the sake of clarity, we will now skip the chronological order and consider the evolution of each class separately.

### 7.2.2 Development of the Twiddle Factor FFT

When the initial DFT is divided into sublengths which are not coprime, the divide and conquer approach as proposed by Cooley and Tukey leads to auxiliary complex multiplications, initially named twiddle factors, which cannot be avoided in this case.

While Cooley-Tukey's algorithm is suited for any composite length, and explained in [25] in a general form, the authors gave an example with $N=2^{n}$, thus deriving what is now called a radix-2 decimation in time (DIT) algorithm (the input sequence is divided into decimated subsequences having different phases). Later, it was often falsely assumed that the initial Cooley-Tukey FFT was a DIT radix-2 algorithm only.

A number of subsequent papers presented refinements of the original algorithm, with the aim of increasing its usefulness.

The following refinements were concerned:

- with the structure of the algorithm: it was emphasized that a dual approach leads to "decimation in frequency" (DIF) algorithms,
- or with the efficiency of the algorithm, measured in terms of arithmetic operations: Bergland showed that higher radices, for example radix-8, could be more efficient, [21]
- or with the extension of the applicability of the algorithm: Bergland [60], again, showed that theFFT could bespecialized to real input data, and Singleton gave a mixed radix FFT suitable for arbitrary composite lengths.

Whilethesecontributionsall improved theinitial algorithm in somesense(fewer operationsand/or easier implementations), actually no new idea was suggested.

Interestingly, in these very early papers, all the concerns guiding the recent work were al ready here: arithmetic complexity, but also different structures and even real-data algorithms.

In 1968, Yavne [58] presented a little-known paper that sets a record: his algorithm requires the least known number of multiplications, as well as additions for length- $2^{n}$ FFTs, and this both for real and complex input data. Note that this record still holds, at least for practical algorithms. The same number of operationswas obtained later on by other (simpler) algorithms, but dueto Yavne'scryptic style, few researchers were able to use his ideas at the time of publication.

Sincetwiddlefactorslead to most computations in classical FFTs, Rader and Brenner [44], perhaps motivated by the appearance of the Winograd Fourier transform which possesses the same characteristic, proposed an algorithm that replaces all complex multiplications by either real or imaginary ones, thus substantially reducing the number of multiplications required by the algorithm. This reduction in the number of multiplications was obtained at the cost of an increase in the number of additions, and a greater sensitivity to roundoff noise. Hence, further developments of these "real factor" FFTs appeared in [24, 42], reducing these problems. Bruun [22] also proposed an original scheme particularly suited for real data. Note that these various schemes only work for radix-2 approaches.

It took morethan 15 years to see again algorithms for length- $2^{n}$ FFTs that take as few operations as Yavne's algorithm. In 1984, four papers appeared or were submitted almost simultaneously [27, 40, 46, 51] and presented so-called "split-radix" algorithms. The basic idea is simply to use a different radix for the even part of the transform (radix-2) and for the odd part (radix-4). The resulting algorithms have a relatively simple structure and are well adapted to real and symmetric data while achieving the minimum known number of operations for FFTs on power of 2 lengths.

### 7.2.3 FFTs Without Twiddle Factors

While the divide and conquer approach used in theCooley-Tukey algorithm can be understood as a "false" mono- to multi-dimensional mapping(this will bedetailed later), Good's mapping, which can be used when the factors of the transform lengths are coprime, is a true mono- to multi-dimensional mapping, thus having the advantage of not producing any twiddle factor.

Its drawback, at first sight, is that it requires efficiently computable DFTs on lengths that are coprime: For example, a DFT of length 240 will be decomposed as $240=16 \cdot 3 \cdot 5$, and a DFT of length 1008 will be decomposed in a number of DFTs of lengths 16,9 , and 7. This method thus requires a set of (relatively) small-length DFTs that seemed at first difficult to compute in less than $N_{i}^{2}$ operations. In 1968, however, Rader [43] showed how to map a DFT of length $N, N$ prime, into a circular convolution of length $N-1$. However, the whole material to establish the new algorithms was not ready yet, and it took Winograd's work on complexity theory, in particular on the number of multiplications required for computing polynomial products or convolutions [55] in order to use Good's and Rader's results efficiently.

All these results were considered as curiosities when they were first published, but their combination, first done by Winograd and then by Kolba and Parks [39] raised a lot of interest in that class of algorithms. Their overall organization is as follows:

After mapping the DFT into a true multidimensional DFT by Good's method and using the fast
convolution schemes in order to evaluate the prime length DFTs, a first algorithm makes use of the intimate structure of these convolution schemes to obtain a nesting of the various multiplications. This algorithm is known as the Winograd Fourier transform algorithm (WFTA) [54], an algorithm requiringtheleast known number of multiplicationsamongpractical algorithmsfor moderatelengths DFTs. If the nesting is not used, and the multi-dimensional DFT is performed by the row-column method, the resulting algorithm is known as the prime factor algorithm (PFA) [39], which, while using more multiplications, has less additions and a better structure than the WFTA.

From the above explanations, one can see that these two algorithms, introduced in 1976 and 1977, respectively, require more mathematics to be understood [19]. This is why it took some effort to translate the theoretical results, especially concerning the W FTA, into actual computer code.

It is even our opinion that what will remain mostly of the WFTA are the theoretical results, since although a beautiful result in complexity theory, the WFTA did not meet its expectations once implemented, thus leading to a more critical evaluation of what "complexity" meant in the context of real life computers [41, 108, 109].

The result of this new look at complexity was an evaluation of the number of additions and data transfers as well (and no longer only of multiplications). Furthermore, it turned out recently that the theoretical knowledge brought by these approaches could give a new understanding of FFTs with twiddle factors as well.

### 7.2.4 Multi-Dimensional DFTs

Due to the large amount of computations they require, the multi-dimensional DFTs as such (with common factors in the different dimensions, which was not the case in themulti-dimensional transIation of a mono-dimensional problem by PFA) were also carefully considered.

The two most interesting approaches are certainly the vector radix FFT (a direct approach to the multi-dimensional problem in a Cooley-Tukey mood) proposed in 1975 by Rivard [91] and the polynomial transform solution of Nussbaumer and Quandalle[87, 88] in 1978.

Both algorithms substantially reduce the complexity over traditional row-column computational schemes.

### 7.2.5 State of the Art

From a theoretical point of view, the complexity issue of the discreteFourier transform has reached a certain maturity. Notethat Gauss, in histime, did not even count thenumber of operations necessary in his algorithm. In particular, Winograd's work on DFTs whose lengths have coprime factors both sets lower bounds (on the number of multiplications) and gives algorithms to achieve these [35, 55], although they are not always practical ones. Similar work was done for length- $2^{n}$ DFTs, showing the linear multiplicative complexity of the algorithm $[28,35,105]$ but also thelack of practical algorithms achieving this minimum (due to the tremendous increase in the number of additions [35]).

Consideringimplementations, thesituation isof coursemoreinvolved sincemany moreparameters have to be taken into account than just the number of operations.

Nevertheless, it seems that both the radix-4 and the split-radix algorithm are quite popular for lengths which arepowers of 2 , whilethePFA, thanksto its better structureand easier implementation, wins over the W FTA for lengths having coprime factors.

Recently, however, new questions have come up because in software on the one hand, new processors may require different solutions (vector processors, signal processors), and on theother hand, the advent of VLSI for hardware implementations sets new constraints (desire for simple structures, high cost of multiplications vs. additions).

### 7.3 Motivation (or: why dividing is al so conquering)

This section is devoted to the method that underlies all fast algorithms for DFT, that is the "divide and conquer" approach.

The discrete Fourier transform is basically a matrix-vector product. Calling $\left(x_{0}, x_{1}, \ldots, x_{N-1}\right)^{T}$ the vector of the input samples,

$$
\left(X_{0}, X_{1}, \ldots, X_{N-1}\right)^{T}
$$

the vector of transform values and $W_{N}$ the primitive $N$ th root of unity ( $W_{N}=e^{-j 2 \pi / N}$ ) the DFT can be written as

$$
\begin{align*}
{\left[\begin{array}{c}
X_{0} \\
X_{1} \\
X_{2} \\
\vdots \\
X_{N-1}
\end{array}\right]=} & {\left[\begin{array}{cccccc}
1 & 1 & 1 & 1 & \cdots & 1 \\
1 & W_{N} & W_{N}^{2} & W_{N}^{3} & \cdots & W_{N}^{N-1} \\
1 & W_{N}^{2} & W_{N}^{4} & W_{N}^{6} & \cdots & W_{N}^{2(N-1)} \\
\vdots & \vdots & \vdots & \vdots & & \vdots \\
1 & W_{N}^{N-1} & W_{N}^{2(N-1)} & \cdots & \cdots & W_{N}^{(N-1)(N-1)}
\end{array}\right] } \\
& \times\left[\begin{array}{c}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3} \\
\vdots \\
x_{N-1}
\end{array}\right] \tag{7.1}
\end{align*}
$$

The direct evaluation of the matrix-vector product in (7.1) requires of the order of $N^{2}$ complex multiplications and additions (we assume here that all signals are complex for simplicity).

The idea of the "divide and conquer" approach is to map the original problem into several subproblems in such a way that the following inequality is satisfied:

$$
\begin{gather*}
\sum \operatorname{cost}(\text { subproblems })+\operatorname{cost}(\text { mapping }) \\
\quad<\operatorname{cost}(\text { original problem) } . \tag{7.2}
\end{gather*}
$$

But the real power of the method is that, often, the division can be applied recursively to the subproblems as well, thus leading to a reduction of the order of complexity.

Specifically, let us have a careful look at the DFT transform in (7.3) and its relationship with the $z$-transform of the sequence $\left\{x_{n}\right\}$ as given in (7.4).

$$
\begin{gather*}
X_{k}=\sum_{i=0}^{N-1} x_{i} W_{N}^{i k}, \quad k=0, \ldots, N-1,  \tag{7.3}\\
X(z)=\sum_{i=0}^{N-1} x_{i} z^{-i} \tag{7.4}
\end{gather*}
$$

$\left\{X_{k}\right\}$ and $\left\{x_{i}\right\}$ form a transform pair, and it is easily seen that $X_{k}$ is the evaluation of $X(z)$ at point $z=W_{N}^{-k}$ :

$$
\begin{equation*}
X_{k}=X(z)_{z=W_{N}^{-k}} . \tag{7.5}
\end{equation*}
$$

Furthermore, due to the sampled nature of $\left\{x_{n}\right\},\left\{X_{k}\right\}$ is periodic, and vice versa: since $\left\{X_{k}\right\}$ is sampled, $\left\{x_{n}\right\}$ must also be periodic.

From aphysical point of view, thismeansthat both sequences $\left\{x_{n}\right\}$ and $\left\{X_{k}\right\}$ arerepeated indefinitely with period $N$. This has a number of consequences as far as fast algorithms are concerned.

All fast algorithms are based on a divide and conquer strategy; we have seen this in Section 7.2. But how shall we divide the problem (with the purpose of conquering it)?

The most natural way is, of course, to consider subsets of the initial sequence, take the DFT of these subsequences, and reconstruct the DFT of the initial sequence from these intermediate results.

Let $\boldsymbol{I}_{l}, l=0, \ldots, r-1$ be the partition of $\{0,1, \ldots, N-1\}$ defining the $r$ different subsets of the input sequence. Equation (7.4) can now be rewritten as

$$
\begin{equation*}
X(z)=\sum_{i=0}^{N-1} x_{i} z^{-i}=\sum_{l=0}^{r-1} \sum_{i \in \boldsymbol{I}_{l}} x_{i} z^{-i}, \tag{7.6}
\end{equation*}
$$

and, normalizing the powers of $z$ with respect to some $x_{0 l}$ in each subset $\boldsymbol{I}_{l}$ :

$$
\begin{equation*}
X(z)=\sum_{l=0}^{r-1} z^{-i_{0 l}} \sum_{i \in \boldsymbol{I}_{l}} x_{i} z^{-i+i_{0 l}} \tag{7.7}
\end{equation*}
$$

From the considerations above, wewant thereplacement of $z$ by $W_{N}^{-k}$ in theinnermost sum of (7.7) to define an element of the DFT of $\left\{x_{i} \mid i \in \boldsymbol{I}_{l}\right\}$. Of course, this will be possible only if the subset $\left\{x_{i} \mid i \in \boldsymbol{I}_{l}\right\}$, possibly permuted, has been chosen in such a way that it has the same kind of periodicity as the initial sequence. In what follows, we show that the three main classes of FFT algorithms can all be casted into the form given by (7.7).

- In some cases, the second sum will also involve elements having the same periodicity, hence will define DFTs as well. This corresponds to the case of Good's mapping: all the subsets $\boldsymbol{I}_{l}$, have the same number of elements $m=N / r$ and $(m, r)=1$.
- If this is not the case, (7.7) will define one step of an FFT with twiddle factors: when the subsets $\boldsymbol{I}_{l}$ all have the same number of elements, (7.7) defines one step of a radix- $r$ FFT.
- If $r=3$, oneof thesubsetshaving $N / 2$ elements, and theother oneshaving $N / 4$ elements, (7.7) is the basis of a split-radix algorithm.

Furthermore, it is already possible to show from (7.7) that the divide and conquer approach will always improve the efficiency of the computation.

To makethis evaluation easier, let us supposethat all subsets $\boldsymbol{I}_{l}$, have the samenumber of elements, say $N_{1}$. If $N=N_{1} \cdot N_{2}, r=N_{2}$, each of the innermost sums of (7.7) can be computed with $N_{1}^{2}$ multiplications, which gives a total of $N_{2} N_{1}^{2}$, when taking into account the requirement that the sum over $i \in \boldsymbol{I}_{I}$ defines a DFT. The outer sum will need $r=N_{2}$ multiplications per output point, that is $N_{2} \cdot N$ for the whole sum.

Hence, the total number of multiplications needed to compute (7.7) is

$$
\begin{align*}
N_{2} \cdot N+N_{2} \cdot N_{1}^{2}= & N_{1} \cdot N_{2}\left(N_{1}+N_{2}\right)<N_{1}^{2} \cdot N_{2}^{2} \\
& \text { if } N_{1}, N_{2}>2 \tag{7.8}
\end{align*}
$$

which shows clearly that the divide and conquer approach, as given in (7.7), has reduced the number of multiplications needed to compute the DFT.

Of course, when taking into account that, even if the outermost sum of (7.7) is not already in the form of a DFT, it can be rearranged into a DFT plus some so-called twiddle-factors, this mapping is always even more favorable than is shown by (7.8), especially for small $N_{1}, N_{2}$ (for example, the length-2 DFT is simply a sum and difference).

Obviously, if $N$ is highly composite, the division can be applied again to the subproblems, which results in a number of operations generally several orders of magnitude better than the direct matrix vector product.

The important point in (7.2) is that two costs appear explicitly in the divide and conquer scheme: the cost of the mapping (which can be zero when looking at the number of operations only) and the cost of thesubproblems. Thus, different types of divideand conquer methods attempt to find various balancing schemes between the mapping and the subproblem costs. In the radix-2 algorithm, for example, the subproblems end up being quite trivial (only sum and differences), while the mapping requires twiddlefactors that lead to a large number of multiplications. On the contrary, in the prime factor algorithm, the mapping requires no arithmetic operation (only permutations), whilethe small DFTs that appear as subproblems will lead to substantial costs since their lengths are coprime.

### 7.4 FFTs with Twiddle Factors

The divide and conquer approach reintroduced by Cooley and Tukey [25] can be used for any composite length $N$ but has the specificity of always introducing twiddle factors. It turns out that when the factors of $N$ are not coprime (for example if $N=2^{n}$ ), these twiddle factors cannot be avoided at all. This section will be devoted to the different algorithms in that class.

The difference between the various algorithms will consist in the fact that more or fewer of these twiddle factors will turn out to betrivial multiplications, such as $1,-1, j,-j$.

### 7.4.1 The Cooley-Tukey Mapping

Let us assume that the length of the transform is composite: $N=N_{1} \cdot N_{2}$.
As we have seen in Section 7.3, we want to partition $\left\{x_{i} \mid i=0, \ldots, N-1\right\}$ into different subsets $\left\{x_{i} \mid i \in \boldsymbol{I}_{l}\right\}$ in such a way that the periodicities of the involved subsequences are compatible with the periodicity of the input sequence, on the one hand, and allow to defineDFTs of reduced lengths on the other hand.

Hence, it is natural to consider decimated versions of the initial sequence:

$$
\begin{align*}
\boldsymbol{I}_{n_{1}}= & \left\{n_{2} N_{1}+n_{1}\right\}, \\
& n_{1}=0, \ldots, N_{1}-1, \quad n_{2}=0, \ldots, N_{2}-1, \tag{7.9}
\end{align*}
$$

which, introduced in (7.6), gives

$$
\begin{equation*}
X(z)=\sum_{n_{1}=0}^{N_{1}-1} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{2} N_{1}+n_{1}} z^{-\left(n_{2} N_{1}+n_{1}\right)}, \tag{7.10}
\end{equation*}
$$

and, after normalizing with respect to the first element of each subset,

$$
\begin{align*}
X(z) & =\sum_{n_{1}=0}^{N_{1}-1} z^{-n_{1}} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{2} N_{1}+n_{1}} z^{-n_{2} N_{1}}, \\
X_{k} & =\left.X(z)\right|_{z=W_{N}^{-k}}  \tag{7.11}\\
& =\sum_{n_{1}=0}^{N_{1}-1} W_{N}^{n_{1} k} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{2} N_{1}+n_{1}} W_{N}^{n_{2} N_{1} k} .
\end{align*}
$$

Using the fact that

$$
\begin{equation*}
W_{N}^{i N_{1}}=e^{-j 2 \pi N_{1} i / N}=e^{-j 2 \pi / N_{2}}=W_{N_{2}}^{i}, \tag{7.12}
\end{equation*}
$$

(7.11) can be rewritten as

$$
\begin{equation*}
X_{k}=\sum_{n_{1}=0}^{N_{1}-1} W_{N}^{n_{1} k} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{2} N_{1}+n_{1}} W_{N_{2}}^{n_{2} k} . \tag{7.13}
\end{equation*}
$$

Equation (7.13) is now nearly in its final form, since the right-hand sum corresponds to $N_{1}$ DFTs of length $N_{2}$, which allows the reduction of arithmetic complexity to be achieved by reiterating the process. Nevertheless, the structure of the CooleyTukey FFT is not fully given yet.

Call $Y_{n_{1}, k}$ the $k$ th output of the $n_{1}$ th such DFT:

$$
\begin{equation*}
Y_{n_{1}, k}=\sum_{n_{2}=0}^{N_{2}-1} x_{n_{2} N_{1}+n_{1}} W_{N_{2}}^{n_{2} k} . \tag{7.14}
\end{equation*}
$$

Note that in $Y_{n_{1}, k}, k$ can betaken modulo $N_{2}$, because

$$
\begin{equation*}
W_{N_{2}}^{k}=W_{N_{2}}^{N_{2}+k^{\prime}}=W_{N_{2}}^{N_{2}} \cdot W_{N_{2}}^{k^{\prime}}=W_{N_{2}}^{k^{\prime}} . \tag{7.15}
\end{equation*}
$$

With this notation, $X_{k}$ becomes

$$
\begin{equation*}
X_{k}=\sum_{n_{1}=0}^{N_{1}-1} Y_{n_{1}, k} W_{N}^{n_{1} k} \tag{7.16}
\end{equation*}
$$

At this point, we can notice that all the $X_{k}$ for $k s$ being congruent modulo $N_{2}$ are obtained from the same group of $N_{1}$ outputs of $Y_{n_{1}, k}$. Thus, we express $k$ as

$$
\begin{gather*}
k=k_{1} N_{2}+k_{2} \\
k_{1}=0, \ldots, N_{1}-1, \quad k_{2}=0, \ldots, N_{2}-1 . \tag{7.17}
\end{gather*}
$$

Obviously, $Y_{n_{1}, k}$ isequal to $Y_{n_{1}, k_{2}}$ since $k$ can betaken modulo $N_{2}$ in thiscase[see(7.12) and (7.15)]. Thus, we rewrite(7.16) as

$$
\begin{equation*}
X_{k_{1} N_{2}+k_{2}}=\sum_{n_{1}=0}^{N_{1}-1} Y_{n_{1}, k_{2}} W_{N}^{n_{1}\left(k_{1} N_{2}+k_{2}\right)}, \tag{7.18}
\end{equation*}
$$

which can be reduced, using (7.12), to

$$
\begin{equation*}
X_{k_{1} N_{2}+k_{2}}=\sum_{n_{1}=0}^{N_{1}-1} Y_{n_{1}, k_{2}} W_{N}^{n_{1} k_{2}} W_{N_{1}}^{n_{1} k_{1}} \tag{7.19}
\end{equation*}
$$

Calling $Y_{n_{1}, k_{2}}^{\prime}$ the result of the first multiplication (by the twiddle factors) in (7.19) we get

$$
\begin{equation*}
Y_{n_{1}, k_{2}}^{\prime}=Y_{n_{1}, k_{2}} W_{N}^{n_{1} k_{2}} . \tag{7.20}
\end{equation*}
$$

We see that the values of $X_{k_{1} N_{2}+k_{2}}$ are obtained from $N_{2}$ DFTs of length $N_{1}$ applied on $Y_{n_{1}, k_{2}}^{\prime}$ :

$$
\begin{equation*}
X_{k_{1} N_{2}+k_{2}}=\sum_{n_{1}=0}^{N_{1}-1} Y_{n_{1}, k_{2}}^{\prime} W_{N_{1}}^{n_{1} k_{1}} . \tag{7.21}
\end{equation*}
$$

We recapitulate the important steps that led to (7.21). First, we evaluated $N_{1}$ DFTs of length $N_{2}$ in (7.14). Then, $N$ multiplications by thetwiddlefactors were performed in (7.20). Finally, $N_{2}$ DFTs of length $N_{1}$ led to the final result (7.21).

A way of looking at the change of variables performed in (7.9) and (7.17) is to say that the onedimensional vector $x_{i}$ has been mapped into a two-dimensional vector $x_{n_{1}, n_{2}}$ having $N_{1}$ lines and
$N_{2}$ columns. The computation of the DFT is then divided into $N_{1}$ DFTs on the lines of the vector $x_{n_{1}, n_{2}}$, a point by point multiplication with the twiddle factors and finally $N_{2}$ DFTs on the columns of the preceding result.

Until recently, this was the usual presentation of FFT algorithms, by the so-called "index mappings" [4, 23]. In fact, (7.9) and (7.17), taken together, are often referred to as the "Cooley-Tukey mapping" or "common factor mapping." However, the problem with the two-dimensional interpretation is that it does not include all algorithms (like the split-radix algorithm that will be seen later). Thus, while this interpretation helps the understanding of some of the algorithms, it hinders the comprehension of others. In our presentation, we tried to enhance the role of the periodicities of the problem, which result from the initial choice of the subsets.

Nevertheless, we illustrate pictorially a length-15 DFT using the two-dimensional view with $N_{1}=$ $3, N_{2}=5$ (see Fig. 7.1), together with the Cooley-Tukey mapping in Fig. 7.2, to allow a precise comparison with Good's mapping that leads to the other class of FFTs: the FFTs without twiddle factors. N otethat for the case where $N_{1}$ and $N_{2}$ arecoprime, theGood'smapping will bemoreefficient as shown in the next section, and thus this example is for illustration and comparison purpose only. Because of the twiddle factors in (7.20), one cannot interchange the order of DFTs once the input mapping has been chosen. Thus, in Fig. 7.2(a), one has to begin with the DFTs on the rows of the matrix. Choosing $N_{1}=5, N_{2}=3$ would lead to the matrix of Fig. 7.2(b), which is obviously different from just transposing thematrix of Fig. 7.2(a). This shows again that the mapping does not lead to a true two-dimensional transform (in that case, theorder of row and column would not have any importance).

### 7.4.2 Radix-2 and Radix-4 Algorithms

The algorithms suited for lengths equal to powers of 2 (or 4) are quite popular since sequences of such lengths are frequent in signal processing (they make full use of the addressing capabilities of computers or DSP systems).

Weassumefirst that $N=2^{n}$. Choosing $N_{1}=2$ and $N_{2}=2^{n-1}=N / 2$ in (7.9) and (7.10) divides the input sequence into the sequence of even- and odd-numbered samples, which is the reason why this approach is called "decimation in time" ( DIT). Both sequences are decimated versions, with different phases, of the original sequence. Following (7.17), the output consists of $N / 2$ blocks of 2 values. Actually, in this simple case, it is easy to rewrite (7.14) and (7.21) exhaustively:

$$
\begin{align*}
X_{k_{2}}= & \sum_{n_{2}=0}^{N / 2-1} x_{2 n_{2}} W_{N / 2}^{n_{2} k_{2}} \\
& +W_{N}^{k_{2}} \sum_{n_{2}=0}^{N / 2-1} x_{2 n_{2}+1} W_{N / 2}^{n_{2} k_{2}},  \tag{7.22a}\\
X_{N / 2+k_{2}}= & \sum_{n_{2}=0}^{N / 2-1} x_{2 n_{2}} W_{N / 2}^{n_{2} k_{2}} \\
& -W_{N}^{k_{2}} \sum_{n_{2}=0}^{N / 2-1} x_{2 n_{2}+1} W_{N / 2}^{n_{2} k_{2}} . \tag{7.22b}
\end{align*}
$$

Thus, $X_{m}$ and $X_{N / 2+m}$ areobtained by 2-point DFTs on theoutputs of thelength- $N / 2$ DFTs of the even- and odd-numbered sequences, one of which isweighted by twiddlefactors. Thestructuremade by a sum and difference followed (or preceded) by a twiddle factor is generally called a "butterfly."


FIGURE 7.1: 2-D view of the length-15 Cooley-Tukey FFT.
a) $N_{1}=3, N_{2}=5$


| $x_{0}$ | $x_{3}$ | $x_{6}$ | $x_{9}$ | $x_{12}$ |
| :--- | :--- | :--- | :--- | :--- |
| $x_{1}$ | $x_{4}$ | $x_{7}$ | $x_{10}$ | $x_{13}$ |
| $x_{2}$ | $x_{5}$ | $x_{8}$ | $x_{11}$ | $x_{14}$ |

b) $N_{1}=5, N_{2}=3$

| $x_{0}$ | $x_{5}$ | $x_{10}$ |
| :--- | :--- | :--- |
| $x_{1}$ | $x_{6}$ | $x_{11}$ |
| $x_{2}$ | $x_{7}$ | $x_{12}$ |
| $x_{3}$ | $x_{8}$ | $x_{13}$ |
| $x_{4}$ | $x_{9}$ | $x_{14}$ |

FIGURE 7.2: Cooley-Tukey mapping. (a) $N_{1}=3, N_{2}=5$; (b) $N_{1}=5, N_{2}=3$.

The DIT radix-2 algorithm is schematically shown in Fig. 7.3.
Its implementation can now be done in several different ways. The most natural one is to reorder theinput data such that the samples of which theDFT has to betaken liein subsequent locations. This results in the bit-reversed input, in-order output decimation in time algorithm. Another possibility is to selectively compute theDFTsover theinput sequence(taking only theeven- and odd-numbered samples), and perform an in-placecomputation. Theoutput will now bein bit-reversed order. Other implementation schemes can lead to constant permutations between the stages (constant geometry algorithm [15]).

If we reverse the role of $N_{1}$ and $N_{2}$, we get the decimation in frequency (DIF) version of the algorithm. Inserting $N_{1}=N / 2$ and $N_{2}=2$ into (7.9), (7.10) leads to [again from (7.14) and (7.21)]

$$
\begin{align*}
X_{2 k_{1}} & =\sum_{n_{1}=0}^{N / 2-1} W_{N / 2}^{n_{1} k_{1}}\left(x_{n_{1}}+x_{N / 2+n_{1}}\right),  \tag{7.23a}\\
X_{2 k_{1}+1} & =\sum_{n_{1}=0}^{N / 2-1} W_{N / 2}^{n_{1} k_{1}} W_{N}^{n_{1}}\left(x_{n_{1}}-x_{N / 2+n_{1}}\right), \tag{7.23b}
\end{align*}
$$

This first step of a DIF algorithm is represented in Fig. 7.5(a), while a schematic representation of the full DIF algorithm is given in Fig. 7.4. The duality between division in time and division in frequency is obvious, since one can be obtained from the other by interchanging the role of $\left\{x_{i}\right\}$ and $\left\{X_{k}\right\}$.
Let us now consider the computational complexity of the radix-2 algorithm (which is the same for the DIF and DIT version because of the duality indicated above). From (7.22) or (7.23), one sees that a DFT of length $N$ has been replaced by two DFTs of length $N / 2$, and this at the cost of $N / 2$ complex multiplications as well as $N$ complex additions. Iterating the scheme $\log _{2} N-1$ times in order to obtain trivial transforms (of length 2 ) leads to the following order of magnitude of the number of operations:

$$
\begin{align*}
& O_{M}\left[\mathrm{DFT}_{\text {radix-2 }}\right] \approx N / 2\left(\log _{2} N-1\right) \\
& \text { complex multiplications, }  \tag{7.24a}\\
&\left.O_{A}\left[\mathrm{DFT}_{\text {radix- } 2}\right] \approx \begin{array}{l}
N\left(\log _{2} N-1\right) \\
\\
\end{array}\right) \\
& \text { complex additions. } \tag{7.24b}
\end{align*}
$$

A closer look at the twiddle factors will enable us to still reduce these numbers. For comparison purposes, we will count the number of real operations that are required, provided that the multiplication of a complex number $x$ by $W_{N}^{i}$ is done using three real multiplications and three real additions [12]. Furthermore, if $i$ is a multiple of $N / 4$, no arithmetic operation is required, and only two real multiplications and additions are required if $i$ is an odd multiple of $N / 8$. Taking into account these simplifications results in the following total number of operations [12]:

$$
\begin{align*}
M\left[\mathrm{DFT}_{\text {radix- } 2}\right] & =3 N / 2 \log _{2} N-5 N+8,  \tag{7.25a}\\
A\left[\mathrm{DFT}_{\text {radix- } 2}\right] & =7 N / 2 \log _{2} N-5 N+8 . \tag{7.25b}
\end{align*}
$$

Nevertheless, it should be noticed that these numbers are obtained by the implementation of four different butterflies (one general plus three special cases), which reduces the regularity of the programs. An evaluation of the number of real operations for other number of special butterflies is


FIGURE 7.3: Decimation in time radix-2 FFT.


FIGURE 7.4: Decimation in frequency radix-2 FFT.
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FIGURE 7.5: Comparison of various DIF algorithmsfor thelength-16 DFT. (a) Radix-2; (b) radix-4; (C) split-radix.
given in [4], together with the number of operations obtained with the usual 4-mult, 2-addscomplex multiplication algorithm.

Another case of interest appears when $N$ is a power of 4. Taking $N_{1}=4$ and $N_{2}=N / 4$, (7.13) reduces thelength $-N$ DFT into 4 DFTs of length $N / 4$, about $3 N / 4$ multiplications by twiddlefactors, and $N / 4$ DFTs of length 4 . The interest of this case lies in the fact that the length-4 DFTs do not cost any multiplication (only 16 real additions). Since there $\operatorname{are}^{\log _{4} N-1 \text { stages and the first set of }}$ twiddle factors (corresponding to $n_{1}=0$ in (7.20)) is trivial, thenumber of complex multiplications is about

$$
\begin{equation*}
O_{M}\left[\mathrm{DFT}_{\text {radix- }}\right] \approx 3 N / 4\left(\log _{4} N-1\right) \tag{7.26}
\end{equation*}
$$

Comparing (7.26) to (7.24a) shows that the number of multiplications can be reduced with this radix- 4 approach by about a factor of $3 / 4$. Actually, a detailed operation count using the simplifications indicated above gives the following result [12]:

$$
\begin{align*}
M\left[\mathrm{DFT}_{\text {radix- } 4}\right] & =9 N / 8 \log _{2} N-43 N / 12+16 / 3  \tag{7.27a}\\
A\left[\mathrm{DFT}_{\text {radix- }-4}\right] & =25 N / 8 \log _{2} N-43 N / 12+16 / 3 \tag{7.27b}
\end{align*}
$$

Nevertheless, these operation counts are obtained at the cost of using six different butterflies in the programming of the FFT. Slight additional gains can be obtained when going to even higher radices (like8 or 16) and using the best possible al gorithms for the small DFTs. Since programs with a regular structure are generally more compact, one often uses recursively the same decomposition at each stage, thus leading to full radix-2 or radix-4 programs, but when the length is not a power of the radix (for example 128 for a radix-4 algorithm), one can use smaller radices towards the end of the decomposition. A length- 256 DFT could use two stages of radix- 8 decomposition, and finish with one stage of radix-4. This approach is called the "mixed-radix" approach [45] and achieves low arithmetic complexity while allowing flexibletransform length (not restricted to powers of 2, for example), at the cost of a more involved implementation.

### 7.4.3 Split-Radix Algorithm

As already noted in Section 7.2, the lowest known number of both multiplications and additions for length $-2^{n}$ al gorithms was obtained asearly as 1968 and was again achieved recently by new al gorithms. Their power was to show explicitly that the improvement over fixed- or mixed-radix algorithms can be obtained by using a radix-2 and a radix-4 simultaneously on different parts of the transform. This allowed theemergence of new compact and computationally efficient programs to compute the length- $2^{n}$ DFT.

Below, we will try to motivate (a posteriori!) the split-radix approach and give the derivation of the algorithm as well as its computational complexity.

When looking at the DIF radix-2 algorithm given in (7.23), one notices immediately that the even indexed outputs $X_{2 k_{1}}$ are obtained without any further multiplicative cost from the DFT of a length- $N / 2$ sequence, which is not so well-done in the radix-4 algorithm for example, since relative to that length $-N / 2$ sequence, the radix- 4 behaves like a radix- 2 algorithm. This lacks logical sense because it is well-known that the radix- 4 is better than the radix- 2 approach.

From that observation, one can derive a first rule: the even samples of a DIF decomposition $X_{2 k}$ should be computed separately from the other ones, with the same algorithm (recursively) as the DFT of the original sequence (see [53] for more details).

However, as far as the odd indexed outputs $X_{2 k+1}$ are concerned, no general simple rule can be established, except that a radix-4 will be more efficient than a radix- 2 , since it allows computation of the samples through two $N / 4$ DFTs instead of a single $N / 2$ DFT for a radix- 2 , and this at the same multiplicative cost, which will allow the cost of the recursions to grow more slowly. Tests showed that computing the odd indexed output through radices higher than 4 was inefficient.

The first recursion of the corresponding "split-radix" algorithm (the radix is split in two parts) is obtained by modifying (7.23) accordingly:

$$
\begin{align*}
X_{2 k_{1}} & =\sum_{n_{1}=0}^{N / 2-1} W_{N / 2}^{n_{1} k_{1}}\left(x_{n_{1}}+x_{N / 2+n_{1}}\right),  \tag{7.28a}\\
X_{4 k_{1}+1} & =\sum_{n_{1}=0}^{N / 4-1} W_{N / 4}^{n_{1} k_{1}} W_{N}^{n_{1}}\left[\left(x_{n_{1}}-x_{N / 2+n_{1}}\right)+j\left(x_{n_{1}+N / 4}-x_{n_{1}+3 N / 4}\right)\right],  \tag{7.28b}\\
X_{4 k_{1}+3} & =\sum_{n_{1}=0}^{N / 4-1} W_{N / 4}^{n_{1} k_{1}} W_{N}^{3 n}\left[\left(x_{n_{1}}+x_{N / 2+n_{1}}\right)-j\left(x_{n_{1}+N / 4}-x_{n_{1}+3 N / 4}\right)\right] . \tag{7.28c}
\end{align*}
$$

The above approach is a DIF SRFFT, and is compared in Fig. 7.5 with the radix- 2 and radix-4 algorithms. The corresponding DIT version, being dual, considers separately the subsets $\left\{x_{2 i}\right\},\left\{x_{4 i+1}\right\}$ and $\left\{x_{4 i+3}\right\}$ of the initial sequence.

Taking $\boldsymbol{I}_{0}=\{2 i\}, \boldsymbol{I}_{1}=\{4 i+1\}, \boldsymbol{I}_{2}=\{4 i+3\}$ and normalizing with respect to the first element of the set in (7.7) leads to

$$
\begin{equation*}
X_{k}=\sum_{\boldsymbol{I}_{0}} x_{2 i} W_{N}^{k(2 i)}+W_{N}^{k} \sum_{\boldsymbol{I}_{1}} x_{4 i+1} W_{N}^{k(4 i+1)-k}+W_{N}^{3 k} \sum_{\boldsymbol{I}_{2}} x_{4 i+3} W_{N}^{k(4 i+3)-3 k} \tag{7.29}
\end{equation*}
$$

which can be explicitly decomposed in order to make the redundancy between the computation of $X_{k}, X_{k+N / 4}, X_{k+N / 2}$ and $X_{k+3 N / 4}$ more apparent:

$$
\begin{align*}
X_{k} & =\sum_{i=0}^{N / 2-1} x_{2 i} W_{N / 2}^{i k}+W_{N}^{k} \sum_{i=0}^{N / 4-1} x_{4 i+1} W_{N / 4}^{i k}+W_{N}^{3 k} \sum_{i=0}^{N / 4-1} x_{4 i+3} W_{N / 4}^{i k},  \tag{7.30a}\\
X_{k+N / 4} & =\sum_{i=0}^{N / 2-1} x_{2 i} W_{N / 2}^{i k}+j W_{N}^{k} \sum_{i=0}^{N / 4-1} x_{4 i+1} W_{N / 4}^{i k}-j W_{N}^{3 k} \sum_{i=0}^{N / 4-1} x_{4 i+3} W_{N / 4}^{i k},  \tag{7.30b}\\
X_{k+N / 2} & =\sum_{i=0}^{N / 2-1} x_{2 i} W_{N / 2}^{i k}-W_{N}^{k} \sum_{i=0}^{N / 4-1} x_{4 i+1} W_{N / 4}^{i k}-W_{N}^{3 k} \sum_{i=0}^{N / 4-1} x_{4 i+3} W_{N / 4}^{i k},  \tag{7.30c}\\
X_{k+3 N / 4} & =\sum_{i=0}^{N / 2-1} x_{2 i} W_{N / 2}^{i k}-j W_{N}^{k} \sum_{i=0}^{N / 4-1} x_{4 i+1} W_{N / 4}^{i k}+j W_{N}^{3 k} \sum_{i=0}^{N / 4-1} x_{4 i+3} W_{N / 4}^{i k} . \tag{7.30d}
\end{align*}
$$

The resulting algorithms have the minimum known number of operations (multiplications plus additions) as well astheminimum number of multiplications among practical algorithmsfor lengths which are powers of 2 . The number of operations can be checked as being equal to

$$
\begin{align*}
M\left[\mathrm{DFT}_{\text {split-radix }}\right] & =N \log _{2} N-3 N+4  \tag{7.31a}\\
A\left[\mathrm{DFT}_{\text {split-radix }}\right] & =3 N \log _{2} N-3 N+4 \tag{7.31b}
\end{align*}
$$

These numbers of operations can be obtained with only four different building blocks (with a complexity slightly lower than the one of a radix-4 butterfly), and are compared with the other algorithms in Tables 7.1 and 7.2.

Of course, due to the asymmetry in the decomposition, the structure of the algorithm is slightly more involved than for fixed-radix algorithms. Nevertheless, the resulting programs remain fairly

TABLE 7.1 Number of Non-Trivial Real Multiplications for Various FFTs on Complex Data

| $N$ |  | Radix 2 | Radix 4 | SRFFT | PFA | Winograd |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 16 | 30 | 24 | 20 | 20 | 100 | 68 |
| 32 | 60 | 88 |  | 68 | 200 | 136 |
| 64 | 120 | 264 | 208 | 196 | 460 | 276 |
| 128 | 240 | 712 |  | 516 | 1100 | 632 |
| 256 | 504 | 1800 | 1392 | 1284 | 2524 | 1572 |
| 512 | 1008 | 4360 |  | 3076 | 5804 | 3548 |
| 1024 |  | 10248 | 7856 | 7172 |  |  |
| 2048 | 2520 | 23560 |  | 16388 | 17660 | 9492 |

TABLE 7.2 Number of Real Additions for Various FFTs on
Complex Data

| $N$ |  | Radix 2 | Radix 4 | SRFFT | PFA | Winograd |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 16 | 30 | 152 | 148 | 148 | 384 | 384 |
| 32 | 60 | 408 |  | 388 | 888 | 888 |
| 64 | 120 | 1032 | 976 | 964 | 2076 | 2076 |
| 128 | 240 | 2504 |  | 2308 | 4812 | 5016 |
| 256 | 504 | 5896 | 5488 | 5380 | 13388 | 14540 |
| 512 | 1008 | 13566 |  | 12292 | 29548 | 34668 |
| 1024 |  | 30728 | 28336 | 27652 |  |  |
| 2048 | 2520 | 68616 |  | 61444 | 84076 | 99628 |

simple [113] and can be highly optimized. Furthermore, this approach is well suited for applying FFTs on real data. It allows an in-place, butterfly style implementation to be performed [65, 77].

The power of this algorithm comes from the fact that it provides the lowest known number of operations for computing length $-2^{n}$ FFTs, while being implemented with compact programs. We shall see later that there are some arguments tending to show that it is actually the best possible compromise.

Notethat thenumber of multiplicationsin (7.31a) is equal to theoneobtained with the so-called "real-factor" algorithms [24, 44]. In that approach, alinear combination of the data, using additions only, ismadesuch that all twiddlefactorsareeither purereal or pureimaginary. Thus, a multiplication of a complex number by a twiddle factor requires only two real multiplications. However, the real factor algorithms arequite costly in terms of additions, and are numerically ill-conditioned (division by small constants).

### 7.4.4 Remarks on FFTs with Twiddle Factors

TheCooley-Tukey mapping in (7.9) and (7.17) is generally applicable, and actually the only possible mapping when the factors on $N$ are not coprime. While we have paid particular attention to the case $N=2^{n}$, similar algorithms exist for $N=p^{m}$ ( $p$ an arbitrary prime). However, one of the elegances of the length $-2^{n}$ algorithms comes from the fact that the small DFTs (lengths 2 and 4) are multiplication-free, a fact that does not hold for other radices like 3 or 5 , for instance. Note, however, that it is possible, for radix-3, either to completely remove the multiplication inside the butterfly by a change of base[26], at the cost of a few multiplications and additions, or to merge it with the twiddle factor [49] in the casewheretheimplementation is based on the4-mult 2-add complex multiplication
scheme. It was also recently shown that, as soon as a radix $p^{2}$ algorithm was more efficient than a radix- $p$ algorithm, a split-radix $p / p^{2}$ was more efficient than both of them [53]. However, unlike the $2^{n}$ case, efficient implementations for these $p^{n}$ split-radix algorithms have not yet been reported. M ore efficient mixed radix algorithms also remain to be found (initial results are given in [40]).

### 7.5 FFTs Based on Costless Mono- to Multidimensional Mapping

The divide and conquer strategy, as explained in Section 7.3, has few requirements for feasibility: $N$ needs only to be composite, and thewholeDFT is computed from DFTs on a number of pointswhich is a factor of $N$ (this is required for the redundancy in the computation of (7.11) to be apparent). This requirement allows the expression of the innermost sum of (7.11) as a DFT, provided that the subsets $\boldsymbol{I}_{1}$, have been chosen in such a way that $x_{i}, i \in \boldsymbol{I}_{1}$, is periodic. But, when $N$ factors into relatively primefactors, say $N=N_{1} \cdot N_{2},\left(N_{1}, N_{2}\right)=1$, a very simple property will allow a stronger requirement to be fulfilled:

Starting from any point of the sequence $x_{i}$, you can takeas afirst subset with compatibleperiodicity either $\left\{x_{i+N_{1} \cdot n_{2}} \mid n_{2}=1, \ldots, N_{2}-1\right\}$ or, equivalently $\left\{x_{i+N_{2} \cdot n_{1}} \mid n_{1}=1, \ldots, N_{1}-1\right\}$, and both subsets only have one common point $x_{i}$ (by compatible, it is meant that the periodicity of the subsets divides the periodicity of the set). This allows a rearrangement of the input (periodic) vector into a matrix with a periodicity in both dimensions (rows and columns), both periodicities being compatible with the initial one (see Fig. 7.6).

b)CRT mapping

| 0 | 6 | 12 | 3 | 9 |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 1 | 7 | 13 | 4 |
| 5 | 11 | 2 | 8 | 14 |

FIGURE 7.6: The prime factor mappings for $N=15$.

### 7.5.1 Basic Tools

FFTswithout twiddlefactors areall based on thesamemapping, which is explained in thenext section ("The M apping of Good"). This mapping turns the original transform into sets of small DFTs, the lengths of which are coprime. It is therefore necessary to find efficient ways of computing these short-length DFTs. The section "DFT Computation as a Convolution" explains how to turn them
into cyclic convolutions for which efficient algorithms are described in the Section "Computation of the Cyclic Convolution."

## The Mapping of Good [32]

Performing the selection of subsets described in the introduction of Section 7.5 for any index $i$ is equivalent to writing $i$ as

$$
\begin{align*}
i= & \left\langle n_{1} \cdot N_{2}+n_{2} \cdot N_{1}\right\rangle_{N}, \\
& n_{1}=1, \ldots, N_{1}-1, \quad n_{2}=1, \ldots, N_{2}-1 \\
& N=N_{1} N_{2}, \tag{7.32}
\end{align*}
$$

and, since $N_{1}$ and $N_{2}$ are coprime, this mapping is easily seen to be one to one. (It is obvious from the right-hand side of (7.32) that all congruences modulo $N_{1}$ are obtained for a given congruence modulo $N_{2}$, and vice versa.)

This mapping is another arrangement of the "Chinese Remainder Theorem" (CRT) mapping, which can be explained as follows on index $k$.

TheCRT statesthat if weknow theresidue of somenumber $k$ modulo two relatively primenumbers $N_{1}$ and $N_{2}$, it is possible to reconstruct $\langle k\rangle_{N_{1} N_{2}}$ as follows:

Let $\langle k\rangle_{N_{1}}=k_{1}$ and $\langle k\rangle_{N_{2}}=k_{2}$. Then the value of $k \bmod N\left(N=N_{1} \cdot N_{2}\right)$ can befound by

$$
\begin{equation*}
k=\left\langle N_{1} t_{1} k_{2}+N_{2} t_{2} k_{1}\right\rangle_{N}, \tag{7.33}
\end{equation*}
$$

$t_{1}$ being the multiplicative inverse of $N_{1} \bmod N_{2}$, that is $\left\langle t_{1}, N_{1}\right\rangle_{N_{2}}=1$, and $t_{2}$ the multiplicative inverse of $N_{2} \bmod N_{1}$ [these inverses always exist, since $N_{1}$ and $N_{2}$ are coprime: $\left(N_{1}, N_{2}\right)=1$ ].

Taking into account these two mappings in the definition of the DFT (7.3) leads to

$$
\begin{equation*}
X_{N_{1} t_{1} k_{2}+N_{2} t_{2} k_{1}}=\sum_{n_{1}=0}^{N_{1}-1} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{1} N_{2}+n_{2} N_{1}} W_{N}^{\left(n_{1} N_{2}+N_{1} n_{2}\right)\left(N_{1} t_{1} k_{2}+N_{2} t_{2} k_{1}\right)}, \tag{7.34}
\end{equation*}
$$

but

$$
\begin{equation*}
W_{N}^{N_{2}}=W_{N_{1}} \tag{7.35}
\end{equation*}
$$

and

$$
\begin{equation*}
W_{N_{1}}^{N_{2} t_{2}}=W_{N_{1}}^{\left\langle N_{2} t_{2}\right\rangle N_{1}}=W_{N_{1}}, \tag{7.36}
\end{equation*}
$$

which implies

$$
\begin{equation*}
X_{N_{1} t_{1} k_{2}+N_{2} t_{2} k_{1}}=\sum_{n_{1}=0}^{N_{1}-1} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{1} N_{2}+n_{2} N_{1}} W_{N_{1}}^{n_{1} k_{2}} W_{N_{2}}^{n_{2} k_{2}} \tag{7.37}
\end{equation*}
$$

which, with

$$
x_{n_{1}, n_{2}}^{\prime}=x_{n_{1} N_{2}+n_{2} N_{1}}
$$

and

$$
X_{k_{1}, k_{2}}^{\prime}=X_{N_{1} t_{1} k_{2}+N_{2} t_{2} k_{1}},
$$

leads to a formulation of the initial DFT into a truebidimensional transform:

$$
\begin{equation*}
X_{k_{1} k_{2}}^{\prime}=\sum_{n_{1}=0}^{N_{1}-1} \sum_{n_{2}=0}^{N_{2}-1} x_{n_{1} n_{2}}^{\prime} W_{N_{1}}^{n_{1} k_{1}} W_{N_{2}}^{n_{2} k_{2}} \tag{7.38}
\end{equation*}
$$

An illustration of the prime factor mapping is given in Fig. 7.6(a) for the length $N=15=3 \cdot 5$, and Fig. 7.6(b) provides the CRT mapping. Note that these mappings, which were provided for a factorization of $N$ into two coprime numbers, easily generalizes to more factors, and that reversing the roles of $N_{1}$, and $N_{2}$ results in a transposition of the matrices of Fig. 7.6.

## DFT Computation as a Convolution

With theaid of Good'smapping, the DFT computation isnow reduced to that of a multidimensional DFT, with the characteristic that the lengths along each dimension are coprime. Furthermore, supposing that these lengths are small is quite reasonable, since Good's mapping can provide a full multi-dimensional factorization when $N$ is highly composite.

Thequestion is now to find thebest way of computing this M-D DFT and these small-length DFTs. A first step in that direction was obtained by Rader [43], who showed that a DFT of prime length could be obtained as the result of a cyclic convolution: Let us rewrite(7.1) for a prime length $N=5$ :

$$
\left[\begin{array}{l}
X_{0}  \tag{7.39}\\
X_{1} \\
X_{2} \\
X_{3} \\
X_{4}
\end{array}\right]=\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
1 & W_{5}^{1} & W_{5}^{2} & W_{5}^{3} & W_{5}^{4} \\
1 & W_{5}^{2} & W_{5}^{4} & W_{5}^{1} & W_{5}^{3} \\
1 & W_{5}^{3} & W_{5}^{1} & W_{5}^{4} & W_{5}^{2} \\
1 & W_{5}^{4} & W_{5}^{3} & W_{5}^{2} & W_{5}^{1}
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right]
$$

Obviously, removing the first column and first row of the matrix will not change the problem, since they do not involve any multiplication. Furthermore, careful examination of the remaining part of the matrix shows that each column and each row involves every possible power of $W_{5}$, which is the first condition to be met for this part of the DFT to become a cyclic convolution. Let us now permute the last two rows and last two columns of the reduced matrix:

$$
\left[\begin{array}{l}
X_{1}^{\prime}  \tag{7.40}\\
X_{2}^{\prime} \\
X_{4}^{\prime} \\
X_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{llll}
W_{5}^{1} & W_{5}^{2} & W_{5}^{4} & W_{5}^{3} \\
W_{5}^{2} & W_{5}^{4} & W_{5}^{3} & W_{5}^{1} \\
W_{5}^{4} & W_{5}^{3} & W_{5}^{1} & W_{5}^{2} \\
W_{5}^{3} & W_{5}^{1} & W_{5}^{2} & W_{5}^{4}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{4} \\
x_{3}
\end{array}\right] .
$$

Equation (7.40) is then a cyclic correlation (or a convolution with the reversed sequence).
It turns out that this a general result.
It is well-known in number theory that the set of numbers lower than a prime $p$ admits some primitive elements $g$ such that the successive powers of $g$ modulo $p$ generate all the elements of the set. In the example above, $p=5, g=2$, and we observe that

$$
g^{0}=1, \quad g^{1}=2, \quad g^{2}=4, \quad g^{3}=8=3 \quad(\bmod 5)
$$

The above result (7.40) is only the writing of the DFT in terms of the successive powers of $W_{p}^{g}$ :

$$
\begin{align*}
X_{k}^{\prime} & =\sum_{i=1}^{p-1} x_{i} W_{p}^{i k}, \quad k=1, \ldots, p-1,  \tag{7.41}\\
\langle i k\rangle_{p} & =\left\langle\langle i\rangle_{p} \cdot\langle k\rangle_{p}\right\rangle_{p}=\left\langle\left\langle g^{u_{i}}\right\rangle_{p}\left\langle g^{v_{k}}\right\rangle_{p}\right\rangle_{p}, \\
X_{g^{v_{i}}}^{\prime} & =\sum_{u_{i}=0}^{p-2} x_{g^{u_{i}}} \cdot\left(W_{p}^{g}\right)^{u_{i}+v_{i}}, \quad v_{i}=0, \ldots, p-2, \tag{7.42}
\end{align*}
$$

and the length- $p$ DFT turns out to be a length $(p-1)$ cyclic correlation:

$$
\begin{equation*}
\left\{X_{g}^{\prime}\right\}=\left\{x_{g}\right\} *\left\{W_{p}^{g}\right\} . \tag{7.43}
\end{equation*}
$$

## Computation of the Cyclic Convolution

Of course (7.42) has changed the problem, but it is not solved yet. And in fact, Rader's result was considered as a curiosity up to the moment when Winograd [55] obtained some new results on the computation of cyclic convolution.

And, again, this was obtained by application of the CRT. In fact, the CRT, as explained in (7.33), (7.34) can be rewritten in the polynomial domain: if weknow the residues of some polynomial $K(z)$ modulo two mutually prime polynomials

$$
\begin{align*}
& \langle K(z)\rangle_{P_{1}(z)}=K_{1}(z), \quad\left(P_{1}(z), P_{2}(z)\right)=1, \\
& \langle K(z)\rangle_{P_{2}(z)}=K_{2}(z), \tag{7.44}
\end{align*}
$$

we shall be able to obtain

$$
K(z) \bmod P_{1}(z) \cdot P_{2}(z)=P(z)
$$

by a procedure similar to that of (7.33).
Thisfact will beused twicein order to obtain Winograd'smethod of computing cyclic convolutions:
A first application of the CRT is the breaking of the cyclic convolution into a set of polynomial products. For more convenience, let us first state(7.43) in polynomial notation:

$$
\begin{equation*}
X^{\prime}(z)=x^{\prime}(z) \cdot w(z) \bmod \left(z^{p-1}-1\right) \tag{7.45}
\end{equation*}
$$

Now, since $p-1$ is not prime (it is at least even), $z^{p-1}-1$ can befactorized at least as

$$
\begin{equation*}
z^{p-1}-1=\left(z^{(p-1) / 2}+1\right)\left(z^{(p-1) / 2}-1\right) \tag{7.46}
\end{equation*}
$$

and possibly further, depending on the value of $p$. These polynomial factors are known and named cyclotomic polynomials $\varphi_{q}(z)$. They provide the full factorization of any $z^{N}-1$ :

$$
\begin{equation*}
z^{N}-1=\prod_{q \mid N} \varphi_{q}(z) . \tag{7.47}
\end{equation*}
$$

A useful property of thesecyclotomic polynomials is that the roots of $\varphi_{q}(z)$ areall the $q$ th primitive roots of unity, hence degree $\left\{\varphi_{q}(z)\right\}=\varphi(q)$, which is by definition the number of integers lower than $q$ and coprime with it. Namely, if $w_{q}=e^{-j 2 \pi / q}$, the roots of $\varphi_{q}(z)$ are $\left\{W_{q}^{r} \mid(r, q)=1\right\}$.

As an example, for $p=5, z^{p-1}-1=z^{4}-1$,

$$
\begin{aligned}
z^{4}-1 & =\varphi_{1}(z) \cdot \varphi_{2}(z) \cdot \varphi_{4}(z) \\
& =(z-1)(z+1)\left(z^{2}+1\right) .
\end{aligned}
$$

The first use of the CRT to compute the cyclic convolution (7.45) is then as follows:

1. compute

$$
\begin{aligned}
& x_{q}^{\prime}(z)=x^{\prime}(z) \bmod \varphi_{q}(z), \quad q \mid p-1 \\
& w_{q}^{\prime}(z)=w(z) \bmod \varphi_{q}(z),
\end{aligned}
$$

2. then obtain

$$
X_{q}^{\prime}(z)=x_{q}^{\prime}(z) \cdot w_{q}^{\prime}(z) \bmod \varphi_{q}(z)
$$

3. reconstruct $X^{\prime}(z) \bmod z^{p-1}-1$ from the polynomials $X_{q}^{\prime}(z)$ using theCRT.

Let us apply this procedure to our simple example:

$$
\begin{aligned}
x^{\prime}(z) & =x_{1}+x_{2} z+x_{4} z^{2}+x_{3} z^{3} \\
w(z) & =W_{5}^{1}+W_{5}^{2} z+W_{5}^{4} z^{2}+W_{5}^{3} z^{3}
\end{aligned}
$$

Step 1.

$$
\begin{aligned}
w_{4}(z) & =w(z) \bmod \varphi_{4}(z) \\
& =\left(W_{5}^{1}-W_{5}^{4}\right)+\left(W_{5}^{2}-W_{5}^{3}\right) z, \\
w_{2}(z) & =w(z) \bmod \varphi_{2}(z) \\
& =\left(W_{5}^{1}+W_{5}^{4}-W_{5}^{2}-W_{5}^{3}\right), \\
w_{1}(z) & =w(z) \bmod \varphi_{1}(z) \\
& =\left(W_{5}^{1}+W_{5}^{4}+W_{5}^{2}+W_{5}^{3}\right) \quad[=-1], \\
x_{4}^{\prime}(z) & =\left(x_{1}-x_{4}\right)+\left(x_{2}-x_{3}\right) z, \\
x_{2}^{\prime}(z) & =\left(x_{1}+x_{4}-x_{2}-x_{3}\right), \\
x_{1}^{\prime}(z) & =\left(x_{1}+x_{4}+x_{2}+x_{3}\right) .
\end{aligned}
$$

Step 2.

$$
\begin{aligned}
X_{4}^{\prime}(z) & =x_{4}^{\prime}(z) \cdot w_{4}(z) \bmod \varphi_{4}(z), \\
X_{2}^{\prime}(z) & =x_{2}^{\prime}(z) \cdot w_{2}(z) \bmod \varphi_{2}(z), \\
X_{1}^{\prime}(z) & =x_{1}^{\prime}(z) \cdot w_{1}(z) \bmod \varphi_{1}(z),
\end{aligned}
$$

Step 3.

$$
\begin{aligned}
X^{\prime}(z)= & {\left[X_{1}^{\prime}(z)(1+z) / 2+X_{2}^{\prime}(z)(1-z) / 2\right] } \\
& \times\left(1+z^{2}\right) / 2+X_{4}^{\prime}(z)\left(1-z^{2}\right) / 2
\end{aligned}
$$

Notethat all the coefficients of $W_{q}(z)$ areeither real or purely imaginary. This is a general property due to the symmetries of the successive powers of $W_{p}$.

The only missing tool needed to complete the procedure now is the algorithm to compute the polynomial products modulo the cyclotomic factors. Of course, a straightforward polynomial product followed by a reduction modulo $\varphi_{q}(z)$ would be applicable, but a much more efficient algorithm can be obtained by a second application of the CRT in the field of polynomials.

It is already well-known that knowing the values of an $N$ th degree polynomial at $N+1$ different points can provide the value of the same polynomial anywhere else by Lagrange interpolation. The CRT provides an analogous way of obtaining its coefficients.

Let us first recall the equation to be solved:

$$
\begin{equation*}
X_{q}^{\prime}(z)=x_{q}^{\prime}(z) \cdot w_{q}(z) \bmod \varphi_{q}(z), \tag{7.48}
\end{equation*}
$$

with

$$
\operatorname{deg} \varphi_{q}(z)=\varphi(q)
$$

Since $\varphi_{q}(z)$ isirreducible, theCRT cannot beused directly. Instead, wechooseto evaluatetheproduct $X_{q}^{\prime \prime}(z)=x_{q}^{\prime}(z) \cdot w_{q}(z)$ modulo an auxiliary polynomial $A(z)$ of degree greater than the degree of the product. This auxiliary polynomial will be chosen to be fully factorizable. The CRT hence applies, providing

$$
X_{q}^{\prime \prime}(z)=x_{q}^{\prime}(z) \cdot w_{q}(z)
$$

sincethe $\bmod A(z)$ istotally artificial, and the reduction $\operatorname{modulo} \varphi_{q}(z)$ will be performed afterwards.
The procedure is then as follows.

Let us evaluate both $x_{q}^{\prime}(z)$ and $w_{q}(z)$ modulo a number of different monomials of the form

$$
\left(z-a_{i}\right), \quad i=1, \ldots, 2 \varphi(q)-1
$$

Then compute

$$
\begin{equation*}
X_{q}^{\prime \prime}\left(a_{i}\right)=x_{q}^{\prime}\left(a_{i}\right) w_{q}\left(a_{i}\right), \quad i=1, \ldots, 2 \varphi(q)-1 \tag{7.49}
\end{equation*}
$$

The CRT then provides a way of obtaining

$$
\begin{equation*}
X_{q}^{\prime \prime}(z) \bmod A(z) \tag{7.50}
\end{equation*}
$$

with

$$
A(z)=\prod_{i=1}^{2 \varphi(q)-1}\left(z-a_{i}\right),
$$

which is equal to $X_{q}^{\prime \prime}(z)$ itself, since

$$
\begin{equation*}
\operatorname{deg} X_{q}^{\prime \prime}(z)=2 \varphi(q)-2 \tag{7.51}
\end{equation*}
$$

Reduction of $X_{q}^{\prime \prime}(z) \bmod \varphi_{z}(z)$ will then providethe desired result.
In practical cases, thepoints $\left\{a_{i}\right\}$ will bechosen in such a way that theevaluation of $w_{q}^{\prime}\left(a_{i}\right)$ involves only additions (i.e.: $a_{i}=0, \pm 1, \ldots$ ).

This limits the degree of the polynomials whose products can becomputed by this method. Other suboptimal methods exist [12], but are nevertheless based on the same kind of approach [the "dot products" (7.49) become polynomial products of lower degree, but the overall structure remains identical].

All this seems fairly complicated, but results in extremely efficient algorithms that have a low number of operations. The full derivation of our example ( $p=5$ ) then provides the following algorithm:

5 point DFT:

$$
\begin{aligned}
u= & 2 \pi / 5 \\
t_{1}= & \left.x_{1}+x_{4}, \quad t_{2}=x_{2}+x_{3}, \quad \text { (reduction modulo } z^{2}-1\right) \\
t_{3}= & \left.x_{1}-x_{4}, \quad t_{4}=x_{3}-x_{2}, \quad \text { (reduction modulo } z^{2}+1\right) \\
t_{5}= & \left.t_{1}+t_{2} \quad \text { (reduction modulo } z-1\right), \\
t_{6}= & t_{1}-t_{2} \quad(\text { reduction modulo } z+1), \\
m_{1}= & {[(\cos u+\cos 2 u) / 2] t_{5}, \quad\left(X_{1}^{\prime}(z)=x_{1}^{\prime}(z) \cdot w_{1}(z) \bmod \varphi_{1}(z)\right) } \\
m_{2}= & {[(\cos u-\cos 2 u) / 2] t_{6}, \quad\left(X_{2}^{\prime}(z)=x_{2}^{\prime}(z) \cdot w_{2}(z) \bmod \varphi_{2}(z)\right) } \\
& \text { polynomial product modulo } z^{2}+1, \quad\left(X_{4}^{\prime}(z)=x_{4}^{\prime}(z) \cdot w_{4}(z) \bmod \varphi_{u}(z):\right) \\
m_{3}= & -j(\sin u)\left(t_{3}+t_{4}\right), \\
m_{4}= & -j(\sin u+\sin 2 u) t_{4}, \\
m_{5}= & j(\sin u-\sin 2 u) t_{3}, \\
s_{1}= & m_{3}-m_{4}, \\
s_{2}= & m_{3}+m_{5},
\end{aligned}
$$

(reconstruction following Step 3, the 1/2 terms have been included into the polynomial products:)
$s_{3}=x_{0}+m_{1}$,

$$
\begin{aligned}
s_{4} & =s_{3}+m_{2} \\
s_{5} & =s_{3}-m_{2} \\
X_{0} & =x_{0}+t_{5} \\
X_{1} & =s_{4}+s_{1} \\
X_{2} & =s_{5}+s_{2} \\
X_{3} & =s_{5}-s_{2} \\
X_{4} & =s_{4}-s_{1}
\end{aligned}
$$

When applied to complex data, this algorithm requires 10 real multiplications and 34 real additions vs. 48 real multiplications and 88 real additions for a straightforward algorithm (matrix-vector product).

In matrix form, and slightly changed, this algorithm may be written as follows:

$$
\begin{equation*}
\left(X_{0}^{\prime}, X_{1}^{\prime}, \ldots, X_{4}^{\prime}\right)^{T}=C \cdot D \cdot B \cdot\left(x_{0}, x_{1}, \ldots, x_{4}\right)^{T} \tag{7.52}
\end{equation*}
$$

with

$$
\begin{aligned}
C= & {\left[\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & -1 & 0 \\
1 & 1 & -1 & 1 & 0 & 1 \\
1 & 1 & -1 & -1 & 0 & -1 \\
1 & 1 & 1 & -1 & 1 & 0
\end{array}\right] } \\
D= & \operatorname{diag}[1,((\cos u+\cos 2 u) / 2-1),(\cos u-\cos 2 u) / 2,-j \sin u, \\
& -j(\sin u+\sin 2 u), j(\sin u-\sin 2 u)] \\
B= & {\left[\begin{array}{rrrrr}
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 \\
0 & 1 & -1 & -1 & 1 \\
0 & 1 & -1 & 1 & -1 \\
0 & 0 & -1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1
\end{array}\right] }
\end{aligned}
$$

By construction, $D$ is a diagonal matrix, where all multiplications are grouped, while $C$ and $B$ only involve additions (they correspond to the reductions and reconstructions in the applications of the CRT).

It is easily seen that this structure is a general property of the short-length DFTs based on CRT: all multiplications are "nested" at the center of the algorithms. By construction, also, $D$ has dimension $M_{p}$, which is the number of multiplications required for computing the DFT, some of them being trivial (at least one, needed for the computation of $X_{0}$ ). In fact, using such a formulation, we have $M_{p} \geq p$. This notation looks awkward, at first glance (why include trivial multiplications in the total number?), but Section 7.5 .3 will show that it is necessary in order to evaluate the number of multiplications in the Winograd FFT.

It can also be proven that the methods explained in this section are essentially the only ways of obtaining FFTs with the minimum number of multiplications. In fact, this gives the optimum structure, mathematically speaking. These methods always provide a number of multiplications lower than twice the length of theDFT:

$$
M_{N_{1}}<2 N_{1}
$$

This shows the linear complexity of the DFT in this case.

### 7.5.2 Prime Factor Algorithms [95]

Let us now come back to the initial problem of this section: the computation of the bidimensional transform given in (7.38). Rearranging the data in matrix form, of size $N_{1} N_{2}$, and $F_{1}$ (resp. $F_{2}$ ) denoting the Fourier matrix of size $N_{1}$ (resp. $N_{2}$ ), results in the following notation, often used in the context of image processing:

$$
\begin{equation*}
\boldsymbol{X}=F_{1} \boldsymbol{x} F_{2}^{T} . \tag{7.53}
\end{equation*}
$$

PerformingtheFFT algorithm separately along each dimension resultsin theso-called primefactor algorithm (PFA).

To summarize, PFA makes use of Good's mapping (Section "The M apping of Good") to convert the length $N_{1} \cdot N_{2} 1-\mathrm{D}$ DFT into a size $N_{1} \times N_{2}$ 2-D DFT, and then computes this 2-D DFT in a row- column fashion, using the most efficient algorithms along each dimension.

Of course, this applies recursively to more than two factors, the constraints being that they must be mutually coprime. Nevertheless, this constraint implies the availability of a whole set of efficient small DFTs ( $N_{i}=2,3,4,5,7,8,16$ is already sufficient to provide a dense set of feasible lengths).

A graphical display of PFA for length $N=15$ is given in Fig. 7.7. Since there are $N_{2}$ applications of length $N_{1}$ FFT and $N_{1}$, applications of length $N_{2}$ FFTs, the computational costs are as follows:

$$
\begin{align*}
M_{N_{1} N_{2}} & =N_{1} M_{2}+N_{2} M_{1}, \\
A_{N_{1} N_{2}} & =N_{1} A_{2}+N_{2} A_{1}, \tag{7.54}
\end{align*}
$$

or, equivalently, the number of operations to be performed per output point is the sum of the individual number of operations in each short algorithm: let $m_{N}$ and $a_{N}$ bethese reduced numbers

$$
\begin{align*}
m_{N_{1} N_{2} N_{3} A_{4}} & =m_{N_{1}}+m_{N_{2}}+m_{N_{3}}+m_{N_{4}} \\
a_{N_{1} N_{2} N_{3} N_{4}} & =a_{N_{1}}+a_{N_{2}}+a_{N_{3}}+a_{N_{4}} . \tag{7.55}
\end{align*}
$$

An evaluation of these figures is provided in Tables 7.1 and 7.2.


FIGURE 7.7: Schematic view of PFA for $N=15$.

### 7.5.3 Winograd's Fourier Transform Algorithm (WFTA) [56]

Winograd's FFT makes full use of all the tools explained in Section 7.5.1.

Good's mapping is used to convert the length $N_{1} \cdot N_{2} 1$-D DFT into a length $N_{1} \times N_{2}$ 2-D DFT, and the intimatestructure of the small-length algorithms is used to nest all the multiplications at the center of the overall algorithm as follows.

Reporting (7.52) into (7.53) results in

$$
\begin{equation*}
\boldsymbol{X}=C_{1} D_{1} B_{1} x B_{2}^{T} D_{2} C_{2}^{T} \tag{7.56}
\end{equation*}
$$

Since $C$ and $B$ do not involve any multiplication, the matrix ( $B_{1} \times B_{2}^{T}$ ) is obtained by only adding properly chosen input elements. The resulting matrix now has to be multiplied on the left and on the right by diagonal matrices $D_{1}$ and $D_{2}$, of respective dimensions $M_{1}$ and $M_{2}$. Let $M_{1}^{\prime}$ and $M_{2}^{\prime}$ be the numbers of trivial multiplications involved.

Premultiplying by the diagonal matrix $D_{1}$ multiplies each row by some constant, while postmultiplying does it for each column. Merging both multiplications leads to a total number of

$$
\begin{equation*}
M_{N_{1} N_{2}}=M_{N_{1}} \cdot M_{N_{2}} \tag{7.57}
\end{equation*}
$$

out of which $M_{N_{1}}^{\prime} \cdot M_{N_{2}}^{\prime}$ are trivial.
Pre and postmultiplying by $C_{1}$ and $C_{2}^{T}$ will then complete the algorithm.
A graphical display of W FTA for length $N=15$ is given in Fig. 7.8, which clearly shows that this algorithm cannot be performed in place.


FIGURE 7.8: Schematic view of WFTA for $N=15$.

The number of additions is more intricate to obtain.
Let us consider the pictorial representation of (7.56) as given in Fig. 7.8.
Let $C_{1}$ involve $A_{1}^{1}$ additions (output additions) and $B_{1}$ involve $A_{2}^{1}$ additions (input additions). (Which meansthat thereexists an al gorithm for multiplying $C_{1}$ by somevector involving $A_{1}^{1}$ additions. This is different from the number of $\pm 1 \mathrm{~s}$ in the matrix - see the $p=5$ example.)

Under these conditions, obtaining $x B_{2}$ will cost $A_{2}^{2} \cdot N_{1}$ additions, $B_{1}\left(\boldsymbol{x} B_{2}^{T}\right)$ will cost $A_{1}^{2} \cdot M_{2}$ additions, $C_{1}\left(D_{1} B_{1} \boldsymbol{x} B_{2}^{T}\right)$ will cost $A_{1}^{1} \cdot M_{2}$ additionsand $\left(C_{1} D_{1} B_{1} \boldsymbol{x} B_{2}^{T}\right) C_{2}$ will cost $A_{2}^{1} \cdot N_{1}$ additions, which gives a total of

$$
\begin{equation*}
A_{N_{1} N_{2}}=N_{1} A_{2}+M_{2} A_{1} . \tag{7.58}
\end{equation*}
$$

Thisformula is not symmetric in $N_{1}$ and $N_{2}$. Hence, it is possibleto interchange $N_{1}$ and $N_{2}$, which does not change the number of multiplications. This is used to minimize the number of additions.

Since $M_{2} \geq N_{2}$, it is clear that WFTA will always require at least as many additions as PFA, while it will always need fewer multiplications, as long as optimum short length DFTs are used. The demonstration is as follows.

Let

$$
\begin{aligned}
M_{1} & =N_{1}+\varepsilon_{1}, \quad M_{2}=N_{2}+\varepsilon_{2} \\
M_{\mathrm{PFA}} & =N_{1} M_{2}+N_{2} M_{1} \\
& =2 N_{1} N_{2}+N_{1} \varepsilon_{2}+N_{2} \varepsilon_{1} \\
M_{\mathrm{WFTA}} & =M_{1} \cdot M_{2} \\
& =N_{1} N_{2}+\varepsilon_{1} \varepsilon_{2}+N_{1} \varepsilon_{2}+N_{2} \varepsilon_{1}
\end{aligned}
$$

Since $\varepsilon_{1}$ and $\varepsilon_{2}$ are strictly smaller than $N_{1}$ and $N_{2}$ in optimum short-length DFTs, we have, as a result

$$
M_{\mathrm{WFTA}}<M_{\mathrm{PFA}} .
$$

Notethat thisresult isnot trueif suboptimal short-length FFTsareused. Thenumbersof operations to be performed per output point [to be compared with (7.55)] are as follows in the W FTA:

$$
\begin{equation*}
m_{N_{1} N_{2}}=m_{N_{1}} \cdot M_{N_{2}}, \quad a_{N_{1} N_{2}}=a_{N_{2}}+m_{N_{2}} a_{N_{1}} . \tag{7.59}
\end{equation*}
$$

These numbers are given in Tables 7.1 and 7.2.
Note that the number of additions in the WFTA was reduced later by Nussbaumer [12] with a scheme called "split nesting," leading to the algorithm with the least known number of operations (multiplications + additions).

### 7.5.4 Other Members of This Class [38]

PFA and WFTA are seen to be both described by the following equation:

$$
\begin{equation*}
X=C_{1} D_{1} B_{1} x B_{2}^{T} D_{2} C_{2}^{T} . \tag{7.60}
\end{equation*}
$$

Each of them is obtained by different ordering of the matrix products.

- ThePFA multiplies ( $\left.C_{1} D_{1} B_{1}\right) x$ first, and then theresult ispostmultiplied by ( $B_{2}^{T} D_{2} C_{2}^{T}$ ).
- The WFTA starts with $B_{1} x B_{2}^{T}$, then ( $D_{1} \times D_{2}$ ), then $C_{1}$ and finally $C_{2}^{T}$.

Nevertheless, thesearenot theonly ways of obtaining $\boldsymbol{X}: C$ and $B$ can befactorized astwo matrices each, to fully describe the way the algorithms are implemented. Taking this fact into account allows a great number of different algorithms to be obtained. Johnson and Burrus [38] systematically investigated this whole class of algorithms, obtaining interesting results, such as

- some WFTA-type algorithms, with reduced number of additions.
- algorithms with lower number of multiplications than both PFA and WFTA in the case where the short-length algorithms are not optimum.


### 7.5.5 Remarks on FFTs Without Twiddle Factors

It is easily seen that members of this class of algorithms differ fundamentally from FFTs with twiddle factors.

Both classes of algorithms are based on a divide and conquer strategy, but the mapping used to eliminate the twiddle factors introduced strong constraints on the type of lengths that were possible with Good's mapping.

Due to those constraints, the elaboration of efficient FFTs based on Good's mapping required considerable work on the structure of the short FFTs. This resulted in a better understanding of the mathematical structure of the problem, and a better idea of what was feasible and what was not.

This new understanding has been applied to the study of FFTs with twiddle factors. In this study, issues, such as optimality, distance (in cost) of the practical algorithms from the best possible ones and the structural properties of the algorithms, have been prominent in the recent evolution of the field of algorithms.

### 7.6 State of the Art

FFT algorithms have now reached a great maturity, at least in the 1-D case, and it is now possible to make strong statements about what eventual improvements are feasible and what are not.

In fact, lower boundson thenumber of multiplicationsnecessaryto computeaDFT of given length can be obtained by using the techniques described in Section 7.5.1.

### 7.6.1 Multiplicative Complexity

Let us first consider the FFTs with lengths that are powers of two.
Winograd [57] was first able to obtain a lower bound on the number of complex multiplications necessary to compute length $2^{n}$ DFTs. This work was then refined in [28], which provided realizable lower bounds, with the following multiplicative complexity:

$$
\begin{equation*}
\mu_{c}\left[\text { DFT } 2^{n}\right]=2^{n+1}-2 n^{2}+4 n-8 \tag{7.61}
\end{equation*}
$$

This means that there will never exist any algorithm computing a length $2^{n}$ DFT with a lower number of non-trivial complex multiplications than the onein (7.61).

Furthermore, since the demonstration is constructive [28], this optimum algorithm is known. Unfortunately, it is of no practical use for lengths greater than 64 (it involves much too many additions).

The lower part of Fig. 7.9 shows the variation of this lower bound and of the number of complex multiplications required by some practical algorithms (radix 2, radix 4, SRFT). It is clearly seen that SRFFT follows this lower bound up to $N=64$, and is fairly close for $N=128$. Divergence is quite fast afterwards.

It is also possibleto obtain a realizablelower bound on the number of real multiplications[35, 36].

$$
\begin{equation*}
\mu_{r}\left[\text { DFT } 2^{n}\right]=2^{n+2}-2 n^{2}-2 n+4 \tag{7.62}
\end{equation*}
$$

The variation of this bound, together with that of the number of real multiplications required by some practical algorithms is provided on the upper part of Fig. 7.9. Once again, this realizable lower bound is of no practical use above a certain limit. But, this time, the limit is much lower: SRFFT, together with radix 4, meets the lower bound on the number of real multiplications up to $N=16$, which is also the last point where one can use an optimal polynomial product algorithm (modulo $u^{2}+1$ ) which is still practical. ( $N=32$ would require an optimal product modulo $u^{4}+1$ that requires a large number of additions).

It wasal so shown [31, 76] that all of thethreefollowingalgorithms: optimum algorithm minimizing complexmultiplications, optimum algorithm minimizingreal multiplicationsand SRFFT, had exactly thesamestructure. They performed the decomposition into polynomial products exactly in the same manner, and they differ only in the way the polynomial products are computed.

Another interesting remark is as follows: the same number of multiplications as in SRFFT could also be obtained by so-called "real factor radix-2 FFTs" [24, 42, 44] (which were, on another respect,
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FIGURE 7.9: Number of non-trivial real or complex multiplications per output point.
somewhat numerically ill-conditioned and needed about 20\% more additions). They wereobtained by making use of some computational trick to replace the complex twiddle factors by purely real or purely imaginary ones. Now, the question is: is it possible to do the same kind of thing with radix 4, or even SRFFT? Such a result would provide algorithms with still fewer operations. The knowledge of the lower bound tells us that it is impossible because, for some points ( $N=16$, for example) this would produce an algorithm with better performance than the lower bound. The challenge of eventually improving SRFFT is now as follows:

Comparison of SRFFT with $\mu_{c}$ [DFT $2^{n}$ ] tells us that no algorithm using complex multiplications will be able to improve significantly SRFFT for lengths $<512$. Furthermore, the trick allowing real factor algorithms to be obtained cannot be applied to radices greater than 2 (or at least not in the same manner).

The above discussion thus shows that there remain very few approaches (yet unknown) that could eventually improve the best known length $2^{n}$ FFT.

And what is the situation for FFTs based on Good's mapping?
Realizable lower bounds are not so easily obtained. For a given length $N=\prod N_{i}$, they involve a fairly complicated number theoretic function [8], and simple analytical expressions cannot be obtained. Nevertheless, programs can be written to compute $\mu_{r}\left\{\right.$ DFTN $\left._{N}\right\}$, and are given in [36]. Table 7.3 provides numerical values for a number of lengths of interest.

Careful examination of Table 7.3 provides a number of interesting conclusions.
First, one can see that, for comparable lengths (sinceSRFFT and W FTA cannot exist for the same lengths), a classification depending on the efficiency is as follows: WFTA always requires the lowest number of multiplications, followed by PFA, and followed by SRFFT, all fixed or mixed radix FFTs being next. Nevertheless, none of these algorithms attains the lower bound, except for very small lengths.

Another remark is that the number of multiplications required by W FTA is always smaller than the lower bound for the corresponding length that is a power of 2. This means, on theonehand, that transform lengths for which Good's mapping can be applied are well suited for a reduction in the number of multiplications, and on theother hand, that they are very efficiently computed by WFTA, from this point of view.

And this states the problem of the relative efficiencies of these algorithms: How close are they to their respective lower bound?

The last column of Table 7.3 shows that the relative efficiency of SRFFT decreases almost linearly with the length (it requires about twice the minimum number of multiplications for $N=2048$ ), while the relative efficiency of W FTA remains almost constant for all the lengths of interest (it would not be the same result for much greater $N$ ). Lower bounds for Winograd-type lengths are also seen to be smaller than for the corresponding power of 2 lengths.

All these considerations result in the following conclusion: lengths for which Good's mapping is applicable allow a greater reduction of the number of multiplications (which is due directly to the mathematical structure of the problem). And, furthermore, they allow a greater relative efficiency of the actual algorithms vs. the lower bounds (and this is dueindirectly to the mathematical structure).

TABLE 7.3 Practical Algorithms vs. Lower Bounds (Number of Non-Trivial Real Multiplications for FFTs on Real Data)

| N |  | SRFFT |  | Lower bound (L.B.) |  | $\begin{gathered} \hline \text { SRFT } \\ \hline \text { L.B. } \end{gathered}$ | $\frac{\text { WFTA }}{\text { L.B. }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | WFTA |  |  |  |  |
| 16 |  | 20 |  | 20 |  | 1 |  |
|  | 30 |  | 68 |  | 56 |  | 1.21 |
| 32 |  | 68 |  | 64 |  | 1.06 |  |
|  | 60 |  | 136 |  | 112 |  | 1.21 |
| 64 |  | 196 |  | 168 |  | 1.16 |  |
|  | 120 |  | 276 |  | 240 |  | 1.15 |
| 128 |  | 516 |  | 396 |  | 1.3 |  |
|  | 240 |  | 632 |  | 548 |  | 1.15 |
| 256 |  | 1284 |  | 876 |  | 1.47 |  |
|  | 504 |  | 1572 |  | 1320 |  | 1.19 |
| 512 |  | 3076 |  | 1864 |  | 1.64 |  |
|  | 1008 |  | 3548 |  | 2844 |  | 1.25 |
| 1024 |  | 7172 |  | 3872 |  | 1.85 |  |
| 2048 |  | 16388 |  | 7876 |  | 2.08 |  |
|  | 2520 |  | 9492 |  | 7440 |  | 1.27 |

### 7.6.2 Additive Complexity

Nevertheless, the situation is not the same as regards the number of additions.
M ost of the work on optimality was concerned with the number of multiplications. Concerning the number of additions, one can distinguish between additions due to the complex multiplications and the ones due to the butterflies. For the case $N=2^{n}$, it was shown in [106, 110] that the latter number, which is achieved in actual algorithms, is al so theoptimum. Differences between the various algorithms is thus only due to varying numbers of complex multiplications. As a conclusion, one can see that the only way to decrease the number of additions is to decrease the number of true complex multiplications (which is close to the lower bound).

Figure 7.10 gives the variation of the total number of operations (multiplications plus additions) for these algorithms, showing that SRFFT has the lowest operation count. Furthermore, its more regular structure results in faster implementations.

Note that all the numbers given here concern the initial versions of SRFFT, PFA, and WFTA, for which FORTRAN programs are available. It is nevertheless possible to improve the number of additions in WFTA by using theso-called split nesting technique[12] (which is used in Fig. 7.10), and
the number of multiplications of PFA by using small-length FFTs with scaled output [12], resulting in an overall scaled DFT.


FIGURE 7.10: Total number of operations per output point for different algorithms.

As a conclusion, onecan realizethat we now have practical algorithms (mainly WFTA and SRFFT) that follow the mathematical structure of the problem of computing the DFT with the minimum number of multiplications, as well as a knowledge of their degree of suboptimality.

### 7.7 Structural Considerations

This section is devoted to some points that are important in the comparison of different FFT algorithms, namely easy obtention of inverse FFT, in-place computation, regularity of the algorithm, quantization noise and parallelization, all of which are related to the structure of the algorithms.

### 7.7.1 Inverse FFT

FFTs are often used regardless of their "frequency" interpretation for computing FIR filtering in blocks, which achieves a reduction in arithmetic complexity compared to the direct algorithm. In that case, the forward FFT has to be followed, after pointwise multiplication of the result, by an inverse FFT. It is of course possible to rewrite a program along the same lines as the forward one, or to reorder the outputs of a forward FFT. A simpler way of computing an inverse FFT by using a forward FFT program is given (or reminded) in [99], where it is shown that, if CALL FFT (XR, XI, N ) computes a forward FFT of the sequence $\{\mathrm{XR}(i)+\mathrm{jXI}(i) \mid i=0, \ldots, N-1\}$, $\operatorname{CALL}$ FFT (XI, XR, $N$ ) will compute an inverse FFT of the same sequence, whatever the algorithm is. Thus, all FFT algorithms on complex data are equivalent in that sense.

### 7.7.2 In-Place Computation

Another point in thecomparison of algorithmsisthememory requirement: mostalgorithms(CooleyTukey, SRFFT, PFA) allow in-place computation (no auxiliary storage of size depending on $N$ is necessary), while WFTA does not. And this may be a drawback for WFTA when applied to rather large sequences.

Cooley-Tukey and split-radix FFTs also allow rather compact programs [4, 113], the size of which is independent of the length of the FFT to be computed.

On the contrary, PFA and WFTA will requirelonger and longer programs when the upper limit on the possible lengths is increased: an 8 -module program ( $n=2,4,8,16,3,5,7,9$ ) allows obtaining a rather dense set of lengths up to $N=5040$ only. Longer transforms can only be obtained either by the use of rather "exotic" modules that can befound in [37], or by somekind of mixture between Cooley-Tukey FFT (or SRFFT) and PFA.

### 7.7.3 Regularity, Parallelism

Regularity has been discussed for nearly all algorithms when they were described. Let us recall here that Cooley-Tukey FFT (CTFFT) is very regular (based on repetitive use of a few modules). SRFFT follows (repetitive use of very few modules in a slightly more involved manner). Then, PFA requires repetitive use (more intricate than CTFFT) of more modules, and finally WFTA requires some combining of parts of these modules, which means that, even if it has some regularity, this regularity is more hidden.

Let us point out also that the regularity of an algorithm cannot really be seen from its flowgraph. The equations describing the algorithm, as given in (7.13) or (7.38) do not fully define the implementations, which is partially done in the flowgraph. The reordering of the nodes of a flowgraph may provide a more regular one (the classical radix 2 and 4 CTFFT can be reordered into a constant geometry algorithm. See also [30] for SRFFT).

Parallelization of CTFFT and SRFFT is fairly easy, since the small modules are applied on sets of data that are separable and contiguous, while it is slightly more difficult with PFA, where the data required by each module are not in contiguous locations.

Finally, let us point out that mathematical tools such as tensor products can be used to work on the structure of the FFT algorithms [50, 101], since the structure of the algorithm reflects the mathematical structure of the underlying problem.

### 7.7.4 Quantization Noise

Roundoff noisegenerated by finiteprecision operationsinsidetheFFT algorithm isal so of importance. Of course, fixed point implementations of CTFFT for lengths $2^{n}$ were studied first, and it was shown that theerror-to-signal ratio of theFFT processincreasesas $\sqrt{N}$ (which means $1 / 2$ bit per stage) [117]. SRFFT and radix-4 algorithms were also reported to generate less roundoff than radix-2 [102].

Although theWFTA requires fewer multiplications than theCTFFT (hence has less noisesources), it was soon recognized that proper scaling was difficult to include in the algorithm, and that the resulting noise-to-signal ratio was higher. It is usually thought that two more bits are necessary for representing data in the WFTA to give an error of the same order as CTFFT (at least for practical lengths). A floating point analysis of PFA is provided in [104].

### 7.8 Particular Cases and Related Transforms

Theprevious sections havebeen devoted exclusively to the computation of thematrix-vector product involving the Fourier matrix. In particular, no assumption has been made on the input or output
vector. In the following subsections, restrictions will be put on these vectors, showing how the previously described algorithms can be applied when the input is, e.g., real valued, or when only a part of the output is desired. Then, transforms closely related to the DFT will be discussed as well.

### 7.8.1 DFT Algorithms for Real Data

Very often in applications, the vector to be transformed is made up of real data. The transformed vector then has an hermitian symmetry, that is,

$$
\begin{equation*}
X_{N-k}=X_{k}^{*}, \tag{7.63}
\end{equation*}
$$

as can be seen from the definition of the DFT. Thus, $X_{0}$ is real, and when $N$ is even, $X_{N / 2}$ is real as well. That is, the $N$ input values map to 2 real and $N / 2-1$ complex conjugate values when $N$ is even, or 1 real and ( $N-1$ )/2 complex conjugate values when $N$ is odd (which leaves the number of free variables unchanged).

This redundancy in both input and output vectors can beexploited in theFFT algorithms in order to reducethecomplexity and storageby afactor of 2. That the complexity should behalf can beshown by thefollowing argument. If onetakes a real DFT of the real and imaginary parts of a complex vector separately, then $2 N$ additions are sufficient in order to obtain the result of the complex DFT [3]. Therefore, the goal is to obtain a real DFT that uses half as many multiplications and less than half as many additions. If one could do better, then it would improve the complex FFT as well by the above construction.

For example, take the DIF SRFFT algorithm (7.28). First, $X_{2 k}$ requires a half length DFT on real data, and thus the algorithm can be reiterated. Then, because of the hermitian symmetry property (7.63):

$$
\begin{equation*}
X_{4 k+1}=X_{4(N / 4-k-1)+3}^{*} \tag{7.64}
\end{equation*}
$$

and therefore( 7.28 c ) is redundant and only oneDFT of size $N / 4$ on complex data needs to beevaluated for (7.28b). Counting operations, this al gorithm requires exactly half as many multiplications and slightly less than half as many additions as its complex counterpart, or [30]

$$
\begin{align*}
M\left(\operatorname{R-DFT}\left(2^{m}\right)\right) & =2^{n-1}(n-3)+2  \tag{7.65}\\
A\left(\operatorname{R-DFT}\left(2^{m}\right)\right) & =2^{n-1}(3 n-5)+4 \tag{7.66}
\end{align*}
$$

Thus, the goal for the real DFT stated earlier has been achieved. Similar algorithms have been developed for radix-2 and radix-4 FFTs as well. Note that even if DIF algorithms are more easily explained, it turns out that DIT ones have a better structure when applied to real data [29, 65, 77].

In the PFA case, one has to evaluate a multidimensional DFT on real input. Because the PFA is a row-column algorithm, data become hermitian after the first 1-D FFTs, hence an accounting has to be made of the real and conjugate parts so as to divide the complexity by 2 [77]. Finally, in theW FTA case, the input addition matrix and the diagonal matrix are real, and the output addition matrix has complex conjugaterows, showing again the saving of $50 \%$ when the input is real. Note, however, that thesealgorithms generally have a moreinvolved structurethan their complex counterparts(especially in the PFA and WFTA case). Some algorithms have been developed which are inherently "real," like the real factor FFTs [22, 44] or the FFCT algorithm [51], and do not require substantial changes for real input.

A closely related question is how to transform (or actually back transform) data that possess hermitian symmetry. An actual algorithm is best derived by using the transposition principle: since the Fourier transform is unitary, its inverse is equal to its hermitian transpose, and the required algorithm can be obtained simply by transposing the flow graph of the forward transform (or by
transposing the matrix factorization of the algorithm). Simple graph theoretic arguments show that both the multiplicative and additive complexity are exactly conserved.

Assumenext that theinput is real and that only thereal (or imaginary) part of theoutput is desired. This corresponds to what has been called a cosine (or sine) DFT, and obviously, a cosine and a sine DFT on a real vector can betaken altogether at the cost of a single real DFT. When only a cosineDFT has to be computed, it turns out that algorithms can be derived so that only half the complexity of a real DFT (that is, the quarter of a complex DFT) is required [30, 52], and the same holds for the sineDFT as well [52]. Note that the above two cases correspond to DFTs on real and symmetric (or antisymmetric) vectors.

### 7.8.2 DFT Pruning

In practice, it may happen that only a small number of the DFT outputs are necessary, or that only a few inputs are different from zero. Typical cases appear in spectral analysis, interpolation, and fast convolution applications. Then, computing a full FFT algorithm can bewasteful, and advantage should be taken of the inputs and outputs that can be discarded.

We will not discuss "approximate" methods which are based on filtering and sampling rate changes [2, pp. 317-319] but only consider "exact" methods. One such algorithm is due to Goertzel [68] which is based on the complex resonator idea. It is very efficient if only a few outputs of the FFT are required. A direct approach to the problem consists in pruning the flowgraph of the complete FFT so as to disregard redundant paths (corresponding to zero inputs or unwanted outputs). As an inspection of a flowgraph quickly shows, the achievable gains are not spectacular, mainly because of the fact that data communication is not local (since all arithmetic improvements in the FFT over the DFT are achieved through data shuffling).

M ore complex methods are therefore necessary in order to achieve the gains one would expect. Such methods lead to an order of $N \log _{2} K$ operations, where $N$ is the transform size and $K$ the number of activeinputs or outputs[48]. Reference[78] also provides a method combining Goertzel's method with shorter FFT algorithms. Note that the problems of input and output pruning aredual, and that algorithms for one problem can be applied to the other by transposition.

### 7.8.3 Related Transforms

Two transformswhich areintimately related to theDFT arethediscreteH artley transform (DHT) [61, 62] and the discrete cosinetransform (DCT) [1, 59]. Theformer has been proposed as an alternative for the real DFT and the latter is widely used in image processing.

The DHT is defined by

$$
\begin{equation*}
X_{k}=\sum_{n=0}^{N-1} x_{n}(\cos (2 \pi n k / N)+\sin (2 \pi n k / N)) \tag{7.67}
\end{equation*}
$$

and is self-inverse, provided that $X_{0}$ is further weighted by $1 / \sqrt{2}$. Initial claims for theDHT were

- improved arithmetic efficiency. This was soon recognized to be false, when compared to the real DFT. The structures of both programs are very similar and their arithmetic complexities are equivalent (DHTs actually require slightly more additions than realvalued FFTs).
- self-inverse property. It has been explained above that the inverse real DFT on hermitian data has exactly the same complexity as thereal DFT (by transposition). If the transposed algorithm is not available, it can be found in [65] how to compute the inverse of a real DFT with a real DFT with only a minor increase in additive complexity.

Therefore, there is no computational gain in using a DHT, and only a minor structural gain if an inverse real DFT cannot be used.

The DCT, on the other hand, has found numerous applications in image and video processing. This has led to the proposal of several fast algorithms for its computation [51, 64, 70, 72]. The DCT is defined by

$$
\begin{equation*}
X_{k}=\sum_{n=0}^{N-1} x_{n} \cos (2 \pi(2 k+1) n / 4 N) . \tag{7.68}
\end{equation*}
$$

A scale factor of $1 / \sqrt{2}$ for $X_{0}$ has been left out in (7.68), mainly because the above transform appears as a subproblem in a length- $4 N$ real DFT [51]. From this, the multiplicative complexity of the DCT can be related to that of the real DFT as [69]

$$
\begin{equation*}
\mu(\mathrm{DCT}(N))=(\mu(\text { real-DFT }(4 N))-\mu(\text { real }-\mathrm{DFT}(2 N))) / 2 . \tag{7.69}
\end{equation*}
$$

Practical algorithms for the DCT depend, as expected, on the transform length.

- $N$ odd: the DCT can be mapped through permutations and sign changes only into a same length real DFT [69].
- $N$ even: the DCT can be mapped into a same length real DFT plus $N / 2$ rotations [51]. This is not the optimal algorithm [69, 100] but, however, a very practical one.
Other sinusoidal transforms [71], like the discrete sine transform (DST ), can be mapped into DCTs as well, with permutations and sign changes only. The main point of this paragraph is that DHTs, DCTs, and other related sinusoidal transforms can be mapped into DFTs, and therefore one can resort to the vast and mature body of knowledge that exists for DFTs. It is worth noting that so far, for all sinusoidal transforms that have been considered, a mapping into a DFT has always produced an algorithm that is at least as efficient as any direct factorization. And if an improvement is ever achieved with a direct factorization, then it could be used to improve the DFT as well. This is the main reason why establishing equivalences between computational problems is fruitful, since it allows improvement of the whole class when any member can be improved.

Figure7.11 showsthevarious waysthedifferent transformsarerelated: startingfrom any transform with the best-known number of operations, you may obtain by following the appropriate arrows the corresponding transform for which the minimum number of operations will be obtained as well.

### 7.9 Multidimensional Transforms

Wehaveal ready seen in Sections 7.4 and 7.5 that both types of divideand conquer strategies resulted in a multi-dimensional transform with some particularities: in the case of theCooley-Tukey mapping, some "twiddle factors" operations had to be performed between the treatment of both dimensions, while in the Good's mapping, the resulting array had dimensions that were coprime.

Here, we shall concentrate on true 2-D FFTs with the same size along each dimension (generalization to more dimensions is usually straightforward).

Another characteristic of the 2-D case is the large memory size required to store the data. It is therefore important to work in-place. As a consequence, in-place programs performing FFTs on real data are also more important in the 2-D case, due to this memory size problem. Furthermore, the required memory is often so large that the data are stored in mass memory and brought into core memory when required, by rows or columns. Hence, an important parameter when evaluating 2-D FFT algorithms is the amount of memory calls required for performing the algorithm.

The 2-D DFT to be computed is defined as follows:

$$
\begin{equation*}
X_{k, r}=\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} x_{i, j} W_{N}^{i k+j r}, \quad k, r=0, \ldots, N-1 \tag{7.70}
\end{equation*}
$$

| 1) a | Complex DFT $2^{\text {n }}$ | $\begin{aligned} & 2 \text { real DFTs } 2^{n} \\ & +2^{n+1}-4 \text { additions } \end{aligned}$ |
| :---: | :---: | :---: |
| b | Real DFT $2^{\text {n }}$ | 1 real DFT $2^{\text {n-1 }}+1$ complex DFT $2^{n-2}$ $+\left(3.2^{\mathrm{n}-2}-4\right)$ multiplications $+\left(2^{\mathrm{n}}+3.2^{\mathrm{n}-2}-\mathrm{n}\right)$ additions |
| 2) a | Real DFT $2^{\text {n }}$ | $\begin{aligned} & 1 \text { real DFT } 2^{\mathrm{n}-1}+2 \text { DCT's } 2^{\mathrm{n}-2^{n}} \\ & +3.2^{\mathrm{n}-1}-2 \text { additions } \end{aligned}$ |
| b | DCT $2^{\text {n }}$ | 1 real DFT $2^{\text {n }}$ <br> $+\left(3.2^{\mathrm{n}-1}-2\right)$ multiplications $+\left(3.2^{\mathrm{n}-1}-3\right)$ additions |
| 3) a | Complex DFT $2^{\text {n }}$ | 1 odd DFT $2^{\text {n-1 }}+1$ complex DFT $2^{\text {n-1 }}$ $+2^{n+1}$ additions |
| b | Odd DFT $2^{\text {n-1 }}$ | 2 complex DFTs $2^{\text {n-2 }}$ <br> $+2\left(3.2^{\mathrm{n}-2}-4\right)$ multiplications $+\left(2^{\mathrm{n}}+3.2^{\mathrm{n}-1}-8\right)$ additions |
| 4) a | Real DFT $2^{\text {n }}$ | 1 DHT $2^{\text {n }}$ <br> -2 additions |
| b | DHT $2^{\text {n }}$ | 1 real DFT $2^{\text {n }}$ +2 additions |
| 5) | Complex DFT $2^{n} \times 2^{\text {n }}$ | $3.2^{n-1}$ odd DFT $2^{n-1}+1$ complex DFT $2^{n-1} \times 2^{n-1}$ $+n .2^{\mathrm{n}}$ additions |
| 6) a | Real DFT $2^{\text {n }}$ | 1 real symmetric DFT $2^{\text {n }}+1$ real antisymmetric DFT $2^{\text {n }}$ $+(6 n+10) \cdot 4^{n-1}$ additions |
| b | Real symm DFT $2^{\text {n }}$ | 1 real symmetric DFT $2^{\text {n-1 }}+1$ inverse real DFT $+3\left(2^{n-3}-1\right)+1$ multiplications $+(3 n-4) \cdot 2^{n-3}+1$ additions |

FIGURE 7.11: (a). Consistency of the split-radix based algorithms. Path showing the connections between the various transforms.

Themethodsfor computing thistransform aredistributed in four classes: row-column algorithms, vector-radix algorithms, nested algorithms, and polynomial transform algorithms. Among them, only the vector-radix and the polynomial transform were specifically designed for the 2-D case. We shall only give the basic principles underlying these algorithms and refer to the literature for more details.

### 7.9.1 Row-Column Algorithms

Since the DFT is separable in each dimension, the 2-D transform given in (7.70) can be performed in two steps, as was explained for the PFA.

- First compute $N$ FFTs on the columns of the data.


FIGURE 7.11: (b). Consistency of the split-radix based algorithms. Weighting of each connection in terms of real operations.

- Then compute $N$ FFTs on the rows of the intermediate result.

Nevertheless, when considering 2-D transforms, one should not forget that the size of the data becomes huge quickly: a length $1024 \times 1024$ DFT requires $10^{6}$ words of storage, and the matrix is therefore stored in mass memory. But, in that case, accessing a single data is not more costly than reading the wholeblock in which it isstored. An important parameter isthen the number of memory accesses required for computing the 2-D FFT.

This is why the row-column FFT is often performed as shown in Fig. 7.12, by performing a matrix transposition between theFFTs on the columns and theFFTs on the rows, in order to allow an access to the data by blocks. Row-column algorithms are very easily implemented and only require efficient 1-D FFTs, as described before, together with a matrix transposition algorithm (for which an efficient algorithm [84] was proposed). Note, however, that the access problem tends to be reduced with the availability of huge core memories.


FIGURE 7.12: Row-column implementation of the 2-D FFT.

### 7.9.2 Vector-Radix Algorithms

A computationally more efficient way of performing the 2-D FFT is a direct approach to the multidimensional problem: the vector-radix (VR) algorithm [85, 91, 92].

They can easily be understood through an example: the radix-2 DIT VRFFT.
This algorithm is based on the following decomposition:

$$
\begin{align*}
X_{k, r}= & \sum_{i=0}^{N / 2-1} \sum_{j=0}^{N / 2-1} x_{2 i, 2 j} W_{N / 2}^{i k+j r}+W_{N}^{k} \sum_{i=0}^{N / 2-1} \sum_{j=0}^{N / 2-1} x_{2 i+1,2 j} W_{N / 2}^{i k+j r} \\
& +W_{N}^{r} \sum_{i=0}^{N / 2-1} \sum_{j=0}^{N / 2-1} x_{2 i, 2 j+1} W_{N / 2}^{i k+j r}+W_{N}^{k+r} \sum_{i=0}^{N / 2-1} \sum_{j=0}^{N / 2-1} x_{2 i+1,2 j+1} W_{N / 2}^{i k+j r}, \tag{7.71}
\end{align*}
$$

and the redundancy in the computation of $X_{k, r}, X_{k+N / 2, r}, X_{k, r+N / 2}$ and $X_{k+N / 2, r+N / 2}$ leads to simplifications which allow reduction of the arithmetic complexity.

This is the same approach as was used in theCooley-Tukey FFTs, the decomposition being applied to both indices altogether.

Of course, higher radix decompositions or split radix decompositions are also feasible [86], the main difference being that the vector-radix SRFFT, as derived in [86], although being more efficient than the onein [90], is not the algorithm with the lowest arithmetic complexity in that class: For the 2-D case, the best algorithm is not only a mixture of radices 2 and 4.

Figure 7.13 shows what kind of decompositions are performed in the various algorithms. Due to the fact that the VR algorithms are true generalizations of the Cooley-Tukey approach, it is easy to realize that they will be obtained by repetitive use of small blocks of the same type (the "butterflies", by extension). Figure 7.14 provides the basic butterfly for a vector radix-2 FFT, as derived by (7.71).

It should be clear, also, from Fig. 7.13 that the complexity of these butterflies increases very quickly with the radix: a radix- 2 butterfly involves 4 inputs (it is a $2 \times 2$ DFT followed by some "twiddle factors"), while VR4 and VSR butterflies involve 16 inputs.

(a) V-R- 2

(b) V-R-4

(c)V-S-R

FIGURE 7.13: Decomposition performed in various vector radix algorithms.


FIGURE 7.14: General vector-radix 2 butterfly.

Note also that the only VR algorithms that have seriously been considered all apply to lengths that are powers of 2 , although other radices are of course feasible.

The number of read/write cycles of the whole set of data needed to perform the various FFTs of this class, compared to the row-column algorithm, can be found in [86].

### 7.9.3 Nested Algorithms

They arebased on theremark that thenesting property used in Winograd's algorithm, as explained in Section 7.5.3, is not bound to the fact that the lengths are coprime(this requirement was only needed for Good's mapping). Hence, if the length of the DFT allows the corresponding 1-D DFT to be of a nested type (product of mutually primefactors), it is possible to nest further the multiplications, so that the overall 2-D algorithm is also nested.

The number of multiplications thus obtained are very low (see Table 7.4), but the main problem deals with memory requirements: WFTA is not performed in-place, and since all multiplications are nested, it requires the availability of a number of memory locations equal to the number of multiplications involved in the algorithms. For a length $1008 \times 1008$ FFT, this amounts to about $6 \cdot 10^{6}$ locations. This restricts the practical usefulness of these algorithmsto small or medium length DFTs.

TABLE 7.4 Number of Non-Trivial Real Multiplications Per Output Point for Various 2-D FFTs on Real Data

| $\begin{gathered} N \times N \\ (W F T A) \\ \hline \end{gathered}$ | $\begin{gathered} \hline N \times N \\ \text { (Others) } \\ \hline \end{gathered}$ | R.C. | VR2 | VR4 | VSR | WFTA | P.T. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $30 \times 30$ | $2 \times 2$ | 0 | 0 | 0 | 0 | 1.435 | 0 |
|  | $4 \times 4$ | 0 | 0 |  | 0 |  | 0 |
|  | $8 \times 8$ | 0.5 | 0.375 |  | 0.375 |  | 0.375 |
|  | $16 \times 16$ | 1.25 | 1.25 | 0.844 | 0.844 |  | 0.844 |
|  | $32 \times 32$ | 2.125 | 2.062 |  | 1.43 |  | 1.336 |
|  | $64 \times 64$ | 3.0625 | 3.094 | 2.109 | 2.02 |  | 1.834 |
| $120 \times 120$ | $128 \times 128$ | 4.031 | 4.172 |  | 2.655 | 1.4375 | 2.333 |
| $240 \times 240$ | $256 \times 256$ | 5.015 | 5.273 | 3.48 | 3.28 | 1.82 | 2.833 |
| $504 \times 504$ | $512 \times 512$ | 6.008 | 6.386 |  | 3.92 | 2.47 | 3.33 |
| $1008 \times 1008$ | $1024 \times 1024$ | 7.004 | 7.506 | 4.878 | 4.56 | 3.12 | 3.83 |

### 7.9.4 Polynomial Transform

Polynomial transforms were first proposed by Nussbaumer [74] for the computation of 2-D cyclic convolutions. They can be seen as a generalization of Fourier transforms in the field of polynomials. Working in the field of polynomials resulted in a simplification of the multiplications by the root of unity, which was changed from a complex multiplication to a vector reordering. This powerful approach was applied in $[87,88]$ to the computation of 2-D DFTs as follows.

Let us consider the case where $N=2^{n}$, which is the most common case. The 2-D DFT of (7.70) can be represented by the following three polynomial equations:

$$
\begin{align*}
X_{i}(z) & =\sum_{j=0}^{N-1} x_{i, j} \cdot z^{j}  \tag{7.72a}\\
\bar{X}_{k}(z) & =\sum_{i=0}^{N-1} X_{i}(z) W_{N}^{i k} \bmod \left(z^{N}-1\right)  \tag{7.72b}\\
X_{k, r} & =\bar{X}_{k}(z) \bmod \left(z-W_{N}^{r}\right) \tag{7.72c}
\end{align*}
$$

This set of equations can be interpreted as follows: (7.72a) writes each row of the data as a polynomial, (7.72b) computes explicitly the DFTs on the columns, while (7.72c) computes the DFTs on the rows as a polynomial reduction [it is merely the equivalent of (7.5)]. Note that the modulo operation in (7.72b) is not necessary (no polynomial involved has a degree greater than $N$ ), but it will allow a divide and conquer strategy on (7.72c).

In fact, since $\left(z^{N}-1\right)=\left(z^{N / 2}-1\right)\left(z^{N / 2}+1\right)$, the set of two equations (7.72b), (7.72c) can be separated into two cases, depending on the parity of $r$ :

$$
\begin{align*}
\bar{X}_{k}^{1}(z) & =\sum_{i=0}^{N-1} X_{i}(z) W_{N}^{i k} \bmod \left(z^{N / 2}-1\right)  \tag{7.73a}\\
X_{k, 2 r} & =\bar{X}_{k}^{1}(z) \bmod \left(z-W_{N}^{2 r}\right)  \tag{7.73b}\\
\bar{X}_{k}^{2}(z) & =\sum_{i=0}^{N-1} X_{i}(z) W_{N}^{i k} \bmod \left(z^{N / 2}+1\right),  \tag{7.74a}\\
X_{k, 2 r+1} & =\bar{X}_{k}^{2}(z) \bmod \left(z-W_{N}^{2 r+1}\right) . \tag{7.74b}
\end{align*}
$$

Equation (7.73) is still of the same type as the initial one, hence the same procedure as the one
being derived will apply. Let us now concentrate on (7.74) which is now recognized to be the key aspect of the problem.

Since $(2 r+1, N)=1$, the permutation $(2 r+1) \cdot k(\bmod N)$ maps all values of $k$, and replacing $k$ with $(2 r+1) \cdot k$ in (7.73a) will merely result in a reordering of the outputs:

$$
\begin{align*}
\bar{X}_{k(2 r+1)}^{2}(z) & =\sum_{i=0}^{N-1} X_{i}(z) W_{N}^{(2 r+1) i k} \bmod \left(z^{N / 2}+1\right),  \tag{7.75a}\\
X_{k(2 r+1), 2 r+1} & =\bar{X}_{k(2 r+1)}^{2}(z) \bmod \left(z-W_{N}^{2 r+1}\right) . \tag{7.75b}
\end{align*}
$$

and, since $z=W_{N}^{2 r+1}$ in (7.75b), we can replace $W_{N}^{2 r+1}$ by $z$ in (7.75a):

$$
\begin{equation*}
\bar{X}_{k(2 r+1)}^{2}(z)=\sum_{i=0}^{N-1} X_{i}(z) z^{i k} \bmod \left(Z^{N / 2}+1\right) \tag{7.76}
\end{equation*}
$$

which is exactly a polynomial transform, as defined in [74]. This polynomial transform can becomputed using an FFT-type algorithm, without multiplications, and with only $N^{2} / 2 \log _{2} N$ additions.
$X_{k, 2 r+1}$ will now be obtained by application of (7.75b). $\bar{X}^{2}(z)$ being computed $\bmod \left(z^{N / 2}+1\right)$ is of degree $N / 2-1$. For each $k$, (7.75b) will then correspond to the reduction of one polynomial modulo the odd powers of $W_{N}$. From (7.5), this is seen to be the computation of the odd outputs of a length $N$ DFT, which is sometimes called an odd DFT.

Theterms $X_{k, 2 r+1}$ areseen to beobtained by onereduction $\bmod \left(z^{N / 2}+1\right)$ (7.74), onepolynomial transform of $N$ terms mod $Z^{N / 2}+1(7.76)$ and $N$ odd DFTs. This procedure is then iterated on the terms $X_{2 k+1,2 r}$, by using exactly the same algorithm, the role of $k$ and $r$ being interchanged. $X_{2 k, 2 r}$ is exactly a length $N / 2 \times N / 2$ DFT, on which the same algorithm is recursively applied.

In the first version of the polynomial transform computation of the 2-D FFT, the odd DFT was computed by a real-factor algorithm, resulting in an excess in the number of additions required.

Asseen in Tables 7.4 and 7.5 , wherethenumber of multiplicationsand additions for thevarious2-D FFT algorithms aregiven, the polynomial transform approach results in the algorithm requiring the lowest arithmetic complexity, when counting multiplications and additions altogether. Theaddition counts given in Table7.5 are updates of the previousones, assuming that the odd DFTs are computed by a split-radix algorithm.

TABLE 7.5 Number of Real Additions Per Output Point for Various 2-D FFTs on Real Data

| $N \times N$ <br> $($ WFTA) | $N \times N$ <br> (Others) | R.C. | VR2 | VR4 | VSR | WFTA | P.T. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $2 \times 2$ | 2. | 2. |  | 2. |  | 2. |
|  | $4 \times 4$ | 3.25 | 3.25 | 3.25 | 3.25 |  | 3.25 |
|  | $8 \times 8$ | 5.56 | 5.43 |  | 5.43 |  | 5.43 |
|  | $16 \times 16$ | 8.26 | 8.14 | 7.86 | 7.86 |  | 7.86 |
| $30 \times 30$ | $32 \times 32$ | 11.13 | 11.06 |  | 10.43 | 12.98 | 10.34 |
|  | $64 \times 64$ | 14.06 | 14.09 | 13.11 | 13.02 |  | 12.83 |
| $120 \times 120$ | $128 \times 128$ | 17.03 | 17.17 |  | 15.65 | 17.48 | 15.33 |
| $240 \times 240$ | $256 \times 256$ | 20.01 | 20.27 | 18.48 | 17.67 | 22.79 | 17.83 |
| $504 \times 504$ | $512 \times 512$ | 23.00 | 23.38 |  | 20.92 | 34.42 | 20.33 |
| $1008 \times 1008$ | $1024 \times 1024$ | 26.00 | 26.5 | 23.88 | 23.56 | 45.30 | 22.83 |

Note that the same kind of performance was obtained by Auslander et al. [82,83] with a similar approach which, while moresophisti cated, gavea better insight on themathematical structure of this problem. Polynomial transforms were also applied to the computation of 2-D DCT [52, 79].

### 7.9.5 Discussion

A number of conclusions can be stated by considering Tables 7.4 and 7.5 , keeping the principles of the various methods in mind.

VR2 ismorecomplicated to implement than row-column algorithms, and requiresmoreoperations for lengths $\geq 32$. Therefore, it should not be considered. Note that this result holds only because efficient and compact 1-D FFTs, such as SRFFT, have been developed.

Therow-column algorithm is theone allowing the easiest implementation, while having a reasonablearithmetic complexity. Furthermore, it is easily parallelized, and simplifications can befound for the reorderings (bit reversal, and matrix transposition [66]), allowing one of them to befreein nearly any kind of implementation. WFTA has a huge number of additions (twice the number required for the other algorithms for $N=1024$ ), requires huge memory, has a difficult implementation, but requires the least multiplications. Nevertheless, we think that, in today's implementations, this advantage will in general not outweigh its drawbacks.

VSR is difficult to implement, and will certainly seldom defeat VR4, except in very special cases (huge memory available and $N$ very large).

VR4 is a good compromise between structural and arithmetic complexity. When row-column algorithms are not fast enough, we think it is the next choice to be considered.

Polynomial transforms have the greatest possibilities: lowest arithmetic complexity, possibility of in-place computation, but very little work was done on the best way of implementing them. It was even reported to be slower than VR2 [103]. Nevertheless, it is our belief that looking for efficient implementations of polynomial transform based FFTs is worth the trouble. The precise understanding of the link between VR algorithms and polynomial transforms may be a useful guide for this work.

### 7.10 Implementation Issues

It is by now well recognized that there is a strong interaction between the algorithm and its imple mentation. For example, regularity, as discussed before, will only pay off if it is closely matched by the target architecture. This is the reason why we will discuss in the sequel different types of implementations. Note that very often, the difference in computational complexity between algorithms is not large enough to differentiate between the efficiency of the algorithm and the quality of the implementation.

### 7.10.1 General Purpose Computers

FFT algorithms are built by repetitive use of basic building blocks. Hence, any improvement (even small) in thesebuilding blocks will pay in theoverall performance. In the Cooley-Tukey or the splitradix case, the building blocks are small and thus easily optimizable, and the effect of improvements will be relatively more important than in the PFA/W FTA case where the blocks are larger.

When monitoring the amount of time spent in various elementary ftoating point operations, it is interesting to note that more time is spent in load/store operations than in actual arithmetic computations [30, 107, 109] (this is due to the fact that memory access times are comparable to ALU cycle times on current machines). Therefore, the locality of the algorithm is of paramount importance. This is why the PFA and WFTA do not meet the performance expected from their computational complexity only.

On another side, this drawback of PFA is compensated by the fact that only a few coefficients have to be stored. On the contrary, classical FFTs must store a large table of sine and cosine values, calculate them as needed, or update them with resulting roundoff errors.

Note that special automatic code generation techniques have been developed in order to produce efficient codefor often used programs like the FFT. They are based on a "de looping" technique that produces loop free codefrom a given piece of code[107]. Whilethis can produce unreasonably large code for large transforms, it can be applied successfully to sub-transforms as well.

### 7.10.2 Digital Signal Processors

Digital signal processors(DSPs) strongly favor multiply/accumulatebased algorithms. Unfortunately, this is not matched by any of the fast FFT algorithms (where sums of products have been changed to fewer but less regular computations). Nevertheless, DSPs now take into account some of the FFT requirements, like modulo counters and bit-reversed addressing. If the modulo counter is general, it will help the implementation of all FFT algorithms, but it is often restricted to the CooleyTukey/SRFFT case only (modulo a power of 2) for which efficient timings are provided on nearly all available machines by manufacturers, at least for small to medium lengths.

### 7.10.3 Vector and Multi-Processors

Implementations of Fourier transforms on vectorized computers must deal with two interconnected problems [93]. First, the vector (the size of data that can be processed at the maximal rate) has to be full as often as possible. Then, theloading of the vector should bemade from data available einsidethe cache memory (as in general purpose computers) in order to save time. The usual hardware design parameters will, in general, favor length- $2^{m}$ FFT implementations. For example, a radix-4 FFT was reported to be efficiently realized on a commercial vector processor [93].

In the multi-processor case, the performance will be dependent on the number and power of the processing nodes but also strongly on the available interconnection network. Because the FFT algorithms are deterministic, the resource allocation problem can be solved off-line. Typical configurations include arithmetic units specialized for butterfly operations [98], arrays with attached shuffle networks, and pipelines of arithmetic units with intermediate storage and reordering [17]. Obviously, these schemes will often favor classical Cooley-Tukey algorithms because of their high regularity. However, SRFFT or PFA implementations have not been reported yet, but could be promising in high speed applications.

### 7.10.4 VLSI

The discussion of partially dedicated multi-processors leads naturally to fully dedicated hardware structures like the ones that can be realized in very large scale integration (VLSI) [9, 11]. As a measure of efficiency, both chip area ( $A$ ) and time ( $T$ ) between two successive DFT computations (set-up times are neglected sinceonly throughput is of interest) areof importance. Asymptotic lower bounds for the product $A \cdot T^{2}$ have been reported for theFFT [116] and lead to

$$
\begin{equation*}
\Omega_{A T 2}(\operatorname{DFT}(N))=N^{2} \log ^{2}(N), \tag{7.77}
\end{equation*}
$$

that is, no circuit will achievea better behavior than (7.77) for large $N$. Interestingly, this lower bound is achieved by several algorithms, notably the algorithms based on shuffle-exchangenetworks and the ones based on squaregrids [96, 114]. Thetroublewith theseoptimal schemes isthat they outperform moretraditional ones, like the cascade connection with variable delay [98] (which is asymptotically suboptimal), only for extremely large $N s$ and are therefore not relevant in practice[96].

Dedicated chips for theFFT computation aretherefore often based on sometraditional algorithm which is then efficiently mapped into a layout. Examples include chips for image processing with small size DCTs [115] as well as wafer scale integration for larger transforms. Note that the cost is dominated both by the number of multiplications (which outweigh additions in VLSI) and the cost
of communication. Whiletheformer figure is available from traditional complexity theory, the latter one is not yet well studied and depends strongly on the structure of the algorithm as discussed in Section 7.7. Also, dedicated arithmetic units suited for the FFT problem have been devised, like the butterfly unit [98] or the CORDIC unit [94, 97] and contribute substantially to the quality of the overall design. But, similarly to the software case, the realization of an efficient VLSI implementation is still more an art than a meretechnique.

### 7.11 Conclusion

The purpose of this paper has been threefold: a tutorial presentation of classic and recent results, a review of the state of the art, and a statement of open problems and directions.

After a brief history of the FFT development, we have shown by simple arguments, that the fundamental technique used in all fast Fourier transforms algorithms, namely thedivide and conquer approach, will always improve the computational efficiency.

Then, a tutorial presentation of all known FFT algorithms has been made. A simple notation, showing how various algorithms perform various divisions of the input into periodic subsets, was used as thebasis for a unified presentation of Cooley-Tukey, split-radix, primefactor, and Winograd fast Fourier transforms algorithms. From this presentation, it is clear that Cooley-Tukey and splitradix algorithms are instances of one family of FFT algorithms, namely FFTs with twiddle factors.

The other family is based on a divide and conquer scheme (Good's mapping) which is costless (computationally speaking). The necessary tools for computing the short-length FFTs which then appear were derived constructively and led to the presentation of the PFA and of the WFTA.

These practical algorithms were then compared to the best possible ones, leading to an evaluation of their suboptimality. Structural considerations and special cases wereaddressed next. In particular, it was shown that recently proposed alternative transforms like the H artley transform do not show any advantage when compared to real valued FFTs.

Special attention was then paid to multidimensional transforms, where several open problems remain. Finally, implementation issues wereoutlined, indicating that most computational structures implicitly favor classical algorithms. Therefore, there is room for improvements if one is able to develop architectures that match more recent and powerful algorithms.
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Software
FORTRAN (or DSP) code can be found in the following references.
[7] contains a set of classical FFT algorithms.
[111] contains a prime factor FFT program.
[4] contains a set of classical programs and considerations on program optimization, as well asTMS 32010 code.
[113] contains a compact split-radix Fortran program.
[29] contains a speed-optimized split-radix FFT.
[77] contains a set of real-valued FFTs with twiddle factors.
[65] contains a split-radix real valued FFT, as well as a H artley transform program.
[112] as well as [7] contains a Winograd Fourier transform Fortran program.
[66], [67] and [75] contain improved bit-reversal algorithms.
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### 8.1 Introduction

One of the first applications of the Cooley-Tukey fast Fourier transform (FFT) algorithm was to implement convolution faster than the usual direct method [13, 25, 30]. Finite impulse response (FIR) digital filters and convolution are defined by

$$
\begin{equation*}
y(n)=\sum_{k=0}^{L-1} h(k) x(n-k) \tag{8.1}
\end{equation*}
$$

where, for an FIR filter, $x(n)$ is a length $-N$ sequence of numbers considered to be the input signal, $h(n)$ is a length- $L$ sequence of numbers considered to bethefilter coefficients, and $y(n)$ is the filtered output. Examination of thisequation showsthat theoutputsignal $y(n)$ must bealength- $(N+L-1)$ sequence of numbers, and the direct calculation of this output requires $N L$ multiplications and approximately $N L$ additions (actually, $(N-1)(L-1)$ ). If the signal and filter length are both length $N$, we say the arithmetic complexity is of order $N^{2}, O\left(N^{2}\right)$. Our goal is calculate this convolution or filtering faster than directly implementing (8.1). The most common way to achieve "fast convolution" is to section or block the signal and usetheFFT on these blocks to take advantage
of the efficiency of the FFT. Clearly, one disadvantage of this technique is an inherent delay of one block length.

Indeed, this approach is so common as to be almost synonymous with fast convolution. The problem is to implement on-going, noncyclic convolution with the finitelength, cyclic convolution that the FFT gives. An answer was quickly found in a clever organization of piecing together blocks of data using what is now called the overlap-add method and the overlap-save method. These two methods convolve length $-L$ blocks using one length- $L$ FFT, $L$ complex multiplications, and one length- $L$ inverse FFT [22].

Later this was generalized to arbitrary length blocksor sectionsto give block convolution and block recursion [5]. By allowing the block lengths to be even shorter than one word (bits and bytes!) we come up with an interesting implementation called distributed arithmetic that requires no explicit multiplications [7, 34].

Another approach for improving the efficiency of convolution and recursion uses fast algorithms other than the traditional FFT. One possibility is to use a transform based on number-theoretic roots of unity rather than the usual complex roots of unity [17]. This gives rise to number-theoretic transforms that require no multiplications and no trigonometric functions. Still another method appliesWinograd'sfast algorithms directly to convolution rather than through theFourier transform. Finally, weremark that somefilters $h(n)$ requirefewer arithmetic operationsbecauseof their structure.

### 8.2 Overlap-Add and Ovedap-Save Methods for Fast Convolution

If one implements convolution by use of the FFT, then it is cyclic convolution that is obtained. In order to use theFFT, zeros are appended to the signal or filter sequence until they are both the same length. If the FFT of the signal $x(n)$ is term-by-term multiplied by the FFT of the filter $h(n)$, the result is the FFT of the output $y(n)$. However, the length of $y(n)$ obtained by an inverse FFT is the same as the length of the input. Because the DFT or FFT is a periodic transform, the convolution implemented using this FFT approach is cyclic convolution, which means the output of (8.1) is wrapped or aliased. The tail of $y(n)$ is added to it head - but that is not usually what is wanted for filtering or normal convolution and correlation. This aliasing, the effects of cyclic convolution, can beovercomeby appending zeros to both $x(n)$ and $h(n)$ until their lengths are $N+L-1$ and by then using the FFT. The part of the output that is aliased is zero and the result of the cyclic convolution is exactly the same as noncyclic convolution. The cost is taking the FFT of lengthened sequences sequences for which about half the numbers are zero. Now that we can do noncyclic convolution with the FFT, how do we account for the effects of sectioning the input and output into blocks?

### 8.2.1 Overlap-Add

Because convolution is linear, the output of a long sequence can be calculated by simply summing the outputs of each block of the input. What is complicated is that the output blocks are longer than the input. This is dealt with by overlapping the tail of the output from the previous block with the beginning of the output from the present block. In other words, if the block length is $N$ and it is greater than the filter length $L$, the output from the second block will overlap the tail of the output from the first block and they will simply be added. Hence the name: overlap-add. Figure 8.1 illustrates why the overlap-add method works, for $N=10, L=5$.

Combining the overlap-add organization with use of the FFT yields a very efficient algorithm for calculating convolution that isfaster than direct cal culation for lengths above20 to 50. Thiscross-over point depends on the computer being used and the overhead needed by use of theFFTs.


FIGURE 8.1: Overlap-add algorithm. The sequence $y(n)$ is the result of convolving $x(n)$ with an FIR filter $h(n)$ of length 5 . In this example, $h(n)=0.2$ for $n=0, \ldots, 4$. The block length is 10 , the overlap is 4 . Asillustrated in thefigure, $x(n)=x_{1}(n)+x_{2}(n)+\cdots$ and $y(n)=y_{1}(n)+y_{2}(n)+\cdots$ where $y_{i}(n)$ is the result of convolving $x_{i}(n)$ with the filter $h(n)$.

### 8.2.2 Overlap-Save

A slightly different organization of the above approach is also often used for high-speed convolution. Rather than sectioning the input and then calculating the output from overlapped outputs from these individual input blocks, we will section the output and then use whatever part of the input contributes to that output block. In other words, to calculate the values in a particular output block, a section of length $N+L-1$ from the input will be needed. Thestrategy isto save the part of thefirst input block that contributes to the second output block and use it in that calculation. It turns out that exactly the same amount of arithmetic and storage are used by these two approaches. Because it is the input that is now overlapped and, therefore, must be saved, this second approach is called overlap-save.

Thismethod has al so been called overlap-discard in [12] because, rather than addingtheoverlapping output blocks, the overlapping portion of the output blocks are discarded. As illustrated in Fig. 8.2, both the head and the tail of the output blocks are discarded. It may appear in Fig. 8.2 that an FFT of length 18 is needed. However, with the use of the FFT (to get cyclic convolution), the head and the tail overlap, so the FFT length is 14. (In practice, block lengths are generally chosen so that the FFT length $N+L-1$ is a power of 2 ).

### 8.2.3 Use of the Overlap Methods

Because the efficiency of the FFT is $O(N \log (N))$, the efficiency of the overlap methods for convolution increases with length. To use the FFT for convolution will require one length- $N$ forward FFT, $N$ complex multiplications, and one length- $N$ inverse FFT. The FFT of the filter is done once and


FIGURE 8.2: Overlap-save algorithm. The sequence $y(n)$ is the result of convolving $x(n)$ with an FIR filter $h(n)$ of length 5 . In this example, $h(n)=0.2$ for $n=0, \ldots, 4$. The block length is 10 , the overlap is 4. As illustrated in the figure, the sequence $y(n)$ is obtained, block by block, from the appropriate block of $y_{i}(n)$, where $y_{i}(n)$ is the result of convolving $x_{i}(n)$ with the filter $h(n)$.
stored rather than donerepeatedly for each block. For short lengths, direct convolution will bemore efficient. The exact length of filter where the efficiency cross-over occurs depends on the computer and software being used.

If it is determined that the FFT is potentially faster than direct convolution, the next question is what block length to use. Here, there is a compromise between the improved efficiency of long FFTs and the fact you are processing a lot of appended zeros that contribute nothing to the output. An empirical plot of multiplication (and, perhaps, additions) per output point vs. block length will have a minimum that may be several times the filter length. This is an important parameter that should be optimized for each implementation. Remember that this increased block length may improve efficiency but it adds a delay and requires memory for storage.

### 8.3 Block Convolution

The operation of a finite impulse response(FIR) filter is described by a finite convolution as

$$
\begin{equation*}
y(n)=\sum_{k=0}^{L-1} h(k) x(n-k) \tag{8.2}
\end{equation*}
$$

where $x(n)$ is causal, $h(n)$ is causal and of length $L$, and the time index $n$ goes from zero to infinity or some large value. With a change of index variables this becomes

$$
\begin{equation*}
y(n)=\sum_{k=0}^{n} h(n-k) x(k) \tag{8.3}
\end{equation*}
$$

which can be expressed as a matrix operation by

$$
\left[\begin{array}{c}
y_{0}  \tag{8.4}\\
y_{1} \\
y_{2} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
h_{0} & 0 & 0 & \cdots & 0 \\
h_{1} & h_{0} & 0 & & \\
h_{2} & h_{1} & h_{0} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
x_{0} \\
x_{1} \\
x_{2} \\
\vdots
\end{array}\right]
$$

The $H$ matrix of impulse response values is partitioned into $N$ by $N$ square submatrices and the $X$ and $Y$ vectors are partitioned into length $N$ blocks or sections. This is illustrated for $N=3$ by

$$
\begin{align*}
& H_{0}=\left[\begin{array}{ccc}
h_{0} & 0 & 0 \\
h_{1} & h_{0} & 0 \\
h_{2} & h_{1} & h_{0}
\end{array}\right], \quad H_{1}=\left[\begin{array}{lll}
h_{3} & h_{2} & h_{1} \\
h_{4} & h_{3} & h_{2} \\
h_{5} & h_{4} & h_{3}
\end{array}\right], \quad \text { etc. }  \tag{8.5}\\
& \underline{x}_{0}=\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2}
\end{array}\right], \quad \underline{x}_{1}=\left[\begin{array}{l}
x_{3} \\
x_{4} \\
x_{5}
\end{array}\right], \quad \underline{y}_{0}=\left[\begin{array}{l}
y_{0} \\
y_{1} \\
y_{2}
\end{array}\right], \quad \text { etc. } \tag{8.6}
\end{align*}
$$

Substituting these definitions into (8.4) gives

$$
\left[\begin{array}{c}
\underline{y}_{0}  \tag{8.7}\\
\underline{y}_{1} \\
\underline{y}_{2} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
H_{0} & 0 & 0 & \cdots & 0 \\
H_{1} & H_{0} & 0 & & \\
H_{2} & H_{1} & H_{0} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
\underline{x}_{0} \\
\underline{x}_{1} \\
\underline{x}_{2} \\
\vdots
\end{array}\right]
$$

The general expression for the $n^{\text {th }}$ output block is

$$
\begin{equation*}
\underline{y}_{n}=\sum_{k=0}^{n} H_{n-k} \underline{x}_{k} \tag{8.8}
\end{equation*}
$$

which is a vector or block convolution. Since the matrix-vector multiplication within the block convolution is itself a convolution, (8.9) is a sort of convolution of convolutions and the finitelength matrix-vector multiplication can be carried out using the FFT or other fast convolution methods.

The equation for one output block can be written as the product

$$
\underline{y}_{2}=\left[\begin{array}{lll}
H_{2} & H_{1} & H_{0}
\end{array}\right]\left[\begin{array}{l}
\underline{x}_{0}  \tag{8.9}\\
\underline{x}_{1} \\
\underline{x}_{2}
\end{array}\right]
$$

and the effects of one input block can be written

$$
\left[\begin{array}{l}
H_{0}  \tag{8.10}\\
H_{1} \\
H_{2}
\end{array}\right] \underline{x}_{1}=\left[\begin{array}{c}
\underline{y}_{0} \\
\underline{y}_{1} \\
\underline{y}_{2}
\end{array}\right] .
$$

These are generalized statements of overlap-save and overlap-add [11, 30]. The block length can be longer, shorter, or equal to the filter length.

### 8.3.1 Block Recursion

Although less well known, infinite impulse response (IIR) filters can be implemented with block processing [5, 6]. The block form of an IIR filter is developed in much the same way as the block convolution implementation of the FIR filter. The general constant coefficient difference equation which describes an IIR filter with recursive coefficients $a_{l}$, convolution coefficients $b_{k}$, input signal $x(n)$, and output signal $y(n)$ is given by

$$
\begin{equation*}
y(n)=\sum_{l=1}^{N-1} a_{l} y_{n-l}+\sum_{k=0}^{M-1} b_{k} x_{n-k} \tag{8.11}
\end{equation*}
$$

using both functional notation and subscripts, depending on which is easier and clearer. Theimpulse response $h(n)$ is

$$
\begin{equation*}
h(n)=\sum_{l=1}^{N-1} a_{l} h(n-l)+\sum_{k=0}^{M-1} b_{k} \delta(n-k) \tag{8.12}
\end{equation*}
$$

which, for $N=4$, can be written in matrix operator form

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
a_{1} & 1 & 0 & & \\
a_{2} & a_{1} & 1 & & \\
a_{3} & a_{2} & a_{1} & & \\
0 & a_{3} & a_{2} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
h_{0} \\
h_{1} \\
h_{2} \\
h_{3} \\
h_{4} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
b_{0} \\
b_{1} \\
b_{2} \\
b_{3} \\
0 \\
\vdots
\end{array}\right]
$$

In terms of smaller submatrices and blocks, this becomes

$$
\left[\begin{array}{ccccc}
A_{0} & 0 & 0 & \cdots & 0  \tag{8.13}\\
A_{1} & A_{0} & 0 & & \\
0 & A_{1} & A_{0} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
\underline{h}_{0} \\
\underline{h}_{1} \\
\underline{h}_{2} \\
\vdots
\end{array}\right]=\left[\begin{array}{c}
\underline{b}_{0} \\
\underline{b}_{1} \\
0 \\
\vdots
\end{array}\right]
$$

for blocks of dimension two. From this formulation, a block recursive equation can be written that will generate the impulse response block by block.

$$
\begin{equation*}
A_{0} \underline{h}_{n}+A_{1} \underline{h}_{n-1}=0 \quad \text { for } n \geq 2 \tag{8.14}
\end{equation*}
$$

or

$$
\begin{equation*}
\underline{h}_{n}=-A_{0}^{-1} A_{1} \underline{h}_{n-1}=K \underline{h}_{n-1} \quad \text { for } n \geq 2 \tag{8.15}
\end{equation*}
$$

with initial conditions given by

$$
\begin{equation*}
\underline{h}_{1}=-A_{0}^{-1} A_{1} A_{0}^{-1} \underline{b}_{0}+A_{0}^{-1} \underline{b}_{1} \tag{8.16}
\end{equation*}
$$

Next, we develop the recursiveformulation for a general input as described by the scalar difference equation (8.12) and in matrix operator form by

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0  \tag{8.17}\\
a_{1} & 1 & 0 & & \\
a_{2} & a_{1} & 1 & & \\
a_{3} & a_{2} & a_{1} & & \\
0 & a_{3} & a_{2} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
y_{0} \\
y_{1} \\
y_{2} \\
y_{3} \\
y_{4} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
b_{0} & 0 & 0 & \cdots & 0 \\
b_{1} & b_{0} & 0 & & \\
b_{2} & b_{1} & b_{0} & & \\
0 & b_{2} & b_{1} & & \\
0 & 0 & b_{2} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
x_{0} \\
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
\vdots
\end{array}\right]
$$

which, after substituting the definitions of the submatrices and assuming the block length is larger than the order of the numerator or denominator, becomes

$$
\left[\begin{array}{ccccc}
A_{0} & 0 & 0 & \cdots & 0  \tag{8.18}\\
A_{1} & A_{0} & 0 & & \\
0 & A_{1} & A_{0} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
y_{0} \\
\underline{y}_{1} \\
\underline{y}_{2} \\
\vdots
\end{array}\right]=\left[\begin{array}{ccccc}
B_{0} & 0 & 0 & \cdots & 0 \\
B_{1} & B_{0} & 0 & & \\
0 & B_{1} & B_{0} & & \\
\vdots & & & & \vdots
\end{array}\right]\left[\begin{array}{c}
\underline{x}_{0} \\
\underline{x}_{1} \\
\underline{x}_{2} \\
\vdots
\end{array}\right] .
$$

From the partitioned rows of (8.19), one can write the block recursive relation

$$
\begin{equation*}
A_{0} \underline{y}_{n+1}+A_{1} \underline{y}_{n}=B_{0} \underline{x}_{n+1}+B_{1} \underline{x}_{n} \tag{8.19}
\end{equation*}
$$

Solving for $\underline{y}_{n+1}$ gives

$$
\begin{gather*}
\underline{y}_{n+1}=-A_{0}^{-1} A_{1} \underline{y}_{n}+A_{0}^{-1} B_{0} \underline{x}_{n+1}+A_{0}^{-1} B_{1} \underline{x}_{n}  \tag{8.20}\\
\underline{y}_{n+1}=K \underline{y}_{n}+H_{0} \underline{x}_{n+1}+\tilde{H}_{1} \underline{x}_{n} \tag{8.21}
\end{gather*}
$$

which is a first order vector difference equation [5, 6]. This is the fundamental block recursive algorithm that implements the original scalar difference equation in (8.12). It has several important characteristics.

1. The block recursive formulation is similar to a state variable equation but the states are blocks or sections of the output [6].
2. If the block length were shorter than the denominator, the vector difference equation would be higher than first order. There would be a nonzero $A_{2}$. If the block length were shorter than the numerator, there would be a nonzero $B_{2}$ and a higher order block convolution operation. If the block length were one, the order of the vector equation would be the same as the scalar equation. They would be the same equation.
3. The actual arithmetic that goes into the calculation of the output is partly recursive and partly convolution. Thelonger theblock, themoretheoutputiscalculated by convolution, and the more arithmetic is required.
4. There are several ways of using the FFT in the calculation of the various matrix products in (8.20). Each has some arithmetic advantage for various forms and orders of the original equation. It is also possible to implement some of the operations using rectangular transforms, number theoretic transforms, distributed arithmetic, or other efficient convolution algorithms [6, 36].

### 8.4 Short and Medium Length Convolution

For the cyclic convolution of short sequences ( $n \leq 10$ ) and medium length sequences ( $n \leq 100$ ), special algorithms are available. For short lengths, algorithms that require the minimum number of multiplications possible have been developed by Winograd [8, 17, 35]. However, for longer lengths Winograd's algorithms, based on his theory of multiplicative complexity, require a large number of additions and become cumbersome to implement. Nesting algorithms, such as the Agarwal-Cooley and split-nesting algorithm, are methods that combine short convolutions. By nesting Winograd's short convolution algorithms, efficient medium length convolution algorithms can thereby be obtained.

In the following section we give a matrix description of these algorithms and of the Toom-Cook algorithm. Descriptionsbased on polynomialscan befound in [4, 8, 19, 21, 24]. Thepresentation that
follows relies upon the notions of similarity transformations, companion matrices, and Kronecker products. With them, the algorithms are described in a manner that brings out their structure and differences. It is found that when companion matrices are used to describe cyclic convolution, the algorithms block-diagonalize the cyclic shift matrix.

### 8.4.1 TheToom-Cook Method

A basic technique in fast algorithms for convolution is interpolation: two polynomials are evaluated at somecommon points, these values are multiplied, and by computing the polynomial interpolating these products, the product of the two original polynomials is determined [4, 19, 21, 31]. This interpolation method is often called the Toom-Cook method and can be described by a bilinear form. Let $n=2$,

$$
\begin{aligned}
X(s) & =x_{0}+x_{1} s+x_{2} s^{2} \\
H(s) & =h_{0}+h_{1} s+h_{2} s^{2} \\
Y(s) & =y_{0}+y_{1} s+y_{2} s^{2}+y_{3} s^{3}+y_{4} s^{4}
\end{aligned}
$$

The linear convolution of $x$ and $h$ can be represented by a matrix-vector product $y=H x$,

$$
\left[\begin{array}{l}
y_{0} \\
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right]=\left[\begin{array}{lll}
h_{0} & & \\
h_{1} & h_{0} & \\
h_{2} & h_{1} & h_{0} \\
& h_{2} & h_{1} \\
& & h_{2}
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2}
\end{array}\right]
$$

or as a polynomial product $Y(s)=H(s) X(s)$. In theformer case, thelinear convolution matrix can be written as $h_{0} H_{0}+h_{1} H_{1}+h_{2} H_{2}$ where the meaning of $H_{k}$ is clear. In the later case, one obtains the expression

$$
\begin{equation*}
y=C\{A h * A x\} \tag{8.22}
\end{equation*}
$$

where $*$ denotes point-by-point multiplication. The terms $A h$ and $A x$ are the values of $H(s)$ and $X(s)$ at some points $i_{1}, \ldots i_{2 n-1}(n=2)$. The point-by-point multiplication gives the values $Y\left(i_{1}\right), \ldots, Y\left(i_{2 n-1}\right)$. The operation of $C$ obtains the coefficients of $Y(s)$ from its values at the point $i_{1}, \ldots i_{2 n-1}$. Equation (8.22) is a bilinear form and it implies that

$$
H_{k}=C \operatorname{diag}\left(A e_{k}\right) A
$$

where $e_{k}$ is the $k$ th standard basis vector. ( $A e_{k}$ is the $k$ th column of $A$ ). However, $A$ and $C$ do not need to be Vandermonde matrices as suggested above. As long as $A$ and $C$ are matrices such that $H_{k}=C$ diag $\left(A e_{k}\right) A$, then thelinear convolution of $x$ and $h$ isgiven by thebilinear form $y=C\{A h *$ $A x\}$. M ore generally, as long as $A, B$, and $C$ are matrices satisfying $H_{k}=C$ diag $\left(B e_{k}\right) A$, then $y=C\{B h * A x\}$ computes the linear convolution of $h$ and $x$. For convenience, if $C\{B h * A x\}$ computes the $n$ point linear convolution of $h$ and $x$ (both $h$ and $x$ are $n$ point sequences), then we say " $(A, B, C)$ describes a bilinear form for $n$ point linear convolution."

## EXAMPLE 8.1:

( $A, A, C$ ) describes a 2-point linear convolution where

$$
A=\left[\begin{array}{ll}
1 & 0  \tag{8.23}\\
1 & 1 \\
0 & 1
\end{array}\right] \quad \text { and } \quad C=\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
-1 & -1 & 1
\end{array}\right]
$$

### 8.4.2 Cyclic Convolution

The cyclic convolution of $x$ and $h$ can be represented by a matrix-vector product

$$
\left[\begin{array}{l}
y_{0} \\
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{lll}
h_{0} & h_{2} & h_{1} \\
h_{1} & h_{0} & h_{2} \\
h_{2} & h_{1} & h_{0}
\end{array}\right]\left[\begin{array}{l}
x_{0} \\
x_{1} \\
x_{2}
\end{array}\right]
$$

or astheremainder of apolynomial product after division by $s^{n}-1$, denoted by $Y(s)=\langle H(s) X(s)\rangle_{s^{n}-1}$. In the former case, the cyclic convolution matrix can be written as $h_{0} I+h_{1} S_{2}+h_{2} S_{2}^{2}$ where $S_{n}$ is the cyclic shift matrix,

$$
S_{n}=\left[\begin{array}{llll} 
& & & 1 \\
1 & & & \\
& \ddots & & \\
& & 1 &
\end{array}\right]
$$

It will be useful to make a more general statement.
The companion matrix of a monic polynomial, $M(s)=m_{0}+m_{1} s+\cdots+m_{n-1} s^{n-1}+s^{n}$ is given by

$$
C_{M}=\left[\begin{array}{cccc}
1 & & & -m_{0} \\
& \ddots & & \vdots \\
& & 1 & -m_{n-1}
\end{array}\right]
$$

Its usefulness in the following discussion comes from the following relation, which permits a matrix formulation of convolution:

$$
\begin{equation*}
Y(s)=\langle H(s) X(s)\rangle_{M(s)} \quad \Longleftrightarrow \quad y=\left(\sum_{k=0}^{n-1} h_{k} C_{M}^{k}\right) x \tag{8.24}
\end{equation*}
$$

where $x, h$, and $y$ are the vectors of coefficients and $C_{M}$ is the companion matrix of $M(s)$. In (8.24), we say $y$ is the convolution of $x$ and $h$ with respect to $M(s)$. In the case of cyclic convolution, $M(s)=s^{n}-1$ and $C_{s^{n}-1}$ is the cyclic shift matrix, $S_{n}$.

Similarity transformations can be used to interpret the action of some convolution algorithms. If $C_{M}=T^{-1} Q T$ for some matrix $T$ ( $C_{M}$ and $Q$ aresimilar, denoted $C_{M} \sim Q$ ), then (8.24) becomes

$$
y=T^{-1}\left(\sum_{k=0}^{n-1} h_{k} Q^{k}\right) T x .
$$

That is, by employing the similarity transformation given by $T$ in this way, theaction of $S_{n}^{k}$ is replaced by that of $Q^{k}$. Many cyclic convolution algorithms can be understood, in part, by understanding the manipulations made to $S_{n}$ and the resulting new matrix $Q$. If the transformation $T$ is to be useful, it must satisfy two requirements: (1) $T x$ must be simple to compute, and (2) $Q$ must have some advantageous structure. For example, by the convolution property of theDFT, theDFT matrix $F$ diagonalizes $S_{n}$ and, therefore, it diagonalizes every circulant matrix. In this case, $T x$ can be computed by an FFT and the structure of $Q$ is the simplest possible: a diagonal.

### 8.4.3 Winograd Short Convolution Algorithm

The Winograd algorithm [35] can be described using the notation above. Suppose $M(s)$ can be factored as $M(s)=M_{1}(s) M_{2}(s)$ where $M_{1}(s)$ and $M_{2}(s)$ have no common roots, then $C_{M} \sim$
( $C_{M_{1}} \oplus C_{M_{2}}$ ) where $\oplus$ denotes the matrix direct sum. Using this similarity and recalling (8.24), the original convolution can be decomposed into two disjoint convolutions. This is a statement of the Chinese remainder theorem for polynomials expressed in matrix notation. In the case of cyclic convolution, $s^{n}-1$ can be written as the product of cyclotomic polynomials - polynomials whose coefficients are small integers. Denoting the $d$ th cyclotomic polynomial by $\Phi_{d}(s)$, one has $s^{n}-1=\prod_{d \mid n} \Phi_{d}(s)$. Therefore, $S_{n}$ can betransformed to a block diagonal matrix,

$$
S_{n} \sim\left[\begin{array}{cccc}
C_{\Phi_{1}} & & &  \tag{8.25}\\
& C_{\Phi_{d}} & & \\
& & \ddots & \\
& & & C_{\Phi_{n}}
\end{array}\right]=\left(\bigoplus_{d \mid n} C_{\Phi_{d}}\right)
$$

Thesymbol $\oplus$ denotesthe matrix direct sum (diagonal concatenation). Each matrix on the diagonal is the companion matrix of a cyclotomic polynomial.

## EXAMPLE 8.2:

$$
\begin{aligned}
& s^{15}-1=\Phi_{1}(s) \Phi_{3}(s) \Phi_{5}(s) \Phi_{15}(s) \\
& =(s-1)\left(s^{2}+s+1\right)\left(s^{4}+s^{3}+s^{2}+s+1\right)\left(s^{8}-s^{7}+s^{5}-s^{4}+s^{3}-s+1\right)
\end{aligned}
$$

Each block represents a convolution with respect to a cyclotomic polynomial, or a "cyclotomic convolution." When $n$ has several prime divisors the similarity transformation $T$ becomes quite complicated. However, when $n$ is a prime power, the transformation is very structured, as described in [29].

As in the previous section, we can write a bilinear form for cyclotomic convolution. Let $d$ be any positiveinteger and let $X(s)$ and $H(s)$ bepolynomialsof degree $\phi(d)-1$ where $\phi(\cdot)$ istheEuler totient function. If $A, B$, and $C$ are matrices satisfying $\left(C_{\Phi_{d}}\right)^{k}=C \operatorname{diag}\left(B e_{k}\right) A$ for $0 \leq k \leq \phi(d)-1$, then the coefficients of $Y(s)=\langle X(s) H(s)\rangle_{\Phi_{d}(s)}$ are given by $y=C\{B h * A x\}$. As above, for such $A, B$, and $C$, we say " $(A, B, C)$ describes a bilinear form for $\Phi_{d}(s)$ convolution."

But since $\langle X(s) H(s)\rangle_{\Phi_{d}(s)}$ can befound by computing the product of $X(s)$ and $H(s)$ and reducing theresult, a cyclotomic convolution algorithm can always bederived by following alinear convolution algorithm by the appropriate reduction operation: If $G$ is the appropriate reduction matrix and if $(A, B, C)$ describes a bilinear form for a $\phi(d)$ point linear convolution, then $(A, B, G C)$ describes a bilinear form for $\Phi_{d}(s)$ convolution. That is, $y=G C\{B h * A x\}$ computes the coefficients of $\langle X(s) H(s)\rangle_{\Phi_{d}(s)}$.

## EXAMPLE 8.3:

A bilinear form for $\Phi_{3}(s)$ convolution is described by ( $A, A, G C$ ) where $A$ and $C$ aregiven in (8.23) and $G$ is given by

$$
G=\left[\begin{array}{lll}
1 & 0 & -1 \\
0 & 1 & -1
\end{array}\right] .
$$

The Winograd short cyclic convolution algorithm decomposes the convolution into smaller (cyclotomic) ones, and can be described as follows. If ( $A_{d}, B_{d}, C_{d}$ ) describes a bilinear form for $\Phi_{d}(s)$ convolution, then a bilinear form for cyclic convolution is provided by

$$
A=\left(\oplus_{d \mid n} A_{d}\right) T \quad B=\left(\oplus_{d \mid n} B_{d}\right) T \quad C=T^{-1}\left(\oplus_{d \mid n} C_{d}\right) .
$$

The matrix $T$ decomposes the problem into disjoint parts, and $T^{-1}$ recombines the results.

### 8.4.4 The Agarwal-Cooley Algorithm

TheAgarwal-Cooley [3] algorithm uses a similarity of another form. Namely, when $n=n_{1} n_{2}$, and $\left(n_{1}, n_{2}\right)=1$

$$
\begin{equation*}
S_{n}=P^{t}\left(S_{n_{1}} \otimes S_{n_{2}}\right) P \tag{8.27}
\end{equation*}
$$

where $\otimes$ denotes the Kronecker product and $P$ is a permutation matrix. The permutation is $k \rightarrow\langle k\rangle_{n_{1}}+n_{1}\langle k\rangle_{n_{2}}$. This converts a one-dimensional cyclic convolution of length $n$ into a twodimensional oneof length $n_{1}$ along one dimension and length $n_{2}$ along thesecond. Then an $n_{1}$-point and an $n_{2}$-point cyclic convolution algorithm can be combined to obtain an $n$-point algorithm.

### 8.4.5 The Split-NestingAlgorithm

The split-nesting algorithm [21] combines the structures of the Winograd and Agarwal-Cooley methods, so that $S_{n}$ is transformed to a block diagonal matrix as in (8.25),

$$
\begin{equation*}
S_{n} \sim \bigoplus_{d \mid n} \Psi(d) \tag{8.28}
\end{equation*}
$$

Here $\Psi(d)=\bigotimes_{p \mid d, p \in \mathcal{P}} C_{\Phi_{H_{d}(p)}}$ where $H_{d}(p)$ is the highest power of $p$ dividing $d$, and $\mathcal{P}$ is the set of primes. An example clarifies this decomposition.

## EXAMPLE 8.4:

$$
S_{45}=P^{t} R^{-1}\left[\begin{array}{cccccc}
1 & & & & &  \tag{8.29}\\
& C_{\Phi_{3}} & & & & \\
& & C_{\Phi_{9}} & & & \\
& & & C_{\Phi_{5}} & & C_{\Phi_{3}} \otimes C_{\Phi_{5}} \\
& & & & & C_{\Phi_{9}} \otimes C_{\Phi_{5}}
\end{array}\right] R P
$$

where $P$ is the same permutation matrix of (8.27), and $R$ is a matrix described in [29].
In the split-nesting algorithm, each matrix along the diagonal represents a multidimensional cyclotomic convolution rather than a one-dimensional one. To obtain a bilinear form for the splitnesting method, bilinear formsfor one dimensional convolutions can becombined to obtain bilinear forms for multi-dimensional cyclotomic convolution. This is readily explained by an example.

## EXAMPLE 8.5:

A 45-point circular convolution algorithm:

$$
\begin{equation*}
y=P^{t} R^{-1} C\{B R P h * A R P x\} \tag{8.30}
\end{equation*}
$$

where

$$
\begin{aligned}
& A=1 \oplus A_{3} \oplus A_{9} \oplus A_{5} \oplus\left(A_{3} \otimes A_{5}\right) \oplus\left(A_{9} \otimes A_{5}\right) \\
& B=1 \oplus B_{3} \oplus B_{9} \oplus B_{5} \oplus\left(B_{3} \otimes B_{5}\right) \oplus\left(B_{9} \otimes B_{5}\right) \\
& C=1 \oplus C_{3} \oplus C_{9} \oplus C_{5} \oplus\left(C_{3} \otimes C_{5}\right) \oplus\left(C_{9} \otimes C_{5}\right)
\end{aligned}
$$

and where $\left(A_{p^{i}}, B_{p^{i}}, C_{p^{i}}\right.$ ) describes a bilinear form for $\Phi_{p^{i}}(s)$ convolution.
Split-nesting (1) requires a simpler similarity transformation than the Winograd algorithm and (2) decomposes cyclic convolution into several disjoint multidimensional convolutions. For these reasons, for medium lengths, split-nesting can be more efficient than the Winograd convolution algorithm, even though it does not achieve the minimum number of multiplications. An explicit matrix description of the similarity transformation is provided in [29].

### 8.5 Multirate Methods for Running Convolution

While fast FIR filtering, based on block processing and the FFT, is computationally efficient, for real-time processing it has three drawbacks: (1) A delay is incurred; (2) the multiply-accumulate structure of the convolutional sum, a command for which DSPs are optimized, is lost; and (3) extra memory and communication (data transfer) time is needed. For real-time applications, this has motivated the development of alternative methods for convolution that partially retain the FIR filtering structure [18, 33].

In the $z$-domain, the running convolution of $x$ and $h$ is described by a polynomial product

$$
\begin{equation*}
Y(z)=H(z) X(z) \tag{8.31}
\end{equation*}
$$

where $X(z)$ and $Y(z)$ are of infinite degree, and $H(z)$ is of finite degree. Let us writethe polynomials as follows

$$
\begin{align*}
& X(z)=X_{0}\left(z^{2}\right)+z^{-1} X_{1}\left(z^{2}\right)  \tag{8.32}\\
& Y(z)=Y_{0}\left(z^{2}\right)+z^{-1} Y_{1}\left(z^{2}\right)  \tag{8.33}\\
& H(z)=H_{0}\left(z^{2}\right)+z^{-1} H_{1}\left(z^{2}\right) \tag{8.34}
\end{align*}
$$

where

$$
X_{0}(z)=\sum_{i=0}^{\infty} x_{2 i} z^{-i} \quad X_{1}(z)=\sum_{i=0}^{\infty} x_{2 i+1} z^{-i}
$$

and $Y_{0}, Y_{1}, H_{0}, H_{1}$ aresimilarly defined. (These are known as polyphase components, although that is not important here). The polynomial product (8.31) can then be written as

$$
\begin{equation*}
Y_{0}\left(z^{2}\right)+z^{-1} Y_{1}\left(z^{2}\right)=\left(H_{0}\left(z^{2}\right)+z^{-1} H_{1}\left(z^{2}\right)\right)\left(X_{0}\left(z^{2}\right)+z^{-1} X_{1}\left(z^{2}\right)\right) \tag{8.35}
\end{equation*}
$$

or in matrix form as

$$
\left[\begin{array}{l}
Y_{0}  \tag{8.36}\\
Y_{1}
\end{array}\right]=\left[\begin{array}{cc}
H_{0} & z^{-2} H_{1} \\
H_{1} & H_{0}
\end{array}\right]\left[\begin{array}{l}
X_{0} \\
X_{1}
\end{array}\right]
$$

where $Y_{0}=Y_{0}\left(z^{2}\right)$, etc.
The general form of (8.34) is given by

$$
X(z)=\sum_{k=0}^{N-1} z^{-1} X_{k}\left(z^{N}\right)
$$

where

$$
X_{k}(z)=\sum_{i} x_{N i+k} z^{-i}
$$

and similarly for $H$ and $Y$. For clarity, $N=2$ is used in this exposition.
Note that the right hand side of (8.35) is a product of two polynomials of degree $N$, where the coefficients are themselves polynomials, either of finite degree ( $H_{i}$ ), or of infinite degree ( $X_{i}$ ). Accordingly, the Toom-Cook algorithm described previously can be employed, in which case the sums and products becomepolynomial sums and products. The essential key is that the polynomial products are themselves equivalent to FIR filtering, with shorter filters.

A Toom-Cook algorithm for carrying out (8.35) is given by

$$
\left[\begin{array}{l}
Y_{0} \\
Y_{1}
\end{array}\right]=C\left\{A\left[\begin{array}{l}
H_{0} \\
H_{1}
\end{array}\right] * A\left[\begin{array}{l}
X_{0} \\
X_{1}
\end{array}\right]\right\}
$$

where

$$
A=\left[\begin{array}{ll}
1 & 0 \\
1 & 1 \\
0 & 1
\end{array}\right] \quad C=\left[\begin{array}{ccc}
1 & 0 & z^{-2} \\
-1 & 1 & -1
\end{array}\right] .
$$

This Toom-Cook algorithm yields the multiratefilter bank structure shown in Fig. 8.3. Theoutputs of the two downsamplers, on the left side of the structure shown in the figure, are $X_{0}(z)$ and $X_{1}(z)$. The outputs of the two upsamplers, on the right side of the structure, are $Y_{0}\left(z^{2}\right)$ and $Y_{1}\left(z^{2}\right)$. Note that the threefilters $H_{0}, H_{0}+H_{1}$, and $H_{1}$ operate at half the sampling rate. Theright-most operation shown in Fig. 8.3 is not an arithmetic addition - it is a merging of the two sequences, $Y_{0}\left(z^{2}\right)$ and $z^{-1} Y_{1}\left(z^{2}\right)$, by interleaving. The arithmetic overhead is 1 "input" addition and 3 "output" additions per 2 samples; that is a total of 2 additions per sample.

If the original filter $H(z)$ is of length $L$ and operates at the rate $f_{s}$, then the structure in Fig. 8.3 is an implementation of $H(z)$ that employs three filters of length $L / 2$, each operating at the rate $\frac{1}{2} f_{s}$.


FIGURE 8.3: Filter structure based on a two-point convolution algorithm. Let $H_{0}$ be the even coefficients of a filter $H$, let $H_{1}$ be the odd coefficients. The structure implements the filter $H$ using three half-length filters, each running at half the rate of $H$.

Theconvolutional sum for $H(z)$, when implemented directly, requires $L$ multiplicationsper output point and $L-1$ additions per output point. Per output point, the structure in Fig. 8.3 requires $\frac{3}{4} L$ multiplications and $2+\frac{3}{2}(L / 2-1)=\frac{3}{4} L+\frac{1}{2}$ additions.

The decomposition can be repeatedly applied to each of the three filters; however, the benefit diminishes for small $L$, and quantization errors may accumulate. Table 8.1 gives the number of multiplications needed to implement a length 32 FIR filter, using various levels of decomposition.

TABLE 8.1 Computation of Running Convolution

| M ethod | Subsampling | Delay | Mult./Point |
| :--- | :---: | :---: | :---: |
| 1 32-pt. FIR filter | 1 | 0 | 32 |
| 3 16-pt. FIR filters | 2 | 1 | 24 |
| 9 8-pt. FIR filters | 4 | 3 | 18 |
| 27 4-pt. FIR filters | 8 | 7 | 13.5 |
| 81 2-pt. FIR filters | 16 | 15 | 10.125 |
| 243 1-pt. mults. | 32 | 31 | 7.59 |
| Based on repeated application of two-point convolution structure |  |  |  |
| in Fig. 8.3. (From [33].) |  |  |  |

Other shortlinear convolution algorithmscan beobtained from existingones by a techniqueknown as transposition. The transposed form of a short convolution algorithm has the same arithmetic complexity, but in a different arrangement. It was observed in [18] that the transposed forms generally have more input additions and fewer output additions. Consequently, the transposed forms should be more robust to quantization noise.

Various short-length convolution algorithms that are appropriate for this approach are provided in [18]. Also addressed is the issue of when to stop successive decompositions - and the problem of finding the best way to combinesmall-length filters, depending on various criteria. In particular, it is noted that DSPs generally perform a multiply-accumulate (M AC) operation in a single clock cycle, in which case a M AC should be considered a single operation.

It appears that this approach is amenable to (1) efficient multiprocessor implementations due to their inherent parallelism, and (2) efficient VLSI realization, since the implementation requires only local communication, instead of global exchange of data as in the case of FFT-based algorithms.

In [33], the following is noted. The mapping of long convolutions into small, subsampled convolutions is attractive in hardware(VLSI), software(signal processors), and multiprocessor implementations since the basic building blocks remain convolutions which can be computed efficiently once small enough.

### 8.6 Convolution in Subbands

M aximally decimated perfect reconstruction filter banks have been used for a variety of applications where processing in subbands is advantageous. Such filter banks can be regarded as generalizations of the short-time Fourier transform, and it turns out that the convolution theorem can be extended to them [23, 32]. In other words, the convolution of two signals can be found by directly convolving the subband signals and combining the results. In [23], both uniform and nonuniform decimation ratios are considered for orthonormal and biorthonormal filter banks. In [32], the results of [23] are generalized.

The advantage of this method is that the subband signals can be quantized based on the signal variance in each subband and other perceptual considerations, as in traditional subband coding. Instead of quantizing $x(n)$ and then convolving with $g(n)$, the subbands $x_{k}(n)$ and $g_{k}(n)$ arequantized, and the results are added. When quantizing in the subbands, the subband energy distribution can be exploited and bits can be allocated to subbands accordingly. For a fixed bit rate, this approach increases the accuracy of the overall convolution - that is, this approach offers a coding gain.

In [23] an optimal bit allocation formula and the optimized coding gain is derived for orthogonal filter banks. The contribution to coding gain comes partly from the nonuniformity of the signal
spectrum and partly from the nonuniformity of thefilter spectrum. When thefilter impulseresponse is taken to be the unit impulse $\delta(n)$, the formulas for the bit allocation and coding gain reduce to those for traditional subband and transform coding.

Theefficiency that isgained from subband convolution comesfrom theability to useafewer number of bits to achieve a given level of accuracy. In addition, in [23], low sensitivity filter structures are derived from the subband convolution theorem and examined.

### 8.7 Distributed Arithmetic

Rather than grouping the individual scalar data values in a discrete-time signal into blocks, thescalar values can be partitioned into groups of bits. Because multiplication of integers, multiplication of polynomials, and discrete-time convolution are the same operations, the bit-level description of multiplication can be mixed with the convolution of the signal processing. The resulting structure is called distributed arithmetic [7, 34].

### 8.7.1 Multiplication is Convolution

To simplify the presentation, we will assume the data and coefficients to be positive integers with simple binary coding and the problem of carrying will beomitted. Assume the product of two $B$-bit words is desired

$$
\begin{equation*}
y=a x \tag{8.37}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\sum_{i=0}^{B-1} a_{i} 2^{i} \text { and } x=\sum_{i=0}^{B-1} a_{j} 2^{j} \tag{8.38}
\end{equation*}
$$

with $a_{i}, x_{j} \in\{0,1\}$. This gives

$$
\begin{equation*}
y=\sum_{i} a_{i} 2^{i} \sum_{j} x_{j} 2^{j} \tag{8.39}
\end{equation*}
$$

which, with a change of variables $k=i+j$, becomes

$$
\begin{equation*}
y=\sum_{k} \sum_{i} a_{i} x_{k-i} 2^{k} \tag{8.40}
\end{equation*}
$$

Using the binary description of $y$ as

$$
\begin{equation*}
y=\sum_{k} y_{k} 2^{k} \tag{8.41}
\end{equation*}
$$

we have for the binary coefficients

$$
\begin{equation*}
y_{k}=\sum_{i} a_{i} x_{k-i} \tag{8.42}
\end{equation*}
$$

as a convolution of the binary coefficients for $a$ and $x$. We see that multiplying two numbers is the same as convolving their coefficient representation any base. Multiplication is convolution.

### 8.7.2 Convolution is Two Dimensional

Consider the following convolution of number strings (FIR filtering)

$$
\begin{equation*}
y(n)=\sum_{\ell} a(\ell) x(n-\ell) . \tag{8.43}
\end{equation*}
$$

Using the binary representation of the coefficients and data, we have

$$
\begin{align*}
y(n) & =\sum_{\ell} \sum_{i} a_{i}(\ell) 2^{i} \sum_{j} x_{j}(n-\ell) 2^{j}  \tag{8.44}\\
y(n) & =\sum_{\ell} \sum_{i} \sum_{i} a_{i}(\ell) x_{j}(n-\ell) 2^{i+j} \tag{8.45}
\end{align*}
$$

which after changing variables, $k=i+j$, becomes

$$
\begin{equation*}
y(n)=\sum_{k} \sum_{\ell} \sum_{i} a_{i}(\ell) x_{k-i}(n-\ell) 2^{k} \tag{8.46}
\end{equation*}
$$

A one-dimensional convolution of numbers is a two-dimensional convolution of thebinary (or other base) representations of the numbers.

### 8.7.3 Distributed Arithmetic by Table Lookup

The usual way that distributed arithmetic convolution is calculated does the arithmetic in a special concentrated algorithm or pieceof hardware. Wearenow goingto reorder thevery general description in (8.46) to allow some of the operations to be precomputed and stored in a lookup table. The arithmetic will then be distributed with the convolution itself.

If (8.46) is summed over the index $i$, we have

$$
\begin{equation*}
y(n)=\sum_{j} \sum_{\ell} a(\ell) x_{j}(n-\ell) 2^{j} . \tag{8.47}
\end{equation*}
$$

Each sum over $\ell$ convolves the word string $a(n)$ with the bit string $x_{j}(n)$ to produce a partial product which is then shifted and added by the sum over $j$ to give $y(n)$.

If (8.47) is summed over $\ell$ to form a table which can be addressed by the binary numbers $x_{j}(n)$, we have

$$
\begin{equation*}
y(n)=\sum_{j} f\left(x_{j}(n), x_{j}(n-1), \cdots\right) 2^{j} \tag{8.48}
\end{equation*}
$$

where

$$
\begin{equation*}
f\left(x_{j}(n), x_{j}(n-1), \cdots\right)=\sum_{\ell} a(\ell) x_{j}(n-\ell) \tag{8.49}
\end{equation*}
$$

The numbers $a(i)$ are the coefficients of the filter, which as usual is assumed to be fixed. Consider a filter of length $L$. This function $f()$ is a function of $L$ binary variables and, therefore, takes on $2^{L}$ possible values. The function is determined by the filter, $a(i)$. For example, if $L=3$, the table (function values) would contain eight values:

$$
\begin{equation*}
0, a(0), a(1), a(2),(a(0)+a(1)),(a(1)+a(2)),(a(0)+a(2)),(a(0)+a(1)+a(2)) \tag{8.50}
\end{equation*}
$$

and if the words were stored as $B$ bits, they would require $2^{L} B$ bits of memory.
There are extensions and modifications of this basic idea to allow a very flexible trade of memory for logic. The idea is to precompute as much as possible, storeit in a table, and fetch it when needed. Thetwo extremes of this areon onehand to computeall possibleoutputs and simply fetch them using the input as an address. The other extreme is the usual system which simply stores the coefficients and computes what is needed as needed.

This table lookup is illustrated in Fig. 8.4 where the blocks represent 4 b words, where the least significant bit of each of the four most recent data words form the address for the table lookup from memory. After 4b shifts and accumulates, theoutput word $y(n)$ isavailable, using no multiplications.


FIGURE 8.4: Distributed arithmetic by Table Lookup. In this example, a sequence $x(n)$ is filtered with a length 3 FIR filter. The wordlength for $x(n)$ is 4 b . The function $f(\cdot)$ is a function of three binary variables, and can be implemented by table lookup. The bits of $x(n)$ are shifted, bit by bit, through the input registers. Accordingly, the bits of $y(n)$ are shifted through the accumulator after 4 b shifts, a new output $y(n)$ becomes available.

Distributed arithmetic with table lookup can be used with FIR and IIR filters and can be arranged in direct, transpose, cascade, parallel, etc. structures. It can be organized for serial or parallel calculations or for combinations of the two. Because most microprocessors or DSP chips do not have appropriate instructions or architectures for distributed arithmetic, it is best suited for special purpose VLSI design and in those cases, it can be extremely fast.

An alternative realization of these ideas can be developed using a form of periodically time varying system that is oversampled [10].

### 8.8 Fast Convolution by Number Theoretic Transforms

If one performs all calculations in a finite field or ring of integers rather than the usual infinite field of real or complex numbers, a very efficient type of Fourier transform can be formulated that requires no floating point operations - it supports exact convolution with finite precision arithmetic [1, 2, 17, 26]. This is particularly interesting because a digital computer is a finite machine and arithmetic over finite systems fits it perfectly. In the following, all arithmetic operations are performed modulo some integer $M$, called the modulus. A bit of number theory can be found in [17, 20, 28].

### 8.8.1 Number Theoretic Transforms

Here we look at the conditions placed on a general linear transform in order for it to support cyclic convolution. The form of a linear transformation of a length -N sequence of number is given by

$$
\begin{equation*}
X(k)=\sum_{n=0}^{N-1} t(n, k) x(n) \bmod M \tag{8.51}
\end{equation*}
$$

for $k=0,1, \cdots,(N-1)$. The definition of cyclic convolution of two sequences in $Z_{M}$ is given by

$$
\begin{equation*}
y(n)=\sum_{m=0}^{N-1} x(m) h(n-m) \bmod M \tag{8.52}
\end{equation*}
$$

for $n=0,1, \cdots,(N-1)$ where all indices are evaluated modulo $N$. We would like to find the properties of thetransformation such that it will support cyclic convolution. This meansthat if $X(k)$, $H(k)$, and $Y(k)$ are the transforms of $x(n), h(n)$, and $y(n)$ respectively, then

$$
\begin{equation*}
Y(k)=X(k) H(k) . \tag{8.53}
\end{equation*}
$$

The conditions are derived by taking the transform defined in (8.1) of both sides of Eq. (8.52) which gives the form for our general linear transform (8.51) as

$$
\begin{equation*}
X(k)=\sum_{n=0}^{N-1} \alpha^{n k} x(n) \tag{8.54}
\end{equation*}
$$

where $\alpha$ is a root of order $N$, which means that $N$ is the smallest integer such that $\alpha^{N}=1$.

THEOREM 8.1 The transform (8.11) supports cydic convolution if and only if $\alpha$ is a root of order $N$ and $N^{-1} \bmod M$ is defined.

This is discussed in [1, 2]. This transform supports $N$-point cyclic convolution only if a particular relationship between the modulus $M$ and the data length $N$ is satisfied. The following theorem describes that relationship.

THEOREM 8.2 The transform (8.11) supports $N$-point cydic convolution if and only if

$$
\begin{equation*}
N \mid O(M) \tag{8.55}
\end{equation*}
$$

where

$$
\begin{equation*}
O(M)=\operatorname{gcd}\left\{p_{1}-1, p_{2}-1, \cdots, p_{l}-1\right\} \tag{8.56}
\end{equation*}
$$

and the prime factorization of $M$ is

$$
\begin{equation*}
M=p_{1}^{r_{1}} p_{2}^{r_{2}} \cdots p_{l}^{r_{l}} \tag{8.57}
\end{equation*}
$$

Equivalently, $N$ must divide $p_{i}-1$ for every prime $p_{i}$ dividing $M$. This theorem is a more useful form of Theorem 8.1. Notice that $N_{\max }=O(M)$.

One needs to find appropriate $N, M$, and $\alpha$ such that

- $N$ should be appropriate for a fast algorithm and handle the desired sequence lengths.
- $M$ should allow the desired dynamic range of thesignals and should allow simplemodular arithmetic.
- $\alpha$ should allow a simple multiplication for $\alpha^{n k} x(n)$.

We see that if $M$ is even, it has a factor of 2 and, therefore, $O(M)=N_{\max }=1$ which implies $M$ should beodd. If $M$ is primethe $O(M)=M-1$ which is as large as could be expected in a field of $M$ integers. For $M=2^{k}-1$, let $k$ be a composite $k=p q$ where $p$ is prime. Then $2^{p}-1$ divides $2^{p q}-1$ and the maximum possible length of the transform will be governed by the length possible for $2^{p}-1$. Therefore, only the prime $k$ need be considered interesting. Numbers of this form are know as M ersennenumbers and havebeen used by Rader [26]. For M ersenne number transforms, it can be shown that transforms of length at least $2 p$ exist and thecorresponding $\alpha=-2$. Mersenne number transforms are not of as much interest because $2 p$ is not highly composite and, therefore, we do not have FFT-type algorithms.

For $M=2^{k}+1$ and $k$ odd, 3 divides $2^{k}+1$ and the maximum possible transform length is 2 . Thus, we consider only even $k$. Let $k=s 2^{t}$, where $s$ is an odd integer. Then $2^{2^{t}}$ divides $2^{s 2^{t}}+1$ and the length of the possible transform will be governed by the length possible for $2^{2^{t}}+1$. Therefore, integers of the form $M=2^{2^{t}}+1$ areof interest. Thesenumbers areknown as Fermat numbers[26]. Fermat numbers are prime for $0 \leq t \leq 4$ and are composite for all $t \geq 5$.

Since Fermat numbers up to $F_{4}$ are prime, $O\left(F_{t}\right)=2^{b}$ where $b=2^{t}$ and $t \leq 4$, we can have a Fermat number transform for any length $N=2^{m}$ where $m \leq b$. For these Fermat primes the integer $\alpha=3$ is of order $N=2^{b}$ allowing the largest possible transform length. The integer $\alpha=2$ is of order $N=2 b=2^{t+1}$. Then all multiplications by powers of $\alpha$ are bit shifts - which is particularly attractive because in (8.54), the data values are multiplied by powers of $\alpha$.

Table 8.2 gives possi ble parameters for various Fermat number moduli.

TABLE 8.2 Fermat Number Transform M oduli

| t | b | $M=F_{t}$ | $N_{2}$ | $N_{\sqrt{2}}$ | $N_{\max }$ | $\alpha$ for $N_{\max }$ |
| ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| 3 | 8 | $2^{8}+1$ | 16 | 32 | 256 | 3 |
| 4 | 16 | $2^{16}+1$ | 32 | 64 | 65536 | 3 |
| 5 | 32 | $2^{32}+1$ | 64 | 128 | 128 | $\sqrt{2}$ |
| 6 | 64 | $2^{64}+1$ | 128 | 256 | 256 | $\sqrt{2}$ |

Thistable gives values of $N$ for the two most important values of $\alpha$ which are 2 and $\sqrt{2}$. The second column gives the approximate number of bits in the number representation. The third column gives the Fermat number modulus, the fourth is the maximum convolution length for $\alpha=2$, the fifth is the maximum length for $\alpha=\sqrt{2}$, the sixth is the maximum length for any $\alpha$, and the seventh is the $\alpha$ for that maximum length. Remember that the first two rows have a Fermat number modulus which is prime and the second two rows have a composite Fermat number as modulus. Note the differences.

Thenumber theoretic transform itself seemsto bevery difficult to interpret or usedirectly. It seems to be useful only as a means for high-speed convolution where it has remarkablecharacteristics. The books, articles, and presentations that discuss NTT and related topics are [4, 17, 21]. A recent book discusses NT in a signal processing context [14].

### 8.9 Polynomial-Based Methods

The use of polynomials in representing elements of a digital sequence and in representing the convoIution operation has led to the development of a family of algorithms based on the fast polynomial transform [4, 16, 21]. These algorithms are especially useful for two-dimensional convolution. The Chinese remainder theorem for polynomials (CRT), which is central to Winograd's short convolution algorithm, is also conveniently described in polynomial notation. An interesting approach combines the use of the polynomial-based methods with the number theoretic approach to convoIution (NTTs), wherein the elements of a sequence are taken to lie in a finite field [9, 15]. In [15] the CRT is extended to the case of a ring of polynomials with coefficients from a finite ring of integers. It removes the limitations on both word length and sequence length of NNTs and serves as a link between the two methods(CRT and NNT). Thenew result so obtained, which specializesto both the NNTs and the CRT for polynomials, has been called the AICE-CRT (the American-Indian-Chinese extension of the CRT). A complex version has also been derived.

### 8.10 Special Low-Multiply Filter Structures

In the use of convolution for digital filtering, the convolution operation can be simplified, if the filter $h(n)$ is chosen appropriately.

Some filter structures are especially simple to implement. Some examples are:

- A simpleimplementation of therecursiverunningsum (RRS) isbased on thefactorization
$\sum_{k=0}^{L-1} z^{k}=\left(z^{L}+1\right) /(z-1)$.
- If the transfer function $H(z)$ of the filter possesses a root at $z=-1$ of multiplicity $K$, the factor $(z+1) / 2$ can be extracted from the transfer function. The factor $(z+1) / 2$ can be implemented very simply.
- Thisideaisextended in prefilteringand IFIR filteringtechniques - a filter isimplemented as a cascade of two filters: one with a crude response that is simple to implement, another that makes up for it, but requires the usual implementation complexity. The overall response satisfies specifications and can be implemented with reduced complexity.
- The maximally flat symmetric FIR filter can be implemented without multiplications using the De Casteljau algorithm [27].

In summary, a filter can often be designed so that the convolution operation can be performed with less computational complexity and/or at a faster rate. Much work has focused on methods that take into account implementation complexity during the approximation phase of thefilter design process. (See the chapter on digital filter design).
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### 9.1 Introduction

Complexity theory of computation attempts to determine how "inherently" difficult are certain tasks. For example, how inherently complex is the task of computing an inner product of two vectors of length N ? Certainly one can compute the inner product $\sum_{j=1}^{N} x_{j} y_{j}$ by computing the N products $x_{j} y_{j}$ and then summing them. But can one compute this inner product with fewer than N multiplications? The answer is no, but the proof of this assertion is no trivial matter. One first abstracts and defines the notions of the algorithm and its components (such as addition and multiplication); then a theorem is proven that any algorithm for computing a bilinear form which usesK multiplications can betransformed to a quadratic algorithm (some al gorithm of a very special form, which uses no divisions, and whose multiplications only computequadratic forms) which uses at most K multiplications[20]; and finally a proof by induction on the length $N$ of the summands in the inner product is made to obtain the lower bound result $[6,13,22,25]$. We will not present the details here; we just want to let the reader know that the process for even proving what seems to be an intuitive result is quite complex.

Consider next themorecomplex task of computing the product of an $N$ point vector by an $M \times N$ matrix. This corresponds to the task of computing M separate inner products of N -point vectors. It is tempting to jump to the conclusion that this task requires M N multiplications. But we should not jump to fast conclusions. First, the $M$ inner products are separate, but not independent (theterm is used loosely, and not in any linear algebra sense). After all, the second factor in the M inner products is always the same. It turns out [6,22,25] that, indeed, our intuition this time is correct again. And the proof is really not much moredifficult than theproof for thecomplexity result for inner products. In fact, once the general machinery is built, the proof is a slight extension of the previous case. So far intuition proved accurate.

In complexity theory one learns early on to be skeptical of intuitions. An early surprising result in complexity theory - and to datestill oneof its most remarkable - contradictstheintuitiveguess that
computing the product of two $2 \times 2$ matrices requires 8 multiplications. Remarkably, Strassen [21] has shown that it can be done with 7 multiplication. His algorithm is very nonintuitive; I am not aware of any good al gebraic explanation for it except for the assertion that the mathematical identities which definethe algorithm indeed are valid. It can also beshown [15] that 7 is the minimum number of multiplications required for the task.

The consequences of Strassen's algorithm for general matrix multiplication tasks are profound. The task of computing the product of two $4 \times 4$ matrices with real entries can be viewed as a task of computing two $2 \times 2$ matrices whose entries are themselves $2 \times 2$ matrices. Each of the 7 multiplications in Strassen's algorithm now become matrix multiplications requiring 7 real multiplications plus a bunch of additions; and each addition in Strassen's algorithm becomes an addition of $2 \times 2$ matrices, which can be done with 4 real additions. This process of obtaining algorithms for large problems, which are built up of smaller ones in a structures manner, is called the "nesting" procedure [25]. It is a very powerful tool in both complexity theory and algorithm design. It is a special form of recursion.

The set of $N \times N$ matrices form a noncommutative algebra. A branch of complexity theory called "multiplicative complexity theory" is quite well established for certain relatively few algebras, and wide open for the rest. In this theory complexity is measured by the number of "essential multiplications." Given an algebra over a field $F$, an algorithm is a sequence of arithmetic operations in the algebra. A multiplication is called essential if neither factor is an element in $F$. If one of the factors in a multiplication is an element in $F$, the operation is called a scaling.

Consider an algebra of dimension N over a field F , with basis $b_{1}, \ldots, b_{N}$. An algorithm for computing the product of two elements $\sum_{j=1}^{N} f_{j} b_{j}$ and $\sum_{j=1}^{N} g_{j} b_{j}$ with $f_{j}, g_{j} \in F$ is called bilinear, if every multiplication in the algorithm is of the form $L_{1}\left(f_{1}, \ldots, f_{N}\right) * L_{2}\left(g_{1}, \ldots, g_{N}\right)$, where $L_{1}$ and $L_{2}$ are linear forms and $*$ is the product in the algebra, and it uses no divisions. Because none of the arithmetic operations in bilinear algorithms rely on the commutative nature of the underlying field, these algorithms can be used to build recursively via the nesting process algorithms for noncommutative algebras of increasingly large dimensions, which are built from the smaller algebras via thetensor product. For example, the algebra of $4 \times 4$ matrices (over somefield F; I will stop adding this necessary assumption, as it will be obvious from content) is isomorphic to the tensor product of the algebra of $2 \times 2$ matrices with itself. Likewise, the algebra of $16 \times 16$ matrices is isomorphic to the tensor product of the algebra of $4 \times 4$ matrices with itself. And this proceeds to higher and higher dimensions.

Suppose we have a bilinear algorithm for computing the product in an algebra $T_{1}$ of dimension $D$, which uses $M$ multiplications and $A$ additions (including subtractions) and $S$ scalings. The algebra $T_{2}=T_{1} \otimes T_{1}$ has dimension $D^{2}$. By thenesting procedurewecan obtain an algorithm for computing the product in $T_{2}$ which uses $M$ multiplications of elements in $T_{1}, A$ additions of elements in $T_{1}$, and $S$ scalings of elements in $T_{1}$. Each multiplication in $T_{1}$ requires $M$ multiplications, $A$ additions, and $S$ scalings; each addition in $T_{1}$ requires $D$ additions; and each scaling in $T_{1}$ requires $D$ scalings. Hence, thetotal computational requirementsfor thisnew al gorithm is $M^{2}$ multiplications, $A(M+D)$ additions and $S(M+D)$ scalings. If the nesting procedure is continued to yield an algorithm for the product in the $D^{4}$ dimensional algebra $T_{4}=T_{2} \otimes T_{2}$, then its computational requirements would be $M^{4}$ multiplications, $A(M+D)\left(M^{2}+D^{2}\right)$ additions and $S(M+D)\left(M^{2}+D^{2}\right)$ scalings. One more iteration would yield an algorithm for the $D^{8}$ dimensional algebra $T_{8}=T_{4} \otimes T_{4}$, which uses $M^{8}$ multiplications, $A(M+D)\left(M^{2}+D^{2}\right)\left(M^{4}+D^{4}\right)$ additions, $M^{8}$ multiplications, and $S(M+D)\left(M^{2}+D^{2}\right)\left(M^{4}+D^{4}\right)$ scalings. The general pattern should be apparent by now. We see that the growth of the number of operations (the high order term, that is) is governed by $M$ and not by $A$ or $S$. A major goal of complexity theory is the understanding of computational requirements as problem sizes increase, and nesting is the natural way of building algorithms for larger and larger problems. We seeone reason why counting multiplications (as opposed to all arithmetic operations)
became so important in complexity theory. (Historically, in the early days multiplications were indeed much more expensive than additions.)

Algebras of polynomials are important in signal processing; filtering can be viewed as polynomial multiplications. Theproduct of two polynomial sof degrees $d_{1}$ and $d_{2}$ can becomputed with $d_{1}+d_{2}-1$ multiplications. Furthermore, it is rather easy to prove (a straightforward dimension argument) that this is the minimal number of multiplications necessary for this computation. Algorithms which computethese products with thesenumbers of multiplications (so-called optimal algorithms) are obtained using Lagrange interpolation techniques. For even moderate values of $d_{j}$, they use inordinately many additions and scalings. Indeed, they use $\left(d_{1}+d_{2}-3\right)\left(d_{1}+d_{2}-2\right)$ additions, and a half as many scalings. So these algorithms are not very practical, but they are of theoretical interest. Also of interest istheasymptotic complexity of polynomial products. They can becomputed by embedding them in cyclic convolutions of sizes at most twice as long. Using FFT techniques, these can be achieved with order $D \log D$ arithmetic operations, where $D$ is the maximum of the degrees. With optimal algorithms, while the number of (essential) multiplications is linear, the total number of operations is quadratic. If nesting is used, then the asymptotic behavior of the number of multiplications is also quadratic.

Convolution algebras are derived from algebras of polynomials. Given a polynomial $P(u)$ of degree $D$, one can define an algebra of dimension $D$ whose entries are all polynomials of degree less than $D$, with addition defined in the standard way, and multiplication is modulo $P(u)$. Such algebras are called convolution algebras. For polynomials $P(u)=u^{D}-1$, the algebras are cyclic convolutions of dimension $D$. For polynomials $P(u)=u^{D}+1$, thesealgebrasarecalled signed-cyclic convolutions. The product of two polynomials modulo $P(u)$ can be obtained from the product of the two polynomials without any extra essential multiplications. Hence, if the degree of $P(u)$ is $D$, then the product modulo $P(u)$ can be done with $2 D-1$ multiplications. But can it be done with fewer multiplications?

Whereas complexity theory has huge gaps in almost all areas, it has triumphed in convolution algebras. The minimum number of multiplications required to compute a product in an algebra is called the multiplicative complexity of the algebra. The multiplicative complexity of convolution algebras (over infinite fields) is completely determined [22]. If $\mathrm{P}(\mathrm{u})$ factors (over the base field; the role of the field will be discussed in greater detail soon) to a product of k irreducible polynomials, then the multiplicative complexity of the algebra is $2 D-k$. So if $P(u)$ is irreducible, then the answer to the question in the previous paragraph is no. Otherwise, it is yes.

The above complexity result for convolution algebras is a sharp bound. It is a lower bound in that every algorithm for computing the product in the algebra requires at least $2 D-k$ multiplications, where $k$ is the number of factors of the defining polynomial $P(u)$. It is also an upper bound, in that there are algorithms which actually achieve it. Let us factor $P(u)=\prod P_{j}(u)$ into a product of irreduciblepolynomials(hereweseetheroleof thefield; moreaboutthissoon). Then theconvolution algebra modulo $P(u)$ is isomorphic to a direct sum of algebras modulo $P_{j}(u)$; theisomorphism isvia the Chinese remainder theorem. The multiplicative complexity of the direct summands are $2 d_{j}-1$, where $d_{j}$ are the degrees of $P_{j}(u)$; these are sharp bounds. The algorithm for the algebra modulo $P(u)$ is derived from these smaller algorithms; because of the isomorphism, putting them all together requires no extra multiplications. The proof that this is a lower bound, first given by Winograd [23], is quite complicated.

The above result is an example of a "direct sum theorem." If an algebra is decomposableto a direct sum of subalgebras, then clearly the multiplicative complexity of the algebra is less than or equal to the sum of the multiplicative complexities of the summands. In some(relatively rare) circumstances equality can beshown. Theexampleof convolution algebrasissuch acase. Theresultsfor convolution algebras are very strong. Winograd has shown that every minimal algorithm for computing products in a convolution algebra is bilinear and is a direct sum algorithm. Thelatter meansthat the algorithm actually computes a minimal algorithm for each direct summand and then combines these results
without any extra essential multiplications to yield the product in the algebra itself.
Things get interesting when westart considering algebraswhich aretensor products of convolution algebras (these are called multi-dimensional convolution algebras). A simple example already is enlightening. Consider the algebra $C$ of polynomial multiplicationsmodulo $u^{2}+1$ over therationals $Q$; this algebra is called the Gaussian rationals. The polynomial $u^{2}+1$ is irreducible over $Q$ (the algebra is a field), so by the previous result, its multiplicative complexity is 3 . The nesting procedure would yield an algorithm the product in $C \otimes C$ which uses 9 multiplications. But it can in fact be computed with 6 multiplications. The reason is due to an old theorem, probably due to Kroeneker (though I cannot find the original proof); the reference I like best is Adrian Albert's book [1]. The theorem asserts that the tensor product of fields is isomorphic to a direct sum of fields, and the proof of the theorem is actually a construction of this isomorphsim. For our example, the theorem yields that the tensor product $C \otimes C$ is isomorphic to a direct sum of two copies of $C$. The product in $C \otimes C$ can, therefore, be computed by computing separately the product in each of the two direct summands, each with 3 multiplications, and the final result can be obtained without any more essential multiplications. The explicit isomorphism was presented to the complexity theory community by Winograd [22]. Since the example is sufficiently simple to work out, and the results so fundamental to much of our later discussions, we will present it here explicitly.

Consider $A$, the polynomial ring modulo $u^{2}+1$ over the $Q$. This is a field of dimension 2 over $Q$, and it has the matrix representation (called its regular representation) given by

$$
\rho(a+b u)=\left(\begin{array}{rr}
a & -b  \tag{9.1}\\
b & a
\end{array}\right) .
$$

Whilefor all $b \neq 0$ the matrix aboveis not diagonalizable over $Q$, thefield (algebra) is diagonalizable over the complexes. Namely,

$$
\left(\begin{array}{rr}
1 & i  \tag{9.2}\\
1 & -i
\end{array}\right)\left(\begin{array}{rr}
a & -b \\
b & a
\end{array}\right)\left(\begin{array}{rr}
1 & i \\
1 & -i
\end{array}\right)^{-1}=\left(\begin{array}{rr}
a+i b & 0 \\
0 & a-i b
\end{array}\right) .
$$

The elements 1 and $i$ of $A$ correspond (in the regular representation) in the tensor algebra $A \otimes A$ to the matrices

$$
\rho(1)=\left(\begin{array}{ll}
1 & 0  \tag{9.3}\\
0 & 1
\end{array}\right)
$$

and

$$
\rho(i)=\left(\begin{array}{rr}
0 & -1  \tag{9.4}\\
1 & 0
\end{array}\right)
$$

respectively. Hence, the $4 \times 4$ matrix

$$
R=\left(\begin{array}{cc}
\rho(1) & \rho(i)  \tag{9.5}\\
\rho(1) & \rho(-i)
\end{array}\right)
$$

diagonalizes the algebra $A \otimes A$. Explicitly, we can compute

$$
\begin{align*}
&\left(\begin{array}{rrrr}
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & -1 & 0
\end{array}\right)\left(\begin{array}{rrrr}
x_{0} & -x_{1} & -x_{2} & -x_{3} \\
x_{1} & x_{0} & -x_{3} & x_{2} \\
x_{2} & -x_{3} & x_{0} & -x_{1} \\
x_{3} & x_{2} & x_{1} & x_{0}
\end{array}\right) \\
&\left(\begin{array}{rrrr}
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 1 & -1 & 0
\end{array}\right)
\end{aligned} \begin{aligned}
& -1
\end{align*}\left(\begin{array}{rrrr}
y_{0} & -y_{1} & 0 & 0  \tag{9.6}\\
y_{1} & y_{0} & 0 & 0 \\
0 & 0 & y_{2} & -y_{2} \\
0 & 0 & y_{3} & y_{3}
\end{array}\right),
$$

where $y_{0}=x_{0}-x_{3}, y_{1}=x_{1}+x_{2}, y_{2}=x_{0}+x_{3}$ and $y_{3}=x_{1}-x_{2}$. A simple way to derive this is by setting $X_{0}$ to be the top left $2 \times 2$ minor of the matrix with $x_{j}$ entries in the above equation, $X_{1}$ to be its bottom left $2 \times 2$ minor, and observing that

$$
R\left(\begin{array}{rr}
X_{0} & -X_{1}  \tag{9.7}\\
X_{1} & X_{0}
\end{array}\right) R^{-1}=\left(\begin{array}{ll}
\rho(1) X_{0}+\rho(i) X_{1} & \\
& \rho(0) X_{0}-\rho(i) X_{1}
\end{array}\right)
$$

The algorithmic implications are straightforward. The product in $A \otimes A$ can be computed with fewer multiplications than the nesting process would yield. Straightforward extensions of the above construction yield recipes for obtaining minimal algorithms for products in algebras which are tensor products of convolution algebras. The example also highlights the role of the base field. The complexity of $A$ as an algebra over $Q$ is 3; the complexity of $A$ as an algebra over the complexes is 2, as over the complexes this algebra diagonalizes.

Historically, multiplicativecomplexitytheory generalized in two ways(and in variouscombinations of the two). The first addressed the question: what happens when one of the factors in the product is not an arbitrary element but a fixed element not in the basefield? The second addressed: what is the complexity of semidirect systems - those in which several products are to be computed, and one factor is arbitrary but fixed, while the others are arbitrary? Computing an arbitrary product in an n -dimensional algebra can be thought of (via the regular representation) as computing a product of a matrix $A(X)$ times a vector $Y$, where the entries in the matrix $A(X)$ are linear combinations of n indeterminates $x_{1}, \ldots, x_{n}$ and $y$ is a vector of n indeterminates $y_{1}, \ldots, y_{n}$. When one factor is a fixed element in an extension field, the entries in $A(X)$ are now entries in some extension field of the basefield which may have algebraic relations. For example, consider

$$
G=\left(\begin{array}{rr}
\gamma(1,8) & -\gamma(3,8)  \tag{9.8}\\
\gamma(3,8) & \gamma(1,8)
\end{array}\right)
$$

where $\gamma(m, n)=\cos (2 \pi m / n)$. Thecomplex numbers $\gamma(1,8)$ and $\gamma(3,8)$ arelinearly independent over $Q$, but they satisfy the algebraic relation $\gamma(1,8) / \gamma(3,8)=\sqrt{2}$. This algebraic relation gives a relation of the two numbers to the rationals, namely $\gamma(1,8)^{2} / \gamma(3,8)^{2}=2$. Now this is not a linear relation; linear independence over $Q$ has complexity ramifications. But this algebraic relation also has algorithmic ramifications. The linear independence implies that the multiplicative complexity of multiplying an arbitrary vector by $G$ is 3 . But because of the algebraic relation, it is not true (as is the case for quadratic extensions by indeterminates) that all minimal algorithms for this product are quadratic. A nonquadratic minimal algorithm is given via the factorization

$$
G=\left(\begin{array}{rr}
\gamma(1,8) & 0  \tag{9.9}\\
0 & \gamma(1,8)
\end{array}\right)\left(\begin{array}{rr}
1 & 1-\sqrt{2} \\
\sqrt{2}-1 & 1
\end{array}\right) .
$$

As for computing the product of $G$ and k distinct vectors, theory has it that the multiplicative complexity is 3 k [5]. In other words, a direct sum theorem hold for this case. This result, and its generalization, due to Auslander and Winograd [5], is very deep; its proof is very complicated. But it yields great rewards.

The multiplicative complexity of all DFTs and DCTs are established using this result. The key to obtaining multiplicative complexity results for DFTs and DCTs is to find the appropriate block diagonalizations that transform these linear operators to such direct sums, and then to invoke this fundamental theorem. We will next cite this theorem, and then describe explicitly how we apply it to DFTs and DCTs.

Fundamental Theorem (Auslander-Winograd): Let $P_{j}$ be polynomials of degrees $d_{j}$, respectively, over a field $\phi$. Let $F_{j}$ denote polynomials of degree $d_{j}-1$ with complex coefficients (that is, they
are complex numbers). For non-negative integers $k_{j}$, let $T\left(k_{j}, F_{j}, P_{j}\right)$ denote the task of computing $k_{j}$ products of arbitrary polynomials by $F_{j}$ modulo $P_{j}$. Let $\sum_{j} T\left(k_{j}, F_{j}, P_{j}\right)$ denote the task of simultaneously computing all of these products. If the coefficients span a vector space of dimension $\sum_{j} d_{j}$ over $\phi$, then the multiplicative complexity of $\sum_{j} T\left(k_{j}, F_{j}, P_{j}\right)$ is $\sum_{j} k_{j}\left(2 d_{j}-1\right)$. In other words, if the dimension assumption holds, then so does the direct sum theorem for this case.

Multiplicative complexity results for DFTs and DCTs assert that their computation is linear in the sizeof theinput. Themeasureis number of nonrational multiplications. M orespecifically, in all cases (arbitrary input sizes, arbitrary dimensions), the number of nonrational multiplications necessary for computing these transforms is always less than twice the size of the input. The exact numbers are interesting, but more important is the algebraic structure of the transforms which lead to these numbers. This is what will be emphasized in the remainder of this chapter. Some special cases will be discussed in greater detail; general results will be reviewed rather briefly.

The following notation will be convenient. If $A, B$ are matrices with real entries, and $R, S$ are invertible rational matrices such that $A=R B S$, then we will say that $A$ is rationally equivalent (or more plainly, equivalent) to $B$ and write $A \approx B$. The multiplicative complexity of $A$ is the same as that of $B$.

### 9.2 One-Dimensional DFTs

We will build up the theory for the DFT in stages. The one dimensional DFT on input size $N$ is a linear operator whose matrix is given by $F_{N}=\left(w^{j k}\right)$, where $w=e^{2 \pi i / N}$, and $j, k$ index the rows and columns of thematrix, respectively. The first row and first column of $F_{N}$ have all entries equal to 1, so the multiplicative complexity of $F_{N}$ are the same as that of its "core" $C_{N}$, its minor comprising its last $N-1$ rows and $N-1$ columns. The first results were for one-dimensional DFTs on input sizes which are prime[24]. For $p$ a primeinteger, theset of integers between 0 and $p-1$ form a cyclic group under multiplication modulo $p$. It was shown by Rader [19] that there exist permutations of the rows and columns of the core $C_{N}$ that bring it to the cyclic convolution $w^{g^{j}+k}$, where $g$ is any generator of the cyclic group described above. Using the decomposition for cyclic convolutions described above, we decompose the core to a direct sum of convolutions modulo the irreducible factors of $u^{p-1}-1$. This decomposition into cyclotomic polynomials is well known [18]. There are $\tau(p-1)$ irreducible factors, where $\tau(n)$ is the number of positive divisors of the positive integer $n$. One direct summand is the $1 \times 1$ matrix corresponding to the factor $u-1$, and its entry is -1 (in particular, rational). Also, the coefficients of theother polynomials comprising the direct summands are all linearly independent over $Q$, hence thefundamental theorem (in its weakest form) applies. It yields that the multiplicative complexity of $F_{p}$ for $p$ a prime is $2 p-\tau(p-1)-3$.

Next is the casefor $N=p^{k}$ where $p$ is an odd prime and the integer $k$ is greater than 1 . Thegroup of units comprising those integers between 0 and $p-1$ which are relatively prime to $p$, and under multiplication modulo $p$, is of order $p^{k}-p^{k-1}$. A Rader-like permutation [24] brings the sub-core, whose rows and columns areindexed by theentries in thisgroup of units, to a cyclic convolution. The group of units, when multiplied by $p$, forms an orbit of order $p^{k-1}-p^{k-2}$ ( $p$ elementsin thegroup of units map to the same element in theorbit), and the Rader-like permutations induces a permutation on theorbit, which yieldscyclic convolutions of thesizes of theorbit. Thisproceedsuntil thefinal orbit of size $p-1$. Thesecyclic convolutionsaredecomposed viatheChineseremainder theorem, and (after much cancellation and rearrangement) it can beshown that thecore $C_{N}$ in thiscasereduces to $k$ direct summands, each of which is a semi-directsum of $j(p-1)\left(p^{k-j}-p^{k-j-1}\right)$ dimensional convolutions modulo irreducible polynomials, $j=1,2, \ldots, k$. Also, the dimension of the coefficients of the polynomials is precisely $\sum_{j=1}^{k}(p-1)\left(p^{k-j}-p^{k-j-1}\right)$. These are precisely the conditions sufficient to invokethefundamental theorem. This algebraic decomposition yieldsminimal algorithms. When
one adds all these up, the numerical result is that the multiplicative complexity for the DFT on $p^{k}$ points where $p$ is an odd prime and $k$ a positive integer, is $2 p^{k}-k-2-\frac{k^{2}+k}{2} \tau(p-1)$.

The case of the one dimensional DFT on $N=2^{n}$ points is most familiar. In this case,

$$
F_{N}=P_{N}\left(\begin{array}{ll}
F_{N / 2} &  \tag{9.10}\\
& G_{N / 2}
\end{array}\right) R_{N}
$$

where $P_{N}$ is the permutation matrix which rearranges the output to even entries followed by odd entries, $R_{N}$ is a rational matrix for computing the so-called "butterfly additions," and $G_{N / 2}=$ $D_{N / 2} F_{N / 2}$, where $D_{N / 2}$ is a diagonal matrix whose entries are the so-called "twiddle factors." This leads to theclassical divide-and-conquer algorithm called theFFT. For our purposes, $G_{N / 2}$ is equivalent to adirect sum of two polynomial products modulo $u^{2^{j}} j=0, \ldots, n-3$. It isroutineto proceed inductively, and then show that the hypothesis of the fundamental theorem are satisfied. Without details, the final result is that the complexity of the DFT on $N=2^{n}$ points is $2^{n+1}-n^{2}-n-2$. Again, the complexity is below $2 N$.

For the general one-dimensional DFT case, we start with the equivalence $F_{m n} \approx F_{m} \otimes F_{n}$, whenever $m$ and $n$ are relatively prime, and where $\otimes$ denotesthetensor product. If $m$ and $n$ areof the forms $p^{k}$ for some prime $p$ and positive integer $k$, then from above, both $F_{m}$ and $F_{n}$ are equivalent to direct sums of polynomial products modulo irreducible polynomials. Applying the theorem of Kroeneker/Albert, which states that the tensor product of algebraic extension fields isisomorphic to a direct sum of fields, wehave that $F_{m n}$ is, therefore, equivalent to a direct sum of polynomial products modulo irreducible polynomials. When one follows the construction suggested by the theorem and counts the dimensionality of the coefficients, one can show that this direct sum system satisfies the hypothesis of thefundamental theorem. This argument extends to the general one-dimensional case of $F_{N}$ where $N=\prod_{j} p_{j}^{k_{j}}$ with $p_{j}$ distinct primes.

### 9.3 Multidimensional DFTs

Thek-dimensional DFT on $N_{1}, \ldots, N_{k}$ pointsisequivalent to thetensor product $F_{N_{1}} \otimes \cdots \otimes F_{N_{k}}$. Directly from thetheorem of Kroeneker/Albert, this is equivalent to a direct sum of polynomial products modulo irreducible polynomials. It can be shown that this system satisfies thehypothesis of the fundamental theorem so that complexity results can be directly invoked for the general multidimensional DFT. Details can befound in [4]. M ore interesting than the general case are some special cases with unique properties.

Thek-dimensional DFT on $p, \ldots, p$ points, where $p$ is an odd prime, is quite remarkable. The coreof thistransform is a cyclic convolution modulo $u^{p^{k}-1}-1$. Thecoreof thematrix corresponding to $F_{p} \otimes \cdots \otimes F_{p}$, which is the entire matrix minus its first row and column, can be brought into this Iarge cyclic convolution by a permutation derived from a generator of the group of units of the field with $p^{k}$ elements. The details are in [2]. Even more remarkably, this large cyclic convolution is equivalent to a direct sum of $p+1$ copies of the same cyclic convolution obtainablefrom the core of the one-dimensional DFT on $p$ points. In other words, the $k$-dimensional DFT on $p, \ldots, p$ points, where $p$ is an odd prime, is equivalent to a direct sum of $p+1$ copies of the one-dimensional DFT on $p$ points. In particular, its multiplicative complexity is $(p+1)(2 p-\tau(p-1)-3)$.

Another particularly interesting case is the k-dimensional DFT on $N, \ldots, N$ points, where $N=$ $2^{k}$. This transform is equivalent to the $k$-fold tensor product $F_{N} \otimes \cdots \otimes F_{N}$, and we have seen abovetherecursivedecomposition of $F_{N}$ to adirect sum of $F_{N / 2}$ and $G_{N / 2}$. Thesemi-simpleAbelian construction [3, 8] yields that $F_{N / 2} \otimes G_{N / 2}$ is equivalent to $N / 2$ copies of $G_{N / 2}$, and likewise that $F_{N / 2} \otimes G_{N / 2}$ is equivalent to $N / 2$ copies of $G_{N / 2}$. Hence, $F_{N}$ and $F_{N}$ is equival ent to $3 N / 2$ copies of $G_{N / 2}$ plus $F_{N / 2} \otimes F_{N / 2}$. This leads recursively to a complete decomposition of thetwo-dimensional

DFT to a direct sum of polynomial products modulo irreducible polynomials (of the form $u^{2^{m}}+1$ in this case). The extensions to arbitrary dimensions are quite detailed but straightforward.

### 9.4 One-Dimensional DCTs

As in the case of DFTs, DCTs are also all equivalent to direct sums of polynomial multiplications modulo irreducible polynomials and satisfy the hypothesis of the fundamental theorem. In fact, some instances are easier to handle. A fast way to see the structure of the DCT is by relating it to the DFT. Let $C_{N}$ denote the one dimensional DCT on $N$ points; recall we defined $F_{N}$ to be the one dimensional DFT on $N$ points.

It can be shown [14] that $F_{4 N}$ is equivalent to a direct sum of two copies of $C_{N}$ plus one copy of $F_{2 N}$. This is sufficient to yield complexity results for all one-dimensional DCTs. But for some special cases, direct derivations are more revealing. For example, when $N=2^{k}, C_{N}$ is equivalent to a direct sum of polynomial products modulo $u^{2^{j}}+1$, for $j=1, \ldots, k-1$. This is a much simpler form than the corresponding one for the DFT on $2^{k}$ points. It is then straightforward to check that this direct sum system satisfies the hypothesis of the fundamental theorem, and then that the multiplicative complexity of $C_{2^{k}}$ is $2^{k+1}-n-2$.

Another (not so) special case is when $N$ is an odd integer. Then $C_{N}$ is equivalent to $F_{N}$, from which complexity results follow directly. Another useful result is that, as in the case of the DFT, $C_{p q}$ is equivalent to $C_{p} \otimes C_{q}$ where $p$ and $q$ are relatively prime [26]. We can then use the theorem of Kroeneker/Albert [10] to build direct sum structures for DCTs of composites given direct sums of the various components.

### 9.5 Multidimensional DCTs

Heretoo, oncetheonedimensional DCT structures areknown, their extensionsto multidimensions via tensor products, utilizing the theorem of Kroeneker/Albert, is straightforward. This leads to the appropriate direct sum structures, proving that the coefficients satisfy the hypothesis of the fundamental theorem does require some careful applications of elementary number theory. This is done in [10].

A most interesting special case is multidimensional DCT on input sizes which are powers of 2 in each dimension. If the input is $k$ dimensional with size $2^{j_{1}} \times \ldots \times 2^{j_{k}}$, and $j_{1} \leq j_{i}, i=2, \ldots, k$, then the multidimensional DCT is equivalent to $2^{j_{2}} \times \ldots \times 2^{j_{k}}$ copies of the one-dimensional DCT on $2^{j_{1}}$ points [11]. This is a much more straightforward result than the corresponding one for multidimensional DFTs.

### 9.6 Nonstandard Models and Problems

DCTs have become popular because of their role in compression. In such roles, the DCT is usually followed by quantization. Therefore, in such applications, one need not actually compute the DCT but a scaled version of it, and then absorb the scaling into the quantization step. For the one dimensional case this means that one can replace the computation of a product by $C$ with a product by a matrix $D C$, where $D$ is diagonal. It turns out $[9,16$ ] that for propitious choices of $D$, the computation of the product by $D C$ is easier than that by $C$. The question naturally arises- what is the minimum number of steps required to compute a product of the form $D C$, where $D$ can be any diagonal matrix? Our ability to answer such a question is very limited. All we can say today is that if we can compute a scaled DCT on $N$ points with $m$ multiplications, then certainly we can compute a DCT on $N$ multiplications with $m+N$ points. Since we know the complexity of DCTs, this gives a
lower bound on the complexity of scaled DCTs. For example, theone-dimensional DCT on 8 points (the most popular applied case) requires 12 multiplications. (The reader may see the number 11 in the literature; this is for the case of the "unnormalized DCT" in which the DC component is scaled. The unnormalized DCT is not orthogonal.) Suppose a scaled DCT on 8 points can be done with $m$ multiplications. Then $8+m \geq 12$, or $m \geq 4$. An algorithm for the scaled DCT on 8 points which uses 5 multiplications is known [9, 16]. It is an open question whether one can actually do it in 4 multiplications or not. Similarly, the two-dimensional DCT on $8 \times 8$ points can be done with 54 multiplications [ 9,12 ], and theory says that at least 24 are needed [11]. The gap is very wide, and I know of stronger results as of this writing.

M achines whose primitive operations are fused multiply-accumulate are becoming very popular, especially in the higher end workstation arena. Here a single cycle can yield a result of the form $a b+c$ for arbitrary floating point numbers $a, b, c$; we call such an operation a "mutiply/add." Lower bounds are obviously bounded below by lower bounds for number of multiplications and also for lower bounds on number of additions. The latter is a wide open subject. A simple yet instructive example involves multiplications of a $4 \times 4$ Hadamard matrix. It is well known that, in general, multiplication by an $N \times N$ Hadamard matrix, where $N$ is a power of 2, can be done with $N \log _{2} N$ additions. Recently it was shown [7] that the $4 \times 4$ case can be done with 7 multiply/add operations [7]. This result has not been extended, and it may in fact be rather hard to extend except in most trivial (and uninteresting) ways.

Upper bounds of DFTs have been obtained. It was shown in [17] that a complex DFT on $N=2^{k}$ points can be done with $\frac{8}{3} N k-\frac{16}{9} N+2-\frac{2}{9}(-1)^{k}$ real multiply/adds. For real input, an upper bound of $\frac{4}{3} N k-\frac{17}{9} N+3-\frac{2}{9}(-1)^{k}$ real multiply/adds was given. These were later improved slightly using the results of the H adamard transform computation. Similar multidimensional results were also obtained.

In the past several years new, more powerful, processors have been introduced. Sun and HP have incorporated new vector instructions. Intel has introduced its aggressive Intel's M M X architecture. And new M SPs (multimedia signal processors) from Philips, Samsung, and Chromatic are pushing similar designs even more aggressively. These will lead to new models of computation. Astounding (though probably not surprising) upper boundswill be announced; lower bounds aresureto continue to baffle.
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### 10.1 Introduction

This chapter presents two major approaches to fast matrix multiplication. We restrict our attention to matrix multiplication, excluding matrix addition and matrix inversion, since matrix addition admits no fast algorithm structure (save for the obvious parallelization), and matrix inversion (i.e., solution of large linear systems of equations) is generally performed by iterative algorithms that require repeated matrix-matrix or matrix-vector multiplications. Hence, matrix multiplication is the real problem of interest.

Wepresent two major approaches to fast matrix multiplication. Thefirst isthedivide-and-conquer strategy made possible by Strassen's [1] remarkable reformulation of non-commutative $2 \times 2$ matrix multiplication. We also present the APA (arbitrary precision approximation) algorithms, which improveon Strassen'sresult at thepriceof approximation, and a recent result that reformulatesmatrix multiplication as convolution and applies number theoretic transforms. The second approach is to use a wavelet basis to sparsify the representation of Calderon-Zygmund operators as matrices. Since electromagnetic Green's functions are Calderon-Zygmund operators, this has proven to be useful in solving integral equations in electromagnetics. The sparsified matrix representation is used in an iterative algorithm to solve the linear system of equations associated with the integral equations, greatly reducing the computation. Wealso present somenew insights that makethe wavelet-induced sparsification seem less mysterious.

### 10.2 Divide-and-Conquer Fast Matrix Multiplication

### 10.2.1 Strassen Algorithm

It is not obvious that there should be any way to perform matrix multiplication other than using the definition of matrix multiplication, for which multiplying two $N \times N$ matrices requires $N^{3}$
multiplications and additions ( $N$ for each of the $N^{2}$ elements of the resulting matrix). However, in 1969 Strassen [1] made the remarkable observation that the product of two $2 \times 2$ matrices

$$
\left[\begin{array}{ll}
a_{1,1} & a_{1,2}  \tag{10.1}\\
a_{2,1} & a_{2,2}
\end{array}\right]\left[\begin{array}{ll}
b_{1,1} & b_{1,2} \\
b_{2,1} & b_{2,2}
\end{array}\right]=\left[\begin{array}{ll}
c_{1,1} & c_{1,2} \\
c_{2,1} & c_{2,2}
\end{array}\right]
$$

may be computed using only seven multiplications (fewer than the obvious eight), as

$$
\begin{align*}
m_{1} & =\left(a_{1,2}-a_{2,2}\right)\left(b_{2,1}+b_{2,2}\right) ; \quad m_{3}=\left(a_{1,1}-a_{2,1}\right)\left(b_{1,1}+b_{1,2}\right) \\
m_{2} & =\left(a_{1,1}+a_{2,2}\right)\left(b_{1,1}+b_{2,2}\right) \\
m_{4} & =\left(a_{1,1}+a_{1,2}\right) b_{2,2} ; \quad m_{7}=\left(a_{2,1}+a_{2,2}\right) b_{1,1} \\
m_{5} & =a_{1,1}\left(b_{1,2}-b_{2,2}\right) ; \quad m_{6}=a_{2,2}\left(b_{2,1}-b_{1,1}\right) \\
c_{1,1} & =m_{1}+m_{2}-m_{4}+m_{6} ; \quad c_{1,2}=m_{4}+m_{5} \\
c_{2,2} & =m_{2}-m_{3}+m_{5}-m_{7} ; \quad c_{2,1}=m_{6}+m_{7} \tag{10.2}
\end{align*}
$$

A vital feature of (10.2) is that it is non-commutative, i.e., it does not depend on the commutative property of multiplication. This can be seen easily by noting that each of the $m_{i}$ are the product of a linear combination of the elements of $A$ by a linear combination of the elements of $B$, in that order, so that it is never necessary to use, say $a_{2,2} b_{2,1}=b_{2,1} a_{2,2}$. We note there exist commutative algorithms for $2 \times 2$ matrix multiplication that require even fewer operations, but they are of little practical use.

Thesignificanceof noncommutativity isthat thenoncommutativealgorithm (10.2) may beapplied as is to block matrices. That is, if the $a_{i, j}, b_{i, j}$ and $c_{i, j}$ in (10.1) and (10.2) are replaced by block matrices, (10.2) is still true. Since matrix multiplication can be subdivided into block submatrix operations(i.e. (10.1) isstill trueif $a_{i, j}, b_{i, j}$ and $c_{i, j}$ arereplaced by block matrices), this immediately leads to a divide-and-conquer fast algorithm.

### 10.2.2 Divide-and-Conquer

To see this, consider the $2^{n} \times 2^{n}$ matrix multiplication $A B=C$, where $A, B, C$ are all $2^{n} \times 2^{n}$ matrices. Using the usual definition, this requires $\left(2^{n}\right)^{3}=8^{n}$ multiplications and additions. But if $A, B, C$ are subdivided into $2^{n-1} \times 2^{n-1}$ blocks $a_{i, j}, b_{i, j}, c_{i, j}$, then $A B=C$ becomes (10.1), which can be implemented with (10.2) since (10.2) does not require the products of subblocks of $A$ and $B$ to commute. Thus the $2^{n} \times 2^{n}$ matrix multiplication $A B=C$ can actually be implemented using only seven matrix multiplications of $2^{n-1} \times 2^{n-1}$ subblocks of $A$ and $B$. And these subblock multiplications can in turn bebroken down by using (10.2) to implement them aswell. Theend result is that the $2^{n} \times 2^{n}$ matrix multiplication $A B=C$ can beimplemented using only $7^{n}$ multiplications, instead of $8^{n}$.

The computational savings grow as the matrix size increases. For $n=5(32 \times 32$ matrices) the savings is about $50 \%$. For $n=12$ ( $4096 \times 4096$ matrices) the savings is about $80 \%$. The savings as a fraction can be made arbitrarily close to unity by taking sufficiently large matrices. Another way of looking at this is to note that $N \times N$ matrix multiplication requires $O\left(N^{\log _{2} 7}\right)=O\left(N^{2.807}\right)<N^{3}$ multiplications using Strassen.

Of course we are not limited to subdividing into $2 \times 2=4$ subblocks. Fast non-commutative algorithms for $3 \times 3$ matrix multiplication requiring only $23<3^{3}=27$ multiplicationswere found by exhaustive search in [2] and [3]; 23 is now known to beoptimal. Repeatedly subdividing $A B=C$ into $3 \times 3=9$ subblocks computes a $3^{n} \times 3^{n}$ matrix multiplication in $23^{n}<27^{n}$ multiplications; $N \times N$ matrix multiplication requires $O\left(N^{\log _{3} 23}\right)=O\left(N^{2.854}\right)$ multiplications, so this is not quite as good as using (10.2). A fast noncommutative algorithm for $5 \times 5$ matrix multiplication requiring only $102<5^{3}=125$ multiplications was found in [4]; this also seems to be optimal. Using this
algorithm, $N \times N$ matrix multiplication requires $O\left(N^{\log _{5} 102}\right)=O\left(N^{2.874}\right)$ multiplications, so this is even worse. Of course, the idea is to write $N=2^{a} 3^{b} 5^{c}$ for some $a, b, c$ and subdivide into $2 \times 2=4$ subblocks $a$ times, then subdivide into $3 \times 3=9$ subblocks $b$ times, etc. Thetotal number of multiplications is then $7^{a} 23^{b} 102^{c}<8^{a} 27^{b} 125^{c}=N^{3}$.

Note that we have not mentioned additions. Readers familiar with nesting fast convolution algorithms will know why; now we review why reducing multiplications is much more important than reducing additions when nesting algorithms. The reason is that at each nesting stage (reversing the divide-and-conquer to build up algorithms for multiplying large matrices from (10.2)), each scalar addition is replaced by a matrix addition (which requires $N^{2}$ additions for $N \times N$ matrices), and each scalar multiplication is replaced by a matrix multiplication (which requires $N^{3}$ multiplications and additions for $N \times N$ matrices). Although we are reducing $N^{3}$ to about $N^{2.8}$, it is clear that each multiplication will produce more multiplications and additions as we nest than each addition. So reducing the number of multiplications from eight to seven in (10.2) is well worth theextra additions incurred. In fact, the number of additions is also $O\left(N^{2.807}\right)$.

The design of these base algorithms has been based on the theory of bilinear and trilinear forms. Thereview paper [5] and book [6] of Pan aregood introductionsto thistheory. Wenotethat reducing the exponent of $N$ in $N \times N$ matrix multiplication is an area of active research. This exponent has been reduced to below 2.5; a known lower bound is two. However, the resulting algorithms are too complicated to be useful.

### 10.2.3 Arbitrary Precision Approximation (APA) Algorithms

APA algorithms are noncommutative algorithms for $2 \times 2$ and $3 \times 3$ matrix multiplication that require even fewer multiplications than the Strassen-type algorithms, but at the price of requiring longer word lengths. Proposed by Bini [7], the APA algorithm for multiplying two $2 \times 2$ matrices is this:

$$
\begin{align*}
p_{1} & =\left(a_{2,1}+\epsilon a_{1,2}\right)\left(b_{2,1}+\epsilon b_{1,2}\right) \\
p_{2} & =\left(-a_{2,1}+\epsilon a_{1,1}\right)\left(b_{1,1}+\epsilon b_{1,2}\right) \\
p_{3} & =\left(a_{2,2}-\epsilon a_{1,2}\right)\left(b_{2,1}+\epsilon b_{2,2}\right) \\
p_{4} & =a_{2,1}\left(b_{1,1}-b_{2,1}\right) \\
p_{5} & =\left(a_{2,1}+a_{2,2}\right) b_{2,1} \\
c_{1,1} & =\left(p_{1}+p_{2}+p_{4}\right) / \epsilon-\epsilon\left(a_{1,1}+a_{1,2}\right) b_{1,2} \\
c_{2,1} & =p_{4}+p_{5} \\
c_{2,2} & =\left(p_{1}+p_{3}-p_{5}\right) / \epsilon-\epsilon a_{1,2}\left(b_{1,2}-b_{2,2}\right) \tag{10.3}
\end{align*}
$$

If we now let $\epsilon \rightarrow 0$, the second terms in (10.3) become negligible next to the first terms, and so they need not be computed. Hence, three of the four elements of $C=A B$ may be computed using only five multiplications. $c_{1,2}$ may be computed using a sixth multiplication, so that, in fact, two $2 \times 2$ matrices may be multiplied to arbitrary accuracy using only six multiplications. TheAPA $3 \times 3$ matrix multiplication algorithm requires 21 multiplications. Notethat APA algorithms improve on the exact Strassen-type algorithms ( $6<7,21<23$ ).

The APA algorithms are often described as being numerically unstable, due to roundoff error as $\epsilon \rightarrow 0$. Webelieve that an electrical engineering perspective on these algorithms puts them in a light different from that of themathematical perspective. In fixed point implementation, thecomputation $A B=C$ can be scaled to operations on integers, and the $p_{i}$ can be bounded. Then it is easy to set $\epsilon$ a sufficiently small (negative) power of two to ensure that the second terms in (10.3) do not overlap the first terms, provided that the wordlength is long enough. Thus, the reputation for instability
is undeserved. However, the requirement of large wordlengths to be multiplied seems also to have escaped notice; this may be a more serious problem in some architectures.

The divide-and-conquer and resulting nesting of APA algorithms work the same way as for the Strassen-typealgorithms. $N \times N$ matrix multiplication using(10.3) requires $O\left(N^{\log _{2}(6)}\right)=O\left(N^{2.585}\right)$ multiplications, which improves on the $O\left(N^{2.807}\right)$ multiplicationsusing (10.2). But thewordlengths are longer.

A design methodology for fast matrix multiplication algorithms by grouping terms has been proposed in a series of papers by Pan (see References [5] and [6]). While this has proven quite fruitful, the methodology of grouping terms becomes somewhat ad hoc.

### 10.2.4 Number Theoretic Transform (NTT) Based Algorithms

An approach similar in flavor to theAPA algorithms, but moreflexible, has been taken recently in [8]. First, matrix multiplication is reformulated as a linear convolution, which can beimplemented as the multiplication of two polynomials using the z-transform. Second, the variable $z$ is scaled, producing a scaled convolution, which is then made cyclic. This aliases some quantities, but they are separated by a power of the scaling factor. Third, the scaled convolution is computed using pseudo-numbertheoretic transforms. Finally, the various components of the product matrix are read off of the convolution, using the fact that the elements of the product matrix are bounded. This can be done without error if the scaling factor is sufficiently large.

This approach yields algorithms that require the same number of multiplications or fewer as APA for $2 \times 2$ and $3 \times 3$ matrices. The multiplicands are again sums of scaled matrix elements as in APA. However, the design methodology is quite simple and straightforward, and the reason why the fast algorithm exists is now clear, unlike the APA algorithms. Also, the integer computations inherent in this formulation make possi ble the engineering insights into APA noted above.

Wereformulatetheproduct of two $N \times N$ matrices as thelinear convolution of a sequence of length $N^{2}$ and a sparse sequence of length $N^{3}-N+1$. This results in a sequence of length $N^{3}+N^{2}-N$, from which elements of the product matrix may be obtained. For convenience, we write the linear convolution as the product of two polynomials. This result (of [8]) seems to be new, although a similar result is briefly noted in ([3], p. 197). Define

$$
\begin{align*}
& a_{i, j}=a_{i+j N} ; \quad b_{i, j}=b_{N-1-i+j N} ; \quad 0 \leq i, j \leq N-1 \\
& \left(\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} a_{i+j N} x^{i+j N}\right)\left(\sum_{i=0}^{N-1} \sum_{j=0}^{N-1} b_{N-1-i+j N} x^{N(N-1-i+j N)}\right) \\
= & \sum_{i=0}^{N^{3}+N^{2}-N-1} c_{i} x^{i} \\
c_{i, j}= & c_{N^{2}-N+i+j N^{2}} ; \quad 0 \leq i, j \leq N-1 . \tag{10.4}
\end{align*}
$$

Notethat coefficients of all threepolynomials sareread off of the matrices $A, B, C$ column-by-column (each column of $B$ is reversed), and the result is noncommutative. For example, the $2 \times 2$ matrix multiplication (10.1) becomes

$$
\begin{gather*}
\quad\left(a_{1,1}+a_{2,1} x+a_{1,2} x^{2}+a_{2,2} x^{3}\right)\left(b_{2,1}+b_{1,1} x^{2}+b_{2,2} x^{4}+b_{1,2} x^{6}\right) \\
=*+* x+c_{1,1} x^{2}+c_{2,1} x^{3}+* x^{4}+* x^{5}+c_{1,2} x^{6}+c_{2,2} x^{7}+* x^{8}+* x^{9}, \tag{10.5}
\end{gather*}
$$

where $*$ denotes an irrelevant quantity. In (10.5) substitute $x=s z$ and taketheresult $\bmod \left(z^{6}-1\right)$. This gives

$$
\begin{align*}
& \left(a_{1,1}+a_{2,1} s z+a_{1,2} s^{2} z^{2}+a_{2,2} s^{3} z^{3}\right)\left(\left(b_{2,1}+b_{1,2} s^{6}\right)+b_{1,1} s^{2} z^{2}+b_{2,2} s^{4} z^{4}\right) \\
& =\left(*+c_{1,2} s^{6}\right)+\left(* s+c_{2,2} s^{7}\right) z+\left(c_{1,1} s^{2}+* s^{8}\right) z^{2} \\
& \quad+\left(c_{2,1} s^{3}+* s^{9}\right) z^{3}+* z^{4}+* z^{5} ; \quad \bmod \left(z^{6}-1\right) \tag{10.6}
\end{align*}
$$

If $\left|c_{i, j}\right|,|*|<s^{6}$ then the $*$ and $c_{i, j}$ may be separated without error, since both are known to be integers. If $s$ is a power of two, $c_{0,1}$ may be obtained by discarding the $6 \log _{2} s$ least significant bits in thebinary representation of $*+c_{0,1} s^{6}$. Thepolynomial multiplication $\bmod \left(z^{6}-1\right)$ can becomputed using number-theoretic transforms [9] using six multiplications. Hence, $2 \times 2$ matrix multiplication requires six multiplications. Similarly, $3 \times 3$ matrices may be multiplied using 21 multiplications. Note these are the same numbers required by the APA algorithms, quantities multiplied are again sums of scaled matrix elements, and results are again sums in which onequantity is partitioned from another quantity which is of no interest.

However, this approach is more flexible than the APA approach (see [8]). As an extreme case, setting $z=1$ in (10.5) computes a $2 \times 2$ matrix multiplication using ONE (very long wordlength) multiplication! For example, using $s=100$

$$
\left[\begin{array}{ll}
2 & 4  \tag{10.7}\\
3 & 5
\end{array}\right]\left[\begin{array}{ll}
9 & 8 \\
7 & 6
\end{array}\right]=\left[\begin{array}{ll}
46 & 40 \\
62 & 54
\end{array}\right]
$$

becomes the single scalar multiplication

$$
\begin{equation*}
(5,040,302)(8,000,600,090,007)=40,325,440,634,862,462,114 \tag{10.8}
\end{equation*}
$$

This is useful in optical computing architectures for multiplying large numbers.

### 10.3 Wavelet-Based Matrix Sparsification

### 10.3.1 Overview

A common application of solving largelinear systems of equationsisthe solution of integral equations arisingin, say, electromagnetics. Theintegral equation istransformed into alinear system of equations using Galerkin's method, so that entries in the matrix and vectors of knowns and unknowns are coefficients of basis functions used to represent the continuous functions in the integral equation. Intelligent selection of the basis functions results in a sparse (mostly zero entries) system matrix. The sparse linear system of unknowns is then usually solved using an iterative algorithm, which is where the sparseness becomes an advantage (iterative al gorithms require repeated multiplication of the system matrix by the current approximation to the vector of unknowns).

Recently, wavelets have been recognized as a good choice of basis function for a wide variety of applications, especially in electromagnetics. This is true because in electromagnetics the kernel of theintegral equation is a 2-D or 3-D Green's function for the wave equation, and these areCalderonZygmund operators. Using wavelets as basis functions makes the matrix representation of the kernel drop off rapidly away from themain diagonal, morerapidly than discretization of theintegral equation would produce.

Here we quickly review the wavelet transform as a representation of continuous functions and show how it sparsifies Calderon-Zygmund integral operators. Wealso provide someinsight into why this happens and present some alternatives that make the sparsification less mysterious. We present our results in terms of continuous (integral) operators, rather than discrete matrices, since this is the proper presentation for applications, and also since similar results can be obtained for the explicitly discrete case.

### 10.3.2 The Wavelet Transform

We will not attempt to present even an overview of the rich subject of wavelets. The reader is urged to consult the many papers and textbooks (e.g., [10]) now being published on the subject. Instead, we restrict our attention to aspects of wavelets essential to sparsification of matrix operator representations.

The wavelet transform of an $L^{2}$ function $f(x)$ is defined as

$$
\begin{equation*}
f_{i}(n)=2^{i / 2} \int_{-\infty}^{\infty} f(x) \psi\left(2^{i} x-n\right) d x ; \quad f(x)=\sum_{i} \sum_{n} f_{i}(n) \psi\left(2^{i} x-n\right) 2^{i / 2} \tag{10.9}
\end{equation*}
$$

where $\left\{\psi\left(2^{i} x-n\right), i, n \in Z\right\}$ is a completeorthonormal basisfor $L^{2}$. That is $L^{2}$ (thespace of squareintegrable functions) is spanned by dilations (scaling) and translations of a wavelet basis function $\psi(x)$. Constructing this $\psi(x)$ is nontrivial, but has been done extensively in the literature.

Sincethe summations must betruncated to finiteintervals in practice, we definethe wavelet scaling function $\phi(x)$ whosetranslationson agiven scalespan thespacespanned by thewavelet basisfunction $\psi(x)$ at all translations and at scales coarser than the given scale. Then we can write

$$
\begin{align*}
& f(x)=2^{I / 2} \sum_{n} c_{I}(n) \phi\left(2^{I} x-n\right)+\sum_{i=I}^{\infty} \sum_{n} f_{i}(n) \psi\left(2^{i} x-n\right) 2^{i / 2} \\
& c_{I}(n)=2^{I / 2} \int_{-\infty}^{\infty} f(x) \phi\left(2^{I} x-n\right) d x \tag{10.10}
\end{align*}
$$

So the projection $c_{I}(n)$ of $f(x)$ on the scaling function $\phi(x)$ at scale $I$ replaces the projections $f_{i}(n)$ on the basis function $\psi(x)$ on scales coarser (smaller) than $I$. The scaling function $\phi(x)$ is orthogonal to its translations but (unlike the basis function $\psi(x)$ ) is not orthogonal between scales. Truncating the summation at the upper end approximates $f(x)$ at theresolution defined by thefinest (largest) scale $i$; this is somewhat analogous to truncating Fourier series expansions and neglecting high-frequency components.

We also define the 2-D wavelet transform of $f(x, y)$ as

$$
\begin{align*}
f_{i, j}(m, n) & =2^{i / 2} 2^{j / 2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \psi\left(2^{i} x-m\right) \psi\left(2^{j} y-n\right) d x d y \\
f(x, y) & =\sum_{i, j, m, n} f_{i, j}(m, n) \psi\left(2^{i} x-m\right) \psi\left(2^{j} y-n\right) 2^{i / 2} 2^{i / 2} \tag{10.11}
\end{align*}
$$

H owever, it is more convenient to use the 2-D counterpart of (10.10), which is

$$
\begin{aligned}
c_{I}(m, n) & =2^{I} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \phi\left(2^{I} x-m\right) \phi\left(2^{I} y-n\right) d x d y \\
f_{i}^{1}(m, n) & =2^{i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \phi\left(2^{i} x-m\right) \psi\left(2^{i} y-n\right) d x d y \\
f_{i}^{2}(m, n) & =2^{i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \psi\left(2^{i} x-m\right) \phi\left(2^{i} y-n\right) d x d y \\
f_{i}^{3}(m, n) & =2^{i} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \psi\left(2^{i} x-m\right) \psi\left(2^{i} y-n\right) d x d y \\
f(x, y) & =\sum_{m, n} c_{I}(m, n) \phi\left(2^{I} x-m\right) \phi\left(2^{I} y-n\right) 2^{I}
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{i=I}^{\infty} \sum_{m, n} f_{i}^{1}(m, n) \phi\left(2^{i} x-m\right) \psi\left(2^{i} y-n\right) 2^{i} \\
& +\sum_{i=I}^{\infty} \sum_{m, n} f_{i}^{2}(m, n) \psi\left(2^{i} x-m\right) \phi\left(2^{i} y-n\right) 2^{i} \\
& +\sum_{i=I}^{\infty} \sum_{m, n} f_{i}^{3}(m, n) \psi\left(2^{i} x-m\right) \psi\left(2^{i} y-n\right) 2^{i} \tag{10.12}
\end{align*}
$$

Once again the projection $c_{I}(m, n)$ on the scaling function at scale $I$ replaces all projections on the basis functions on scales coarser than $M$.

Some examples of wavelet scaling and basis functions:

| Scaling | pulse | B-spline | sinc | softsinc | Daubechies <br> Wavelet |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Haar | BattleLemarie | Paley-Littlewood | M eyer |  |
| Daubechies |  |  |  |  |  |

An important property of the wavelet basis function $\psi(x)$ is that its first $k$ moments can be made zero, for any integer $k$ [10]:

$$
\begin{equation*}
\int_{-\infty}^{\infty} x^{i} \psi(x) d x=0, \quad i=0 \ldots k \tag{10.13}
\end{equation*}
$$

### 10.3.3 Wavelet Representations of Integral Operators

We wish to use wavelets to sparsify the $L^{2}$ integral operator $K(x, y)$ in

$$
\begin{equation*}
g(x)=\int_{-\infty}^{\infty} K(x, y) f(y) d y \tag{10.14}
\end{equation*}
$$

A common situation: (10.14) is an integral equation with known kernel $K(x, y)$ and known $g(x)$ in which the goal isto compute an unknown function $f(y)$. Often the kernel $K(x, y)$ isthe Green's function (spatial impulse response) relating observed wave field or signal $g(x)$ to unknown source field or signal $f(y)$.

For example, the Green's function for Laplace's equation in free space is

$$
\begin{equation*}
G(r)=-\frac{1}{2 \pi} \log r \quad(2 D) ; \quad \frac{1}{4 \pi r} \quad(3 D) \tag{10.15}
\end{equation*}
$$

where $r$ is the distance separating the points of source and observation. Now consider alinesourcein an infinite 2-D homogeneous medium, with observations made along the same line. The observed field strength $g(x)$ at position $x$ is

$$
\begin{equation*}
g(x)=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} \log |x-y| f(y) d y \tag{10.16}
\end{equation*}
$$

where $f(y)$ is the source strength at position $y$.
Using Galerkin's method, we expand $f(y)$ and $g(x)$ as in (10.9) and $K(x, y)$ as in (10.11). Using the orthogonality of the basis functions yields

$$
\begin{equation*}
\sum_{j} \sum_{n} K_{i, j}(m, n) f_{j}(n)=g_{i}(m) \tag{10.17}
\end{equation*}
$$

Expanding $f(y)$ and $g(x)$ as in (10.10) and $K(x, y)$ asin (10.12) leadsto another system of equations which isdifficult notationally to writeout in general, but can clearly bedonein individual applications.

We note here that the entries in the system matrix in this latter case can be rapidly generated using the fast wavelet algorithm of M allat (see[10]).

The point of using wavelets is as follows. $K(x, y)$ is a Calderon-Zygmund operator if

$$
\begin{equation*}
\left|\frac{\partial^{k}}{\partial x^{k}} K(x, y)\right|+\left|\frac{\partial^{k}}{\partial y^{k}} K(x, y)\right| \leq \frac{C_{k}}{|x-y|^{k+1}} \tag{10.18}
\end{equation*}
$$

for some $k \geq 1$. Note in particular that the Green's functions in (10.15) are Calderon-Zygmund operators. Then the representation (10.12) of $K(x, y)$ has the property [11]

$$
\begin{equation*}
\left|f_{i}^{1}(m, n)\right|+\left|f_{i}^{2}(m, n)\right|+\left|f_{i}^{3}(m, n)\right| \leq \frac{C_{k}}{1+|m-n|^{k+1}}, \quad|m-n|>2 k \tag{10.19}
\end{equation*}
$$

if the wavelet basis function $\psi(x)$ has its first $k$ moments zero (10.13).
This means that using wavelets satisfying (10.13) sparsifies the matrix representation of the kernel $K(x, y)$. For example, adirect discretization ofthe3-D Green'sfunction in (10.15) decaysas $1 /|m-n|$ as one moves away from the main diagonal $m=n$ in its matrix representation. However, using wavel ets, we can attain the much faster decay rate $1 /\left(1+|m-n|^{k+1}\right)$ far away from themain diagonal. By neglecting matrix entries less than somethreshold (typically $1 \%$ of the largest entry) a sparse and mostly banded matrix is obtained. This greatly speeds up the following matrix computations:

1. Multiplication by the matrix for solving the forward problem of computing the response to a given excitation (as in (10.16));
2. Fast solution of the linear system of equations for solving the inverse problem of reconstructing the source from a measured response (solving (10.16) as an integral equation). This is typically performed using an iterative algorithm such as conjugate gradient method. Sparsification is essential for convergence in a reasonable time.

A typical sparsified matrix from an electromagnetics application is shown in Figure 6 of [12]. Battle-Lemariewavelet basisfunctionswereused to sparsify theGalerkin method matrix in an integral equation for planar dielectric millimeter-wave waveguides and a 1\% threshold applied (see[12] for details). Note that the matrix is not only sparse but (mostly) banded.

### 10.3.4 Heuristic Interpretation of Wavelet Sparsification

Why does this sparsification happen? Considerable insight can be gained using (10.13). Let $\hat{\psi}(\omega)$ be the Fourier transform of the wavelet basis function $\psi(x)$. Since the first $k$ moments of $\psi(x)$ are zero by (10.13) we can expand $\hat{\psi}(\omega)$ in a power series around $\omega=0$ :

$$
\begin{equation*}
\hat{\psi}(\omega) \approx \omega^{k} ; \quad|\omega| \ll 1 \tag{10.20}
\end{equation*}
$$

This shows that for small $|\omega|$ taking the wavelet transform of $f(x)$ is roughly equivalent to taking the $k^{\text {th }}$ derivative of $f(x)$. This can be confirmed that many wavelet basis functions bear a striking resemblance to the impulse responses of regularized differentiators. Since $K(x, y)$ is assumed a Calderon-Zygmund operator, its $k^{t h}$ derivatives in $x$ and $y$ drop off as $1 /|x-y|^{k+1}$. Thus, it is not surprising that the wavelet transform of $K(x, y)$, which isroughly taking $k^{\text {th }}$ derivatives, should drop off as $1 /|m-n|^{k+1}$. Of course there is more to it, but this is why it happens.

It is not surprising that $K(x, y)$ can be sparsified by taking advantage of its derivatives being small. To see a more direct way of accomplishing this, apply integration by parts to (10.14) and take the partial derivative with respect to $x$. This gives

$$
\begin{equation*}
\frac{d g(x)}{d x}=-\int_{-\infty}^{\infty}\left(\frac{\partial}{\partial x} \frac{\partial}{\partial y} K(x, y)\right)\left(\int_{-\infty}^{y} f\left(y^{\prime}\right) d y^{\prime}\right) d y \tag{10.21}
\end{equation*}
$$

which will likely sparsify a smooth $K(x, y)$. Of course, higher derivatives can beused until a condition like (10.18) is reached. The operations of integrating $f(y)$ and $\frac{\partial^{k} g}{\partial x^{k}}$ (to get $\left.g(x)\right) k$ times can be accomplished using $n k \ll n^{2}$ additions, so considerable savings can result. This is different from using wavelets, but in the same spirit.
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DIGITAL FILTERING isoneof themost important functions in digital signal processing, and this singlechapter not only provides a thorough coverage of conventional topics such as FIR and IIR filtering, it also presents material on design methods and new research directions that have not been widely available in the open literature.

Karam and McClellan present an "Introduction to Digital Filtering", followed by Karam's "Steps in Filter Design". A comprehensive coverage of FIR and IIR classical filter design follows in "FIR Design M ethods" by Selesnick, Burrus, Karam, and McClellan, and "IIR Design M ethods" by Karam, Selesnick and Burrus, respectively. Uniqueto thischapter isthespecial discussion of "SoftwareTools" for filtering by McClellan .

The various topics covered in this section are integrated together very well, ensuring a coherent and authoritative coverage of the filtering area.
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### 11.1 Introduction

Digital filters are widely used in processing digital signals of many diverse applications, including speech processing and data communications, image and video processing, sonar, radar, seismic and oil exploration, and consumer electronics. One class of digital filters, the linear shift-invariant (LSI) type, are the most frequently used because they are simple to analyze, design, and implement. This chapter treats the LSI case only; other filter types, such as adaptive filters, require quite different design methodologies.

An LSI digital filter can be uniquely identified in the time/space domain by its impulse response $h(n)$ (where $n$ is an integer index). Alternatively, the LSI digital filter can be uniquely characterized in thefrequency domain by its frequency response $H(\omega)$ (where $\omega$ is a real-valued frequency variable in radians), which is also the Discrete-Time Fourier Transform (DTFT) of the sequence $h(n)$. LSI digital filters are of two main types: Finite-duration Impulse Response (FIR) filters for which the impulseresponse $h(n)$ is non-zero for only a finite number of samples, and Infinite-duration Impulse Response (IIR) filters for which $h(n)$ has an infinite number of non-zero samples. In the FIR case, the samples of the sequence $h(n)$ are commonly referred to as the filter coefficients; for the IIR case, the filter coefficients include feedback terms in a difference equation.

Digital filter design has been extensively addressed within the last 25 years. The design and realization of digital filters involve a blend of theory, applications, and technologies. For most appli cations, it is desirable to design frequency-selectivefilters which alter or passunchanged different frequency components. In this case, the desired design specifications are given in the frequency domain by specifying a desired frequency response $D(f)$. Note that $D(f)$ is, in general, complex valued, consisting of a desired magnitude response $|D(f)|$ and a desired phase response $\angle D(f)$.

One of the most important problems is the design of a highly frequency-selective filter with sharp cutoff edges (short transition bands). However, ideal sharp edges correspond mathematically to discontinuities and cannot be realized in practice. Therefore, the filter design problem consists in finding an implementable filter whose order is low and whose frequency response $H(f)$ best approximates the specified ideal magnitude and phase responses which are given as the desired design specifications or constraints.

The design of digital filters is typically done by performing the following steps:

1. Convert the desi red design constraintsinto precise specifications of the desired magnitude and phase responses, designed filter type (FIR or IIR), filter order, error tolerance, or criteria.
2. Approximate the design specifications (of Step 1) by finding the implementable FIR or IIR filter such that the obtained filter frequency response best meets the design specs according to a mathematical error criterion.
3. Realizethefilter using the digital technology most suitable for the considered application.

While Step 2 is performed using mathematical optimization and approximation methods, Step 1 is highly dependent on the application and the detail provided by the user. Step 3 depends on the technology or software used to build the filter.

Nowadays, the optimization needed in Step 2 is usually done with computer software that implements sophisticated numerical optimization routines. In addition, these design packages usually have a convenient graphical user interface to aid in the conversion of specs needed in Step 1. With such software, a filter design can be carried out quickly so that many designs can be tried in the process of getting the best filter. Since most filter design techniques involve the trade-off among competing parameters, the software can also incorporate design rules that allow the user to predict the order needed for certain specs without actually designing the filter, for example.

This chapter is organized as follows. Section 11.2 provides a discussion of Steps 1 and 3, including creating the design specifications, selecting the filter type and order, specifying the error tolerances and criteria, and realizing the designed filter. Step 2 is treated in Sections 11.3 and 11.4. Section 11.3 describes the classical FIR and IIR design methods. Section 11.4 presents nonclassic and more recently developed design methods with added efficiency and/or flexibility. Finally, Section 11.5 gives examples of some of the currently available software design tools and describes the characteristics that a user can expect from such tools.

### 11.2 Steps in Filter Design

## Lina J. Karam

The general filter design problem can be briefly stated as follows. Given some ideal frequency re sponse, $D(\omega)$, find a realizableIIR or FIR digital filter whosefrequencyresponse, $H(\omega)$, approximates $D(\omega)$. The realizable filter is found by optimizing some measure of the filter's performance, e.g., minimizing the filter order (IIR) or the filter length (FIR), or minimizing the width of the transition bands, or reducing the passband error and/or stopband error. Setting up the specifications for the general filter design problem will define these parameters and show which trade-offs are possible.

### 11.2.1 Creating the Design Specifications

Since the frequency response of a digital filter is always periodic in the frequency variable $\omega$ with a period of $2 \pi$, the design specifications need only be specified for one period; usually, over the frequency region $[-\pi, \pi]$. Furthermore, when the frequency response is conjugate-symmetric (i.e.,
$\left.D^{*}(\omega)=D(-\omega)\right)$, then it is sufficient to specify the response only on the positive frequency interval $[0, \pi]$. The conjugate-symmetric case is the most common, because it corresponds to filters with real coefficients.

Thesimplest caseisthat of an ideal low-pass digital filter with zero phase, whosefrequency response can be expressed as:

$$
D(\omega)= \begin{cases}1, & |\omega|<\omega_{c}  \tag{11.1}\\ 0, & \omega_{c}<|\omega|<\pi\end{cases}
$$

where $\omega_{c}$ is the cutoff frequency corresponding to the location of a sharp cutoff edge, as shown in Fig. 11.1(a). In this case, the frequency response, $D(\omega)$, is real-valued and, therefore, corresponds also to the magnitude response of the filter (since the phase is zero). Ideal frequency responses of other commonly used frequency-selective filters are shown in Fig. 11.1.


FIGURE 11.1: Common ideal digital filter types.

These ideal filters havefrequency responses with sharp cutoff edges (discontinuities) and cannot be implemented directly. They must be approximated with a realizable system- the sharp cutoff edges need to be replaced with transition bands in which the designed frequency response would change smoothly in going from one band to the other. So, design templates need to be provided where the sharp cutoff edges are replaced with non-zero width transition bands located around the ideal cutoff edges. A typical design templatefor a lowpass filter is shown in Fig. 11.2, where:

- $\omega_{p}$ is the passband cutoff frequency.
- $\omega_{s}$ isthestopband cutoff frequency. Thecutoff frequency $\omega_{c}$ isusually taken to bemidway between the passband and stopband cutoff frequencies.
- The open interval $\left(\omega_{p}, \omega_{s}\right)$ is the transition band of width $\Delta \omega_{t}=\omega_{s}-\omega_{p}$. In the common design methods, no design specificationsaregiven in thetransition bandswhich are therefore commonly known as "don't care bands." H owever, it is usually desirable to have the frequency response change smoothly (i.e., no fluctuations or overshoots) in the
transition bands; this requirement might not be satisfied by a design method that places no design constraints on the frequency response in the transition bands.
- $\delta_{p}$ is known as the passband ripple and is the maximum allowableerror in the passband.
- $\delta_{s}$ is known as the stopband ripple and is the maximum allowable error in the stopband.


## FIR FILTER SPECIFICATIONS



FIGU RE 11.2: Design template for a lowpass filter.

The objective of filter design then is to find a realizableFIR or IIR filter whose frequency response $H(\omega)$ approximates the specified design constraints given by the design template. Ideally, the filter design process would make each of the following parameters as small as possible: $\delta_{p}, \delta_{s}, \Delta \omega_{t}$, IIR filter order (number of poles of $H(z)$ which is a rational function) or FIR filter length (number of zeros of $H(z)$ which is a finite polynomial). Practically, the filter design process minimizes one of these parameters while holding the others fixed.

Traditionally, many of the filters designed in practice are specified in terms of constraints on the magnituderesponse and no constraintson the phase response other than thoseimposed implicitly by stability and/or causality requirements (e.g., poles inside unit circle in the complex Z-plane for IIR, and linear-phasefor FIR [1]). M ore recently, design methodsthat include phasedesign specifications have been presented $[2,3,4,5]$. In this latter case, two design templates must be provided, one for the magnitude response and another for the (passband) phase response. An ideal phase response is most likely a constant slope phase function:

$$
\angle D(\omega)=-M \omega
$$

Theparameter $M$ is equivalent to the desired delay of thefilter (in samples). An error templatefor the phase would be a tolerance about the desired phase, e.g., $\delta_{\phi}$ would denote the maximum allowable phase ripple, so that we require

$$
|\angle H(\omega)-\angle D(\omega)|<\delta_{\phi}
$$

### 11.2.2 Specs Derived from Anal og Filtering

Often, the desired design specifications are not given directly in the digital domain. Instead, an equivalent analog filtering operation is desired but is to be performed using an embedded digital filter. Figure 11.3 shows a standard system for processing continuous-time (-space) signals using a digital filter. The analog input signal is first transformed into a digital signal through an analog-todigital (A/D) conversion operation; then, filtering iscarried out using adigital filter; finally, thefiltered digital output is converted back to the analog domain using a digital-to-analog (D/A) converter. For
this system, if the sampling period $T_{s}$ of theA/D and D/A converters is chosen appropriately to avoid aliasing of the input spectrum, the overall system (consisting of the A/D converter, the digital filter, and the D/A converter) behaves as an equivalent analog filter. In this case, the frequency response $H_{a}(\Omega)$ of the equivalent analog filter is related to the frequency response $H(\omega)$ of the digital filter through a simple linear scaling relation between the digital frequency $\omega$ and the analog frequency $\Omega$. This linear scaling relation is given by

$$
\begin{equation*}
\omega=\Omega T_{s} \tag{11.2}
\end{equation*}
$$

leading to the following expression of the analog $H_{a}(\Omega)$ in terms of the digital $H(\omega)$ :

$$
H_{a}(\Omega)= \begin{cases}H\left(\Omega T_{s}\right), & |\Omega|<\frac{\pi}{T_{s}}  \tag{11.3}\\ 0, & |\Omega| \geq \frac{\pi}{T_{s}}\end{cases}
$$



FIGURE 11.3: Standard system for processing analog signals using a digital (discrete-time) filter.

Equivalently, $H(\omega)$ can also be expressed in terms of $H_{a}(\Omega)$ as follows:

$$
\begin{equation*}
H(\omega)=H_{a}\left(\omega / T_{s}\right), \quad|\omega|<\pi \tag{11.4}
\end{equation*}
$$

A typical filter design problem corresponding to this system is to design the digital filter such that the overall equivalent analog filter best approximates some ideal analog specifications. So, if we are given the desired analog specifications of the overall analog system, these can be turned into specifications for the desired digital filter by using Eq. (11.4). Then, a digital filter $H(\omega)$ can be designed to approximate the derived desired digital specifications. Finally, the resulting analog frequency response of the overall system can befound using Eq. (11.3), for example, to compare with the ideal analog response.

### 11.2.3 Specifying an Error Measure

An error measure is needed to assess how much the designed filter $H(\omega)$ deviates from the desired filter $D(\omega)$. Defining the pointwise error $E(\omega)$ as:

$$
\begin{equation*}
E(\omega)=[D(\omega)-H(\omega)], \tag{11.5}
\end{equation*}
$$

we must reduce $E(\omega)$ to a scalar error measure (also called an error norm). With a correctly chosen norm, there are many possible optimization algorithms that will compute the best filter parameters to minimize the chosen error norm. Thefollowing error norms are the most commonly used in filter design:

- M ean Squared Error (M SE) or $L_{2}$ norm

$$
\begin{equation*}
E_{2}=\left[\frac{1}{2 \pi} \int_{B}|E(\omega)|^{2} d \omega\right]^{1 / 2} \tag{11.6}
\end{equation*}
$$

- $L_{p}$ norm which is a generalization of the $L_{2}$ norm and where $p$ is a non-zero integer

$$
\begin{equation*}
E_{p}=\left[\frac{1}{2 \pi} \int_{B}|E(\omega)|^{p} d \omega\right]^{1 / p} \tag{11.7}
\end{equation*}
$$

- Chebyshev or $L_{\infty}$ norm

$$
\begin{equation*}
E_{\infty}=\max _{\omega \in B}|E(\omega)| \tag{11.8}
\end{equation*}
$$

The Chebyshev error norm limits the worst case deviation from the ideal specifications.
In the above definitions, $|\cdot|$ denotes the complex error magnitude and $B$ is the frequency region of interest over which the error norm is to be minimized. The frequency subset $B \subset[-\pi, \pi)$ is taken to be the union of the desired passbands and stopbands.

A moreselectivecontrol of the approximation accuracy can beachieved by introducing a weighting function $W(\omega)$ in Eq. (11.5) as follows:

$$
\begin{equation*}
E(\omega)=W(\omega)[D(\omega)-H(\omega)] \tag{11.9}
\end{equation*}
$$

The weighting function $W(\omega)$ must be a real, strictly positive and continuous function on $B$. It can force a better match over selected regions or frequency points relative to other regions in $B$. Alternatively, note that Eq. (11.5) reduces to Eq. (11.9) if we replace $D(\omega)$ with $W(\omega) D(\omega)$ and $H(\omega)$ with $W(\omega) H(\omega)$.

### 11.2.4 Selectingthe Filter Type and Order

As mentioned in Section 11.1, there aretwo main types of filters, namely FIR and IIR. These differ in their characteristics and in the way they are designed. Sincethedesign algorithm dependsstrongly on the choice of IIR vs. FIR filter, the designer should make this decision as early as possible. Although the desired frequency response specifications can be approximated with either type of filter, deciding which of the two filter types to usedepends on many factors including the implementation hardware, as well as the magnitude and phase characteristics of the resulting filter. To aid in this decision, the main characteristics of FIR and IIR filters are discussed below.

### 11.2.4.1 FIR Characteristics

1. Theimpulse response $h(n)$ has a finite length, i.e., $h(n)$ is non-zero only for a finite range of indices $n$. For a general $N$-length FIR system, $h(n) \neq 0$ only for $N_{1} \leq n \leq N_{2}=$ ( $N_{1}+N-1$ ). When $N_{1} \geq 0$, the filter is also causal.
2. The FIR frequency response $H(\omega)$ is a finite-degree polynomial in $e^{j \omega}$ of the form

$$
\begin{equation*}
H(\omega)=\sum_{n=N_{1}}^{N_{2}} h(n)\left(e^{j \omega}\right)^{-n} \tag{11.10}
\end{equation*}
$$

where $N_{1}$ and $N_{2}$ are (negative or positive) integers corresponding to the indices of the first and last samples of $h(n)$, respectively. The $N$ impulse response samples are the free parameters of the design procedure. Thisform isgeneral enough to represent non-causal filters such as zero-phase filters.
3. Designing an FIR filter consistsin finding thepolynomial $H(\omega)$ that best approximatesthe design specifications. This is doneby computing the "optimal" (relative to some criteria) impulse response samples $\{h(n)\}_{n=N_{1}}^{N_{2}}$, which correspond to the unknown coefficients of the polynomial $H(\omega)$. The impulse response length $N$ is usually fixed, but it could also be considered as a free parameter to be optimized. Procedures for designing FIR filters are given in Sections 11.3.1 and 11.4.1.
4. The filter transfer function, denoted by $H(z)$, is the $z$-transform of $h(n)$ and is useful for studying the stability of the system. For FIR filters, $H(z)$ is a finite-degree polynomial in the complex variablez and is given by

$$
\begin{equation*}
H(z)=\left.H\left(e^{j \omega}\right)\right|_{e^{j \omega}=z}=\sum_{n=N_{1}}^{N_{2}} h(n) z^{-n} . \tag{11.11}
\end{equation*}
$$

It follows that the function $H(z)$ has no poles except possibly at 0 or $\infty$, i.e., it cannot be infinitefor any point $z$ with $0<|z|<\infty$. It has only zeros (points $z$ at which $H(z)=0$ ). Therefore, an FIR filter is always stable.
5. FIR filters allow the design of causal linear-phase systems which are very important and widely used in practice. In fact, in many signal processing applications, such as speech and image processing, it is desirable to pass some portion of the signal frequency band with minimal distortion. For that purpose, linear-phasesystems are particularly desi rable since the effect of the linear-phase is a puretime delay. For a more detailed discussion of linear-phase systems, the reader is referred to [1].
6. Because the impulse response is of finite length, FIR filters are realized using the convolution operation [1] which can be implemented directly in the time/space domain, or in terms of the FFT in the frequency domain. M ore details about the implementation will begiven in Section 11.2.6.
7. SinceFIR filters have no feedback loops, they are relatively insensitiveto round-off noise. Noise due to coefficient quantization can be a problem for very long filters, but can be mitigated by avoiding the direct-form structures, and using special structures such as the cascade form for implementation.
8. FIR filters with very long impulse responses ( $N \approx 500$ ) might be required to meet certain design specifications, e.g., high accuracy and/or short transition bands. Longer filters lead to an increased complexity for both design and implementation. They requiresignificant computingtimeto optimizeall the parameters $h(n)$, and also many operations per second in the actual filter implementation.
9. The trade-off among the filter design parameters has been determined empirically for some types of FIR designs. The following simple (approximate) formula shows the relationship among the ripples, bandedges, and filter length ( $N$ ) for one method, the Parks-M cClellan algorithm :

$$
(N-1) \Delta \omega \approx \frac{-20 \log _{10} \sqrt{\delta_{p} \delta_{s}}-13}{2.324}
$$

where $\Delta \omega=\omega_{s}-\omega_{p}$ is the transition width. This formula allows the designer to predict the value of $N$ that will be needed to satisfy specs given for $\left\{\omega_{p}, \omega_{s}, \delta_{p}, \delta_{s}\right\}$. Other design formulas are given in Section 11.3.1.

### 11.2.4.2 IIR Characteristics

1. The impulse response $h(n)$ has an infinite number of non-zero samples (infinite length). As an example, for a general IIR filter, $h(n) \neq 0$ only for $N_{o} \leq n \leq \infty$, where $N_{o}$ is a non-negative integer (commonly, $N_{o}$ is taken to be 0 ; in this case, the filter is said to be causal).
2. The frequency response $H(\omega)$ is a rational function, i.e., a ratio of two finite-degree polynomials in $e^{j \omega}$ of the form

$$
\begin{equation*}
H(\omega)=\frac{B(\omega)}{A(\omega)}=e^{-j \omega N_{o}} \frac{\sum_{k=0}^{M} b_{k} e^{-j \omega k}}{\sum_{k=0}^{N} a_{k} e^{-j \omega k}} \tag{11.12}
\end{equation*}
$$

where $N_{o}$ is an integer constant. The order of an IIR filter is equal to $N$, which is the degree of the denominator in Eq. (11.12); usually the degree of the numerator $M$ is no greater than $N$. Theorder $N$ also determinesthenumber of previous output samples that need to be stored and then fed back to compute the current output sample. Therefore, IIR systems are also known as feedback systems. The filter coefficients $\left\{b_{n}\right\}$ and $\left\{a_{n}\right\}$ in Eq. (11.12) correspond to the unknown (free) parameters of the design.
3. Designing an IIR filter amounts to finding the rational function $H(\omega)$ that best approximates the design specifications. In the frequency domain, this is done by computing the "optimal" (relative to some criteria) coefficients $\left\{b_{n}\right\}$ and $\left\{a_{n}\right\}$ in Eq. (11.12) for the rational function $H(\omega)$. The filter order $N$ is usually fixed, but can also be considered as a free parameter to be optimized. Procedures for designing IIR filters are given in Sections 11.3.2 and 11.4.2.
4. As mentioned previously, the filter transfer function, denoted by
$H(z)$, is the $z$-transform of $h(n)$ and is useful for studying the stability of the system. In the context of LSI filters, stability implies that a bounded input to the filter will always result in a bounded output. For IIR filters, $H(z)$ is a rational function in the complex variable $z$ and is given by

$$
\begin{equation*}
H(z)=\left.H\left(e^{j \omega}\right)\right|_{e^{j \omega}=z}=z^{-N_{o}} \frac{\sum_{k=0}^{M} b_{k} z^{-k}}{\sum_{k=0}^{N} a_{k} z^{-k}} \tag{11.13}
\end{equation*}
$$

The roots of the denominator polynomial are poles of the function $H(z)$, i.e., $H(z)$ is infinite at points $z$ with $0 \leq|z|<\infty$. Stability then requires that no poles lie on the Unit Circle (U.C.) $(|z|=1)$ in the $z$-plane. Causality and stability require that the poles lie inside the U.C. in the $z$-plane. So, it is possible to obtain a resulting IIR filter that is unstable. Also, coefficient quantization noise might severely affect the response of the filter and its stability by disturbing the poles locations and by driving some of the poles closer to or onto the U.C.
5. It is not possibleto design causal linear-phase IIR filters. TheresultingIIR causal realizable filters must have a non-linear phase response. Forward-backward filtering can be used as an implementation to approximate a zero-phase response [1].
6. Because the impulse response is infinitely long, convolution can no longer be used to implement the IIR filters. Instead, IIR filters are efficiently implemented using feedback difference equations as described in Section 11.2.6.
7. The noise characteristics of an IIR filter can be a major consideration when doing an implementation, especially in fixed-point arithmetic. Coefficient quantization degrades the actual filter response from that designed by high-precision software. M ore critical is
round-off noise sensitivity which can be amplified by the feedback loops in the filter.
8. Compared to FIR filters, IIR filters can achieve the desired design specifications with a relatively low order (as few as 4 to 6 poles). So, fewer unknown parameters need to be computed and stored, which might lead to a lower design and implementation complexity. However, the phase response of IIR filters is never linear, which leads to the use of allpass filters to compensate the group delay, and thus raises the order of the filter and the complexity of the design process.
9. IIR filters are commonly designed by using closed-form design formulas corresponding to classical filter types. While for FIR filters the length-estimating formulas are only approximate, the order-estimating formulas for IIR filters are exact since they are derived from the mathematical properties of the classical prototypes. These formulas are very useful to obtain the IIR filter order needed to satisfy the desired design specifications.

### 11.2.5 Designing the Filter

After the designed filter type (FIR or IIR) is specified, a suitable design procedure can be selected depending on thechosen filter type. Popular design procedures arebased on computingtheunknown filter parameters by optimizing one of the error criteria indicated in Section 11.2.3.

For FIR filters, the two main classical methods are the windowing method [1] and the ParksM cClellan (Remez) algorithm [6]. The windowing method minimizes the M SE when a rectangular window (corresponding to pure truncation of the ideal impulse response) is used at the expense of possiblelargeovershoots near theband edges and largeripples in the resulting frequency response. It is suboptimal when other general windows are used. H owever, the edge overshoot, transition width, and ripple height can be controlled by using different types of windows as described in Section on page 11-13. The Parks-McClellan (Remez) algorithm minimizes the Chebyshev ( $L_{\infty}$ ) error norm resulting in optimal equiripple designs. However, the original Parks-M cClellan algorithm is restricted to the design of linear-phase filters with a symmetric magnitude response. An extension of this algorithm that allows the design of optimal FIR filters with arbitrary magnitude and phase specificationshas been presented by Karam and McClellan in [2,3]. Linear-programming-based [4, 7] and Constrained least square[8] optimization methodsal so havebeen presented to allow theinclusion of additional important design constraints. These and other FIR design procedures are described in Sections 11.3.1 and 11.4.1.

While the design of FIR filters is typically performed directly in the digital domain, IIR filters are commonly designed by transformingthedigital design specificationsinto analogdesign specifications and performing thefilter design in the analog domain. The resulting analog filter isthen transformed into a digital filter using a suitable transformation. One important classical IIR design method is the Bilinear Transformation method. Digital-only IIR design methods have also been presented. A description of IIR design procedures is given in Sections 11.3.2 and 11.4.2.

### 11.2.6 Realizingthe Designed Filter

Realizing the designed digital filter corresponds to computing the output of the filter in response to any given input. For LSI filters, this is simplified by the fact that the input and output signals are related through a simple convolution operation in the time/space domain. If $x(n)$ is the input, $y(n)$ the corresponding output, and $h(n)$ the impulse response of the LSI filter, then this relation is given by

$$
\begin{equation*}
y(n)=h(n) * x(n)=\sum_{k=N_{1}}^{N_{2}} h(k) x(n-k) \tag{11.14}
\end{equation*}
$$

where $N_{1}$ and $N_{2}$ are the indices of the first and last non-zero samples of $h(n)$. In the frequency (Fourier transform) domain, the convolution relation (11.14) corresponds to a multiplication of the respective Fourier transforms:

$$
\begin{equation*}
Y(\omega)=H(\omega) X(\omega) \tag{11.15}
\end{equation*}
$$

where $X(\omega), H(\omega)$, and $Y(\omega)$ are the DTFT of $x(n), h(n)$, and $y(n)$, respectively. The variable $\omega$ in Eq. (11.15) is continuous and, therefore, Eq. (11.15) cannot be implemented in practice. An implementable version of Eq. (11.15) is obtained by using the Discrete Fourier Transform (DFT), which is a sampled version of the DTFT and which consists of samples of the DTFT evaluated at the points $\omega=\left(2 \pi k / N_{\mathrm{DFT}}\right), k=0, \ldots,(N-1)$. $N_{\mathrm{DFT}}$ is the size of the DFT and corresponds to the number of sample points within the period $2 \pi$. It is a known fact that the time/space digital signal can be exactly recovered from its DFT if $N_{\text {DFT }}$ is chosen to be greater than or equal to the length of the time/space signal. Using the DFT, Eq. (11.15) becomes

$$
\begin{equation*}
Y(k)=H(k) X(k), \quad k=0, \ldots, N_{\mathrm{DFT}} \tag{11.16}
\end{equation*}
$$

where $N_{\text {DFT }} \geq \max \{$ length of $x(n)+$ length of $h(n)-1\}$ in order to perform the pointwise multiplication. TheDFT can becomputed very efficiently using theFast Fourier Transform (FFT) algorithm.

### 11.2.6.1 Realizing FIR Filters

For FIR filters, theimpulse response has a finitelength and, therefore, $N_{1}$ and $N_{2}$ in Eq. (11.14) are finite. Also, in this case, a finite-size DFT is sufficient to exactly represent $h(n)$ ( $N_{\text {DFT }} \geq\left(N_{2}-\right.$ $N_{1}+1$ )). Consequently, for finite-length inputsignals $x$ ( $n$ ), Eq. (11.14) or Eq. (11.16) can bedirectly used to realize the designed FIR filter in software or hardware. Commonly, the FIR filter coefficients $h(n)$ (or theDFT values if Eq. (11.16) is used) arequantized to the precision of the processor or chip, stored, and used as in Eq. (11.14) to realize the designed FIR filter. While for Eq. (11.14) the storage can befixed to the size of $h(n)$ and is independent of theinput, thesize of theDFTsin Eq. (11.16) and, therefore, the needed storage vary with the size of the input signal. To overcome this problem and to handle the processing of large-size signals, block-based convolution (also known as sectioned or high-speed convolution) is used wherethe input signal is divided into blocks (sections) of fixed equal size; then, the convolution of each input block with $h(n)$ is computed using Eq. (11.16) with $X(k)$ being, in this case, the DFT of the considered block; the computed block convolutions are finally properly combined to lead thefinal output $y(n)$. Two popular ways of performing block convolutions are [ 1,9$]$ (1) overlap-add and (2) overlap-save.

### 11.2.6.2 Realizing IIR Filters

For IIR filters, the impulse response has infinite length and, therefore, the summation in Eq. (11.14) involves an infinite number of terms ( $N_{1}$ and/or $N_{2}$ infinite). This makes Eq. (11.14) not suitable for realizing IIR filters. Similarly, the direct realization of Eq. (11.16) would require computing the infinite-length DFT $H(k)$, which is not possible. These problems are overcome by using feedback difference equations to realize the designed IIR filters. In fact, using Eq. (11.15) with $H(\omega)$ replaced by Eq. (11.12), we get

$$
\begin{equation*}
Y(\omega)=e^{-j \omega N_{o}} \frac{\sum_{k=0}^{M} b_{k} e^{-j \omega k}}{\sum_{k=0}^{N} a_{k} e^{-j \omega k}} X(\omega) \tag{11.17}
\end{equation*}
$$

For simplicity and without loss of generality, assume $N_{o}=0$; we can rewrite Eq. (11.17) as:

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} e^{-j \omega k} Y(\omega)=\sum_{k=0}^{M} b_{k} e^{-j \omega k} X(\omega) \tag{11.18}
\end{equation*}
$$

Taking the inverse DTFT of both sides of Eq. (11.18) and noting that multiplication by $e^{-j \omega k}$ corre sponds to a shift by $k$ in the time/space domain, weobtain theinput-output relation of the system in the time/space domain:

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} y(n-k)=\sum_{n=0}^{M} b_{k} x(n-k) \tag{11.19}
\end{equation*}
$$

The difference equation (11.19) can be rearranged leading a recursive (feedback) input-output relation. For instance, in order to compute theright-sided output sequence $y(n)$, for $n \geq n_{o}$ ( $n_{o}$ integer constant), Eq. (11.19) can be rewritten as:

$$
\begin{equation*}
y(n)=\sum_{n=0}^{M} \frac{b_{k}}{a_{o}} x(n-k)-\sum_{k=1}^{N} \frac{a_{k}}{a_{o}} y(n-k) \tag{11.20}
\end{equation*}
$$

where $a_{o}$ is commonly taken to be 1 , without loss of generality, since it can be integrated into the parameters $b_{k}$ and $a_{k}$. Realizing Eq. (11.20) requiresthat $N$ initial output values, $y\left(n_{o}-1\right), \ldots y\left(n_{o}-\right.$ $N$ ), be specified. For LSI filters, initial rest conditions are required: if the input $x(n)=0$ for $n<n_{o}$, then set $y(n)=0$ for $n<n_{o}$.

For a left-sided output sequence, Eq. (11.19) can be rearranged as follows:

$$
\begin{equation*}
y(\underbrace{n-N}_{m})=\sum_{k=0}^{M} \frac{b_{k}}{a_{N}} x(n-k)-\sum_{k=0}^{N-1} \frac{a_{k}}{a_{N}} y(n-k) \tag{11.21}
\end{equation*}
$$

So, Eq. (11.21) can be used to compute $y(m), m \leq n_{o}$, by setting $n=m+N$ and specifying the $N$ initial values $y\left(n_{o}+1\right), \ldots, y\left(n_{o}+N\right)$.

The feedback difference equations (11.20) and (11.21) are simple to implement in software or hardware. The M atlab ${ }^{\mathrm{TM} 1}$ software command $\mathbf{y}=$ filter $(\mathbf{b}, \mathbf{a}, \mathbf{x})$ implements Eq. (11.20). In hardware, typical DSP chips implement low-order filters ( $N=1$ or $N=2$ ); the low-order filters can be combined together (in cascade and/or parallel) to produce the desired higher-order filters (see Section 11.5). To implement the filter in hardware, the difference equations (or, equivalently, the rational frequency response) are represented by structures, which areflow graphs describing the algorithm, that is to be implemented, in terms of basic building blocks [1, Chap. 6]. The basic building blocks include adders, multipliers, branch points, and delay elements.

### 11.2.6.3 Quantization: Finite Wordlength Effect

In thedesign step, thefilter coefficientsareusually computed with a very high precision. In practice, these coefficients can be implemented with finite wordlength only. Since the design algorithm yields coefficients computed to thehighest precision available(e.g., double-precision floating-point), the filter coefficients must be quantized to the internal format of the DSP. In addition, fixed-point chips are widely used since they generally provide higher processing speed at lower cost than do the floating point systems. In the case of a fixed-point DSP, this quantization also requires scaling of the coefficients to a predetermined maximum value. The quantization and/or truncation of the coefficients will generally cause the frequency response of the implemented filter to deviate from the designed filter frequency response. The deviation from the desired specifications will depend on the chosen filter type and on the structure used to implement the filter. For IIR filters, the quantization of the coefficients might turn a stable filter into an unstable one. Other effects are due to the fact

[^10]that arithmetic operations performed on finite wordlength numbers generally result in numbers with larger wordlengths, which then need to be quantized or truncated to the allowable precision. Therefore, it is important to specify the required minimum wordlength that can be tolerated. As indicated in Section 11.5, very few design algorithms perform the optimization of quantized coefficients. Studies of the different wordlength effects has resulted in "rules of thumb" for the design and realization of a system such that the desired properties can be achieved with reduced errors and expense. A detailed study of the wordlength effects and the characterization of the resulting errors can be found in Sections 6.7 through 6.10 of [1] and Sections 7.5 through 7.7 of [9].

### 11.3 Classical Filter Design Methods

The methods described in this section are magnitude-only approximation methods, i.e., the desired phase response is assumed to be constant or linear and is not included in the design. These classical methods mainly design frequency-selective filters with real-valued coefficients $h(n)$.

M ethods for the design of filters with general specifications [2, 4, 10] have been developed more recently and are presented in Section 11.4.

### 11.3.1 FIR Design Methods

Ivan W. Selesnick, C. Sidney Burrus, Lina J. Karam, and
James H. McClellan
The classical FIR design methods are mainly concerned with the design of linear-phase FIR filters with real-valued coefficients $h(n)$. These filters are of four possible types [1, 11]. The properties of the four types of linear-phase filters are summarized in Table 11.1 and illustrated in Fig. 11.4.


FIGURE 11.4: Examples of impulse responses corresponding to the four types of linear-phasefilters. $H(f)$ is the corresponding frequency response, wherethenormalized frequency variable $f=\omega / 2 \pi$.

TABLE 11.1 Summary of the Four Types of Linear-Phase FIR Filters

|  | Odd length ( $N$ ) | Even length ( $N$ ) |
| :---: | :---: | :---: |
| Even symmetry | Typel | Typell |
| $h(\alpha+n)=h(\alpha-n)$ | $\sum_{k=0}^{\frac{1}{2}[N-1]} a(k) \cos (\omega k)$ | $\sum_{k=1}^{\frac{1}{2} N} b(k) \cos \left(\omega\left[k-\frac{1}{2}\right]\right)$ |
| $\alpha=\frac{N-1}{2}$ | $a(0)=h\left(\frac{N-1}{2}\right)$ | zero at $\omega=\pi$ |
| $\beta=0$ | $a(k)=2 h\left(\frac{N-1}{2}-k\right)$ | $b(k)=2 h\left(\frac{N}{2}-k\right)$ |
|  |  | $\cos \left(\frac{1}{2} \omega\right) \sum_{k=0}^{\frac{1}{2} N-1} \hat{b}(k) \cos (\omega k)$ |
| Odd symmetry | Type III | TypeIV |
| $h(\alpha+n)=-h(\alpha-n)$ | $\sum_{k=1}^{\frac{1}{2}[N-1]} c(k) \sin (\omega k)$ | $\sum_{k=1}^{\frac{1}{2} N} d(k) \sin \left(\omega\left[k-\frac{1}{2}\right]\right)$ |
| $\alpha=\frac{N-1}{2}$ | zeros at $\omega=0, \pi$ | zero at $\omega=0$ |
| $\beta=\frac{\pi}{2}$ | $c(k)=2 h\left(\frac{N-1}{2}-k\right)$ | $d(k)=2 h\left(\frac{N}{2}-k\right)$ |
|  | $h\left(\frac{N-1}{2}\right)=0$ |  |
|  | $\sin (\omega) \sum_{k=0}^{\alpha-1} \hat{c}(k) \cos (\omega k)$ | $\sin \left(\frac{1}{2} \omega\right) \sum_{k=0}^{\frac{1}{2} N-1} \hat{d}(k) \cos (\omega k)$ |

### 11.3.1.1 Design by Windowing

The Fourier relationship between the impulse response and $H(\omega)$ suggests that $h(n)$ can be obtained via

$$
\begin{equation*}
h(n)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} D(\omega) e^{j \omega n} d \omega \tag{11.22}
\end{equation*}
$$

where $D(\omega)$ is the desired frequency response. However, these Fourier series coefficients are usually infinitely supported. The windowing technique proposes that the infinitely supported Fourier series betruncated and multiplied by an appropriatefunction (a"window") to obtain an FIR filter. For the design of odd length symmetric filters, it is appropriate that $D(\omega)$ be a real-valued even function then $h(n)$ is real and $h(n)=h(-n)$. A casual filter is obtained by then shifting $h(n)$.

## Stepsin Window Filter Design

1. Create the ideal impulse response, using the inverse DTFT to obtain $h_{d}[n]$ :

$$
h_{d}[n]=\frac{1}{2 \pi} \int_{-\pi}^{\pi} D(\omega) e^{j \omega n} d \omega
$$

where $D(\omega)$ is the ideal frequency response. For example, $D(\omega)$ might be the ideal LPF.
2. Note: If the length of the window is $N$, then the "ideal" frequency response must contain a linear phaseterm. For example, the ideal LPF would be specified as:

$$
D(\omega)= \begin{cases}1 \cdot e^{-j \omega(N-1) / 2} & -\omega_{c} \leq \omega \leq+\omega_{c} \\ 0 & \omega_{c} \leq|\omega|<\pi\end{cases}
$$

This allows both even-length and odd-length filters to be designed.
3. Create the FIR filter coefficients by multiplying by the window:

$$
h[n]=w[n] \cdot h_{d}[n] \quad n=0,1, \ldots, N-1
$$

4. In the frequency domain, this windowing operation results in a convolution of the ideal frequency response with the Fourier transform of the window, $W(\omega)$.

$$
H(\omega)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} D(\theta) W(\omega-\theta) d \theta
$$

Note that this convolution is periodic with period $2 \pi$.
5. Transition Width: The result is that the ideal frequency response is smeared by the convolution, so the actual frequency response has a smooth roll-off from the passband to the stopband.
6. Passband and Stopband Deviations: In addition, all windowshavesidelobesin their Fourier transforms, so the convolution gives rise to ripples in the frequency response of the FIR filter.

Examples of commonly used windows and their transforms are shown in Fig. 11.5. Windowed filter design examples are shown in Fig. 11.6.

Window Selection Let $D(\omega)$ betheresponseof an ideal lowpassfilter with cut-off frequency $\omega_{c}$, illustrated in Fig. 11.7. The Fourier series of $D(\omega)$ are samples of the sinc function:

$$
\operatorname{sinc}(n)=\left\{\begin{array}{cc}
\frac{\omega_{c}}{\pi} \frac{\sin \left(\omega_{c} n\right)}{\omega_{c} n} & n \neq 0  \tag{11.23}\\
\frac{\omega_{c}}{\pi} & n=0
\end{array}\right.
$$

Simple truncation of the sinc function samples is generally not found to be acceptable because the frequency responses of filters so obtained have large errors near the cut-off frequency. M oreover, as thefilter length is increased, the size of this error does not diminish to zero (although thesquareerror does). This is known as Gibbs phenomenon. Figure 11.8 illustrates a filter obtained by truncating the sinc function.

To overcomethis problem, thewindowingtechnique obtains $h(n)$ by multiplying thesinc function by a "window" that is tapered near its endpoints:

$$
\begin{equation*}
h(n)=w(n) \cdot \operatorname{sinc}(n) . \tag{11.24}
\end{equation*}
$$

Thegeneralized cosinewindows and the Bartlett (triangular) window areexamples of well-known windows. A useful window function has a frequency response that has a narrow mainlobe, a small relative peak sidelobe height, and good sidelobe roll-off. Roughly, the width of the mainlobe affects the width of the transition band of $H(\omega)$, while the relative height of the sidelobes affects the size of the ripples in $H(\omega)$. These cannot be made arbitrarily good at the same time. There is a trade off between mainlobe width and relativesidelobeheight. Somewindows, such astheKaiser window [12], provide a parameter that can be varied to control this trade-off.

One approach to window design computes the window sequence that has most of its energy in a given frequency band, say $[-B, B]$. Specifically, the problem is formulated as follows. Find $w(n)$ of specified finite support that maximizes

$$
\begin{equation*}
\lambda=\frac{\int_{-B}^{B}|W(\omega)|^{2} d \omega}{\int_{-\pi}^{\pi}|W(\omega)|^{2} d \omega} \tag{11.25}
\end{equation*}
$$



FIGURE 11.5: Common windows and their Fourier transforms. The window length is $N=49$.
where $W(\omega)$ is the Fourier transform of $w(n)$. The solution is a particular discrete prolate spheroidal (DPS) sequence [13], that can be normalized so that $W(0)=1$. The solution to this problem was traditionally found by finding the largest eigenvector ${ }^{2}$ of a matrix whose entries are samples of the sinc function [13]. However, that eigenvalue problem is numerically ill conditioned - the eigenvalues cluster around to 0 and 1 . Recently, an alternative eigenvalue problem has become more widely known, that has exactly the same eigenvectors as the first eigenvalue problem (but different eigenvalues), and is numerically well conditioned [14, 15, 16]. The well conditioned eigenvalue
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FIGURE 11.6: Examples of windowed filter design. The window length is $N=49$.


FIGURE 11.7: Ideal lowpass filter, $\omega_{c}=0.3 \pi$.


FIGURE 11.8: Lowpass filter obtained by sinc function truncation, $\omega_{c}=0.3 \pi$.
problem is described by $\mathbf{A v}=\theta \mathbf{v}$ where $\mathbf{A}$ is tridiagonal and has thefollowing form:

$$
\mathbf{A}_{i, j}= \begin{cases}\frac{1}{2} i(N-i) & j=i-1  \tag{11.26}\\ \left(\frac{N-1}{2}-i\right)^{2} \cos B & j=i \\ \frac{1}{2}(i+1)(N-1-i) & j=i+1 \\ 0 & |j-i|>1\end{cases}
$$

for $i, j=0, \ldots, N-1$. Again, the eigenvector with the largest eigenvalue is the sought solution. The advantage of $\mathbf{A}$ in Eq. (11.26) over the first eigenvalue problem is twofold: (1) The eigenvalues of $\mathbf{A}$ in Eq. (11.26) are well spread (so that the computation of its eigenvectors is numerically well conditioned); (2) Thematrix A in Eq. (11.26) istridiagonal, facilitating the computation of the largest eigenvector via the power method.

By varying the bandwidth, $B$, a family of DPS windows is obtained. By design, these windows are optimal in the sense of energy concentration. They have good mainlobe width and relative peak sidelobe height characteristics. H owever, it turns out that the sidelobe roll-off of the DPS windows is relatively poor, as noted in [16].

The Kaiser [12] and Saramäki [17, 18] windows were originally developed in order to avoid the numerically ill conditioning of the first matrix eigenvalue problem described above. They approximate the prolate spheroidal sequence, and do not require the solution to an eigenvalue problem. Kaiser's approximation to the prolate spheroidal window [12] is given by

$$
\begin{equation*}
w(n)=\frac{I_{0}\left(\beta \sqrt{1-(n-M)^{2} / M^{2}}\right)}{I_{0}(\beta)} \quad \text { for } n=0,1, \ldots N-1 \tag{11.27}
\end{equation*}
$$

where $M=\frac{1}{2}(N-1), \beta$ is an adjustable parameter, and $I_{o}(x)$ is the modified zero-th-order Bessel function of the first kind. The window in Eq. (11.27) is known as the Kaiser window of length $N$. For an odd-length window, the midpoint $M$ is an integer. The parameter $\beta$ controls the tradeoff between the mainlobe width and the peak sidelobe level - it should be chosen to lie between 0 and 10 for useful windows. High values of $\beta$ produce filters having high stopband attenuation, but wide transition widths. The relationship between $\beta$ and the ripple height in the stopband (or passband) is illustrated in Fig. 11.9 and is given by:

$$
\beta= \begin{cases}0 & \text { ATT }<21  \tag{11.28}\\ 0.5842(\text { ATT }-21)^{0.4}+0.07886(\text { ATT }-21) & 21 \leq \text { ATT } \leq 50 \\ 0.1102(\text { ATT }-8.7) & 50<\text { ATT }\end{cases}
$$

whereATT $=-20 \log _{10} \delta_{s}$ is the ripple height in dB .


FIGURE 11.9: Kaiser window: stopband attenuation vs. $\beta$.

For lowpass FIR filter design, thefollowing design formulahelpsthedesigner to estimatetheKaiser window length $N$ in terms of the desired maximum passband and stopband error $\delta,{ }^{3}$ and transition width $\Delta F=\left(\omega_{p}-\omega_{s}\right) / 2 \pi$ :

$$
\begin{equation*}
N \approx \frac{-20 \log _{10}(\delta)-7.95}{14.357 \Delta F}+1 \tag{11.29}
\end{equation*}
$$

Examples of filter designs using the Kaiser window are shown in Fig. 11.10.
A second approach to window design minimizes the relative peak sidelobe height. The solution is the Dolph-Chebyshev window [17, 19], all the sidelobes of which have equal height. Saramäki has described a family of transitional windows that combine the optimality properties of the DPS window and theDolph-Chebyshev window. Hehas found that thetransitional window yields better results than both the DPS window and the Dolph-Chebyshev window, in terms of attenuation vs. transition width [17].

An extensive list and analysis of windows is given in [19]. In addition, the use of nonsymmetric windows for the design of fractional delay filters has been discussed in [20, 21].

## Remarks

- The technique is conceptually and computationally simple.
- Using the window method, it is not possible to weight the passband and stopband differently. The ripple sizes in each band will be approximately the same. But requirements are often morestrict in the stopband.
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FIGURE 11.10: Frequency responses (log scale) of filters designed using the Kaiser window with selected values for the parameter $\beta$. Notethetradeoff between mainlobe width and sidelobes height.

- It is difficult to specify the band edges and maximum ripple size precisely.
- The technique is not suitable for arbitrary desired responses.
- The use of windows for filter design is generally considered suboptimal because they do not solve a clear optimization problem, but see [22].


### 11.3.1.2 Optimal Square Error Design

Theformulation is as follows. Given a filter length $N$, a desired amplitudefunction $D(\omega)$, and a non-negative function $W(\omega)$, find the symmetric filter that minimizes the weighted integral square error (or " $L_{2}$ error"), defined by

$$
\begin{equation*}
\|E(\omega)\|_{2}=\left(\frac{1}{\pi} \int_{0}^{\pi} W(\omega)(A(\omega)-D(\omega))^{2} d \omega\right)^{\frac{1}{2}} \tag{11.30}
\end{equation*}
$$

For simplicity, symmetric odd-length filters ${ }^{4}$ will bediscussed here, in which case $A(\omega)$ can bewritten as

$$
\begin{equation*}
A(\omega)=\frac{1}{\sqrt{2}} a(0)+\sum_{n=1}^{M} a(n) \cos n \omega \tag{11.31}
\end{equation*}
$$

where $N=2 M+1$ and where the impulse response coefficients $h(n)$ are related to the cosine

[^13]coefficients $a(n)$ by
\[

h(n)= $$
\begin{cases}\frac{1}{2} a(M-n) & \text { for } 0 \leq n \leq M-1  \tag{11.32}\\ \frac{1}{\sqrt{2}} a(0) & \text { for } n=M \\ \frac{1}{2} a(n-M) & \text { for } M+1 \leq n \leq N-1 \\ 0 & \text { otherwise. }\end{cases}
$$
\]

The nonstandard choice of $\frac{1}{\sqrt{2}}$ here simplifies the notation below.
The coefficients $\mathbf{a}=(a(0), \ldots, a(M))^{t}$ are found by solving the linear system

$$
\begin{equation*}
\mathbf{R a}=\mathbf{c} \tag{11.33}
\end{equation*}
$$

where the elements of the vector $\mathbf{c}$ are given by

$$
\begin{align*}
& c_{0}=\frac{\sqrt{2}}{\pi} \int_{0}^{\pi} W(\omega) D(\omega) d \omega  \tag{11.34}\\
& c_{k}=\frac{2}{\pi} \int_{0}^{\pi} W(\omega) D(\omega) \cos k \omega d \omega \tag{11.35}
\end{align*}
$$

and the elements of the matrix $\mathbf{R}$ are given by

$$
\begin{align*}
R_{0,0} & =\frac{1}{\pi} \int_{0}^{\pi} W(\omega) d \omega  \tag{11.36}\\
R_{0, k}=R_{k, 0} & =\frac{\sqrt{2}}{\pi} \int_{0}^{\pi} W(\omega) \cos k \omega d \omega  \tag{11.37}\\
R_{k, l}=R_{l, k} & =\frac{2}{\pi} \int_{0}^{\pi} W(\omega) \cos k \omega \cos l \omega d \omega \tag{11.38}
\end{align*}
$$

for $l, k=1, \ldots, M$. Often it is desirable that the coefficients satisfy some linear constraints, say $\mathbf{G a}=\mathbf{b}$. Then the solution, found with the use of Lagrange multipliers, is given by the linear system

$$
\left[\begin{array}{cc}
\mathbf{R} & \mathbf{G}^{t}  \tag{11.39}\\
\mathbf{G} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{a} \\
\mu
\end{array}\right]=\left[\begin{array}{l}
\mathbf{c} \\
\mathbf{b}
\end{array}\right]
$$

the solution of which is easily verified to be given by

$$
\begin{equation*}
\boldsymbol{\mu}=\left(\mathbf{G R}^{-1} \mathbf{G}^{t}\right)^{-1}\left(\mathbf{G} \mathbf{R}^{-1} \mathbf{c}-\mathbf{b}\right) \quad \mathbf{a}=\mathbf{R}^{-1}\left(\mathbf{c}-\mathbf{G}^{t} \boldsymbol{\mu}\right) \tag{11.40}
\end{equation*}
$$

where $\boldsymbol{\mu}$ are the Lagrange multipliers.
In the unweighted case $(W(\omega)=1)$ the solution is given by a simpler system:

$$
\left[\begin{array}{ll}
\mathbf{l}_{M+1} & \mathbf{G}^{t}  \tag{11.41}\\
\mathbf{G} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbf{a} \\
\boldsymbol{\mu}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{c} \\
\mathbf{b}
\end{array}\right] .
$$

In Eq. (11.41), $\mathbf{I}_{M+1}$ is the $(M+1)$ by $(M+1)$ identity matrix. It is interesting to note that in the unweighted case, the least square filter minimizes a worst case pointwise error in the time domain over a set of bounded energy input signals [23].

In the unweighted case with no constraint, the solution becomes: $\mathbf{a}=\mathbf{c}$. This is equivalent to truncation of the Fourier series coefficients (the "rectangular window" method). This simple solution is due to the orthogonality of the basis functions $\left\{\frac{1}{\sqrt{2}}, \cos \omega, \cos 2 \omega, \ldots\right\}$ when $W(\omega)=1$. In general, whenever the basis functions are orthogonal, then the solution takes this simple form.

DiscreteSquares Error When $D(\omega)$ issimple, theintegrals above can befound analytically. Otherwise, entries of $\mathbf{R}$ and $\mathbf{b}$ can be found numerically. Define a dense uniform grid of frequencies over $[0, \pi)$ as $\omega_{i}=i \pi / L$ for $i=0, \ldots, L-1$ and for some large $L$ (say $L \approx 10 M$ ). Let $\mathbf{d}$ be the vector given by $\mathbf{d}_{i}=D\left(\omega_{i}\right)$ and $\mathbf{C}$ be the $L$ by $M+1$ matrix of cosine terms: $\mathbf{C}_{i, 0}=\frac{1}{\sqrt{2}}$, $\mathbf{C}_{i, k}=\cos k \omega_{i}$ for $k=1, \ldots, M$. ( $\mathbf{C}$ has many more rows than columns.) Let $\mathbf{W}$ be the diagonal weighting matrix $\operatorname{diag}\left\{W\left(\omega_{i}\right)\right\}$. Then

$$
\begin{equation*}
\mathbf{R} \approx \frac{2}{L \pi} \mathbf{C}^{t} \mathbf{W C} \quad \mathbf{c} \approx \frac{2}{L \pi} \mathbf{C}^{t} \mathbf{W d} . \tag{11.42}
\end{equation*}
$$

Using these numerical approximations for $\mathbf{R}$ and $\mathbf{c}$ is equivalent to minimizing the discrete squares error,

$$
\begin{equation*}
\sum_{i=0}^{L-1} W\left(\omega_{i}\right)\left(D\left(\omega_{i}\right)-A\left(\omega_{i}\right)\right)^{2} \tag{11.43}
\end{equation*}
$$

that approximates the integral square error. In this way, an FIR filter can be obtained easily, whose response approximates an arbitrary $D(\omega)$ with an arbitrary $W(\omega)$. This makes the least squares error approach very useful. It should be noted that the minimization of Eq. (11.43) is most naturally formulated astheleast squares solution to an over-determined linear system of equations, an approach described in [11]. The solution is the same, however.

Transition Regions As an example, the least squares design of a length $N=2 M+1$ symmetric lowpass filter according to the desired response and weight functions

$$
D(\omega)=\left\{\begin{array}{ll}
1 & \omega \in\left[0, \omega_{p}\right]  \tag{11.44}\\
0 & \omega \in\left[\omega_{s}, \pi\right]
\end{array} \quad W(\omega)= \begin{cases}K_{p} & \omega \in\left[0, \omega_{p}\right] \\
0 & \omega \in\left[\omega_{p}, \omega_{s}\right] \\
K_{s} & \omega \in\left[\omega_{s}, \pi\right]\end{cases}\right.
$$

is developed. For this $D(\omega)$ and $W(\omega)$, the vector $\mathbf{c}$ in Eq. (11.33) is given by

$$
\begin{equation*}
c_{0}=\frac{\sqrt{2} K_{p} \omega_{p}}{\pi} \quad c_{k}=\frac{2 K_{p} \sin \left(k \omega_{p}\right)}{k \pi} \quad 1 \leq k \leq M \tag{11.45}
\end{equation*}
$$

and the matrix $\mathbf{R}$ is given by

$$
\begin{equation*}
\mathbf{R}=\mathbf{T}(\operatorname{toeplitz}(\mathbf{p}, \mathbf{p})+\operatorname{hankel}(\mathbf{p}, \mathbf{q})) \mathbf{T} \tag{11.46}
\end{equation*}
$$

where the matrix $\mathbf{T}$ is the identity matrix everywhere except for $T_{0,0}$, which is $\frac{1}{\sqrt{2}}$. The vectors $\mathbf{p}$ and $q$ are given by

$$
\begin{align*}
p_{0} & =\frac{K_{p} \omega_{p}+K_{s}\left(\pi-\omega_{s}\right)}{\pi}  \tag{11.47}\\
p_{k} & =\frac{K_{p} \sin \left(k \omega_{p}\right)-K_{s} \sin \left(k \omega_{s}\right)}{k \pi} \quad 1 \leq k \leq M  \tag{11.48}\\
q_{k} & =\frac{K_{p} \sin \left((k+M) \omega_{p}\right)-K_{s} \sin \left((k+M) \omega_{s}\right)}{(k+M) \pi} \quad 0 \leq k \leq M . \tag{11.49}
\end{align*}
$$

The matrix toeplitz $(\mathbf{p}, \mathbf{p})$ is a symmetric matrix with constant diagonals, the first row and column of which is $\mathbf{p}$. The matrix hankel $(\mathbf{p}, \mathbf{q})$ is a symmetric matrix with constant anti-diagonals, the first column of which is $\mathbf{p}$, the last row of which is $\mathbf{q}$. The structure of the matrix $\mathbf{R}$ makes possible the efficient solution of $\mathbf{R a}=\mathbf{b}$ [24]. Because the error is weighted by zero in the transition band [ $\omega_{p}, \omega_{s}$ ], the Gibbs phenomenon is eliminated: the peak error diminishes to zero as the filter length is increased. Figure 11.11 illustrates an example.


FIGURE 11.11: Weighted least squares example. $N=41, \omega_{p}=0.25 \pi, \omega_{s}=0.35 \pi, K=4$.

Other Least Squares Approaches Another approach modifies the discontinuous ideal Iowpass responseof Fig. 11.7 so that a fractional order splineisused to continuously connect the passband and stopband [25]. In this case, with uniform error weighting, (1) a simple closed form expression for the least squares error solution is available, and (2) Gibbs phenomenon is eliminated. The use of spline transition regions also facilitates the design of multiband filters by combining various lowpass filters [26]. In that case, a least squares error multiband filter can be obtained via closed form expressions, where the transition region widths can be independently specified.

Similar expressions can bederived for theeven length filter and theodd symmetric filters. It should also benoted that the least squares error approach is directly applicableto thedesign of nonsymmetric FIR filters, complex-valued FIR filters, and two-dimensional FIR filters.

In addition, another approach to filter design according to a square error criterion, produces filters known as eigenfilters [27]. This approach gives the filter coefficients as the largest eigenvalue of a matrix that is readily constructed.

## Remarks

- Optimal with respect to square error criterion.
- Simple, non-iterative method.
- Analytic solutions sometimes possible, otherwise solution is obtained via solution to linear system of equations.
- Allows the use of a frequency dependent weighting function.
- Suitable for arbitrary $D(\omega)$ and $W(\omega)$.
- Easy to include arbitrary linear constraints.
- Does not allow direct control of maximum ripple size.


### 11.3.1.3 Equiripple Optimal Chebyshev Filter Design

The minimization of the Chebyshev norm is useful because it permits the user to explicitly specify band-edges and relative error sizes in each band. Furthermore, the designed equiripple FIR filters have the smallest transition width among all FIR filters with the same deviation.

Linear phaseFIR filters that minimizeaChebyshev error criterion can beobtained with the Remez exchange algorithm [28, 29] or by linear programming techniques [30]. Both these methods are iterativenumerical procedures and areapplicableto arbitrary desired frequency response amplitudes.

Remez Exchange (Parks-McClellan) Parks and McClellan proposed the use of the Remez algorithm for FIR filter design and made programs available [29, 31, 6]. Many texts describe the

Parks-McClellan (PM ) algorithm in detail [1, 11].
Problem Formulation Given a filter length, $N$, a desired (real-valued) amplitude function, $D(\omega)$, and a non-negative weighting function, $W(\omega)$, find the symmetric (or antisymmetric) filter that minimizes the weighted Chebyshev error, defined by

$$
\begin{equation*}
\|E(\omega)\|_{\infty}=\max _{\omega \in B}|W(\omega)(A(\omega)-D(\omega))| \tag{11.50}
\end{equation*}
$$

where $B$ is a closed subset of $[0, \pi]$. Both $D(\omega)$ and $W(\omega)$ should be continuous over $B$. The solution to this problem is called the best weighted Chebyshev approximation to $D(\omega)$ over $B$.

To treat each of the four linear phase cases together, note that in each case, the amplitude $A(\omega)$ can be written as [32]:

$$
\begin{equation*}
A(\omega)=Q(\omega) P(\omega) \tag{11.51}
\end{equation*}
$$

where $P(\omega)$ is a cosine polynomial (Table 11.1). By expressing $A(\omega)$ in this way, the weighted error function in each of the four cases can be written as:

$$
\begin{align*}
E(\omega) & =W(\omega)[A(\omega)-D(\omega)]  \tag{11.52}\\
& =W(\omega) Q(\omega)\left[P(\omega)-\frac{D(\omega)}{Q(\omega)}\right] . \tag{11.53}
\end{align*}
$$

Therefore, an equivalent problem is the minimization of

$$
\begin{equation*}
\|E(\omega)\|_{\infty}=\max _{\omega \in \bar{B}}|\bar{W}(\omega)(P(\omega)-\bar{D}(\omega))| \tag{11.54}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{W}(\omega)=W(\omega) Q(\omega) \quad \bar{D}(\omega)=\frac{D(\omega)}{Q(\omega)} \quad P(\omega)=\sum_{k=0}^{r-1} a(k) \cos k \omega \tag{11.55}
\end{equation*}
$$

and $\bar{B}=B-\{$ endpoints where $Q(\omega)=0\}$.
The Remez exchange algorithm, for computing the best Chebyshev solution, uses the alternation theorem. This theorem characterizes the best Chebyshev solution.

Alternation Theorem If $P(\omega)$ is given by Eq. (11.55), then a necessary and sufficient condition that $P(\omega)$ be the unique minimizer of Eq. (11.54) is that there exist in $\bar{B}$ at least $r+1$ extremal points $\omega_{1}, \ldots, \omega_{r+1}$ (in order: $\omega_{1}<\omega_{2}<\cdots<\omega_{r+1}$ ), such that

$$
\begin{equation*}
E\left(\omega_{i}\right)=c \cdot(-1)^{i}\|E(\omega)\|_{\infty} \quad \text { for } \quad i=1, \ldots, r+1 \tag{11.56}
\end{equation*}
$$

where $c$ is either 1 or -1 .
Thealternation theorem statesthat $|E(\omega)|$ attains its maximum valueat a minimum of $r+1$ points, and that the weighted error function alternates sign on at least $r+1$ of those points. Consequently, the weighted error functions of best Chebyshev solutions exhibit an equiripple behavior.

For lowpass filter design via the PM algorithm, the functions $D(\omega)$ and $W(\omega)$ in Eq. (11.44) are usually used. For lowpass filters so obtained, the deviations $\delta_{p}$ and $\delta_{s}$ satisfy the relation $\delta_{p} / \delta_{s}=$ $K_{s} / K_{p}$. For example, consider the design of a real symmetric lowpass filter of length $N=41$. Then $Q(\omega)=1$ and $r=(N+1) / 2=21$. With the desired amplitude and weight function, Eq. (11.44), with $K=4$ and $\omega_{p}=0.25 \pi, \omega_{s}=0.35 \pi$, the best Chebyshev solution and its weighted error function are illustrated in Fig. 11.12. The maximum errors in the passband and stopband are $\delta_{p}=0.0178$ and $\delta_{s}=0.0714$, respectively. Thecircular marksin Fig. 11.12(c) indicatetheextremal points of the alternation theorem.


FIGURE 11.12: Equiripple lowpass filter obtained via thePM algorithm. $N=41, \omega_{p}=0.25 \pi, \omega_{s}=0.35 \pi, \delta_{p} / \delta_{s}=4$.

To elaborate on the alternation theorem, consider the design of a length 21 lowpass filter and a length 41 bandpass filter. Several optimal Chebyshev filters are illustrated in Figs. 11.13 through 11.16. It can be verified by inspection that each of thefiltersillustrated in Figs. 11.13 through 11.16 is Chebyshev optimal, by verifying that the alternation theorem is satisfied. In each case, a set of $r+1$ extremal points, which satisfies the necessary and sufficient conditions of the alternation theorem, is indicated by circular marks in Figs. 11.13 through 11.16.

Several remarks regarding the weighted error function of a best Chebyshev solution are worth noting.

1. $E(\omega)$ may have local minima and maxima in $\bar{B}$ at which $|E(\omega)|$ does not attain its maximum value. See Fig. 11.14.
2. $|E(\omega)|$ may attain its maximum value at more than $r+1$ points in $\bar{B}$. See Fig. 11.15.
3. If there exists in $\bar{B} s$ ordered points $\omega_{1}, \ldots, \omega_{s}$, with $s>r+1$, at which $\left|E\left(\omega_{i}\right)\right|=$ $\|E(\omega)\|_{\infty}$ (i.e., there are more than $r+1$ extremal points), then it is possible that $E\left(\omega_{i}\right)=E\left(\omega_{i+1}\right)$ for some $i$. See Fig. 11.16. This is rare and, for lowpass filter design, impossible.

Figure 11.14 illustrates two filters that possess "scaled-extra ripples" (ripples of non-maximal size [30]). Figure 11.15 illustrates two maximal ripple filters. M aximal ripple filters are a subset of optimal Chebyshev filters that occur for special values of $\omega_{p}, \omega_{s}$, etc. (The first algorithms for equiripplefilter design produced only maximal ripplefilters[33, 34]). Figure 11.16 illustrates a filter that possesses two scaled-extra ripples and one extra ripple of maximal size. These extra ripples have no bearing on the alternation theorem. The set of $r+1$ points, indicated in Fig. 11.16, is a set that satisfies the alternation theorem; therefore, the filter is optimal in the Chebyshev sense.


FIGURE 11.13: Parks-McClellan example. (a) Lowpass: $N=21, \omega_{p}=0.3161 \pi, \omega_{s}=0.4444 \pi$. (b) Bandpass: $N=41, \omega_{1}=0.2415 \pi, \omega_{2}=0.3189 \pi, \omega_{3}=0.6811 \pi, \omega_{4}=0.7585 \pi$.

Remez Algorithm To understand the Remez exchange algorithm, first notethat Eq. (11.56) can be written as

$$
\begin{equation*}
\sum_{k=0}^{r-1} a(k) \cos k \omega_{i}-\frac{(-1)^{i} \delta}{\bar{W}\left(\omega_{i}\right)}=\bar{D}\left(\omega_{i}\right) \quad \text { for } \quad i=1, \ldots, r+1 \tag{11.57}
\end{equation*}
$$



FIGURE 11.14: Parks-McClellan example. (a) Lowpass: $N=21, \omega_{p}=0.3889 \pi, \omega_{s}=0.5082 \pi$. (b) Bandpass: $N=41, \omega_{1}=0.2378 \pi, \omega_{2}=0.3132 \pi, \omega_{3}=0.6870 \pi, \omega_{4}=0.7621 \pi$.
where $\delta$ represents $\|E(\omega)\|_{\infty}$, and consider the following. If the set of extremal points in the alternation theorem were known in advance, then the solution could be found by solving the system of Eq. (11.57). The system in Eq. (11.57) represents an interpolation problem, which in matrix form


FIGURE 11.15: Parks-McClellan example. Lowpass: $N=21, \omega_{p}=0.3919 \pi, \omega_{s}=0.5103 \pi$. Bandpass: $N=41 \omega_{1}=0.2370 \pi, \omega_{2}=0.3115 \pi, \omega_{3}=0.6885 \pi, \omega_{4}=0.7630 \pi$.
becomes

$$
\left[\begin{array}{ccccr}
1 & \cos \omega_{1} & \cdots & \cos (r-1) \omega_{1} & 1 / \bar{W}\left(\omega_{1}\right) \\
1 & \cos \omega_{2} & \cdots & \cos (r-1) \omega_{2} & -1 / \bar{W}\left(\omega_{2}\right) \\
\vdots & & & & \vdots \\
& & & & \\
1 & \cos \omega_{r+1} & \cdots & \cos (r-1) \omega_{r+1} & (-1)^{r} / \bar{W}\left(\omega_{r+1}\right)
\end{array}\right]\left[\begin{array}{c}
a(0) \\
a(1) \\
\vdots \\
a(r-1) \\
\delta
\end{array}\right]
$$



FIGURE 11.16: Parks-McClellan example. $N=41, \omega_{1}=0.2374 \pi, \omega_{2}=0.3126 \pi, \omega_{3}=0.6876 \pi$, $\omega_{4}=0.7624 \pi$.

$$
=\left[\begin{array}{c}
\bar{D}\left(\omega_{1}\right)  \tag{11.58}\\
\bar{D}\left(\omega_{2}\right) \\
\vdots \\
\bar{D}\left(\omega_{r+1}\right)
\end{array}\right]
$$

to which there is a unique solution. Therefore, the problem becomes one of finding the correct set of points over which to solve the interpolation problem in Eq. (11.57).

The Remez exchange algorithm proceeds by iteratively

1. solving the interpolation problem in Eq. (11.58) over a specified set of $r+1$ points (a reference set), and
2. updating the reference set (by an exchange procedure).

The initial reference set can be taken to be $r+1$ points uniformly spaced over $\bar{B}$. Convergence is achieved when $\|E(\omega)\|_{\infty}-|\delta|<\epsilon$, where $\epsilon$ is a small number (such as $10^{-6}$ ) indicating the numerical accuracy desired.

During the interpolation step, the solution to Eq. (11.58) is facilitated by the use of a closed form solution for $\delta$ and interpolation formulas [29].

After the interpolation step is performed, the reference set is updated as follows. The weighted error function is computed, and a new reference set $\omega_{1}, \ldots, \omega_{r+1}$ isfound such that: (1) Thecurrent weighted error function $E(\omega)$ alternates sign on the new reference set, (2) $\left|E\left(\omega_{i}\right)\right| \geq|\delta|$ for each point $\omega_{i}$ of the new reference set and (3) $\left|E\left(\omega_{i}\right)\right|>|\delta|$ for at least one point $\omega_{i}$ of the new reference set. Generally, the new reference set is found by taking the set of local minima and maxima of $E(\omega)$ that exceed the current value of $\delta$, and taking a subset of this set that satisfies thealternation property. Figure 11.17 illustrates the operation of the Parks-M cClellan algorithm.

Design Rules for Lowpass Filters [12, 35, 36, 37] While the PM algorithm is applicable for the approximation of arbitrary responses $D(\omega)$, the lowpass case has received particular attention. In the design of lowpass filters via the PM algorithm, there are five parameters of interest: the filter length $N$, the passband and stopband edges $\omega_{p}$ and $\omega_{s}$, and the maximum error in the passband and stopband $\delta_{p}$ and $\delta_{s}$. Their values arenot independent - any four determines thefifth. Formulas for predicting the required filter length for a given set of specifications make this clear. Kaiser developed


FIGURE 11.17: Operation of the Parks-McClellan algorithm. (a) Block Diagram. (b) Exchange steps. Extremal points constituting the current extremal set are shown as solid circles; extremal points selected to form the new extremal set are shown as solid squares.
the following approximate relation for estimating the equiripple FIR filter length for meeting the specifications,

$$
\begin{equation*}
N \approx \frac{-20 \log _{10}\left(\sqrt{\delta_{p} \delta_{s}}\right)-13}{14.6 \Delta F}+1 \tag{11.59}
\end{equation*}
$$

where $\Delta F=\left(\omega_{s}-\omega_{p}\right) /(2 \pi)$. Defining the filter attenuation ATT to be $-20 \log _{10}\left(\sqrt{\delta_{p} \delta_{s}}\right)$, and comparing Eq. (11.29) with Eq. (11.59), it can be seen that the optimal Chebyshev design results in filters with about 5 dB moreattenuation than thewindowed designed filters when the same specs are used for the other design parameters ( $N$ and $\Delta F$ ). Figure 11.18 compares window-based designs with Chebyshev (Parks-M cClellan)-based designs.

Herrmann et al. gave a somewhat more accurate design formula for the optimal Chebyshev FIR filter design [37]:

$$
\begin{equation*}
N \approx \frac{D_{\infty}\left(\delta_{p}, \delta_{s}\right)-f\left(\delta_{p}, \delta_{s}\right)(\Delta F)^{2}}{\Delta F}+1 \tag{11.60}
\end{equation*}
$$

where

$$
\begin{aligned}
D_{\infty}\left(\delta_{p}, \delta_{s}\right)= & 0.005309\left(\log _{10}^{2} \delta_{p}+0.07114 \log _{10} \delta_{p}-0.4761\right) \log _{10} \delta_{s} \\
& -\left(0.00266 \log _{10}^{2} \delta_{p}+0.5941 \log _{10} \delta_{p}+0.4278\right)
\end{aligned}
$$



FIGURE 11.18: Comparison of window designswith optimal Chebyshev (Parks-McClelan) designs. Thewindow length is $N=49$. (a) Frequency response of designed filter using linear scale (b) Frequency response of designed filter using $\log (\mathrm{dB})$ scale

$$
\begin{equation*}
f\left(\delta_{p}, \delta_{s}\right)=11.01217+0.51244\left(\log _{10} \delta_{p}-\log _{10} \delta_{s}\right) \tag{11.61}
\end{equation*}
$$

These formulas assume that $\delta_{s}<\delta_{p}$. If otherwise, then interchange $\delta_{p}$ and $\delta_{s}$. Equation (11.60) is the one used in the M atlab implementation (remezord() function) as part of the Matlab Signal Processing toolbox.

To use the PM algorithm for lowpass filter design, the user specifies $N, \omega_{p}, \omega_{s}, \delta_{p} / \delta_{s}$. The PM algorithm can be modified so that the user specifies other parameter sets [38]. For example, with one modification, theuser specifies $N, \omega_{p}, \delta_{p}, \delta_{s}$; or similarly, $N, \omega_{s}, \delta_{p}, \delta_{s}$. With a second modification, the user specifies $N, \omega_{p}, \omega_{s}, \delta_{p}$; or similarly, $N, \omega_{p}, \omega_{s}, \delta_{s}$.

Note that Eq. (11.59) states that the filter length $N$ and the transition width $\Delta F$ are inversely proportional. This is in contrast to the relation for maximally flat symmetric filters. For equiripple filters with fixed $\delta_{p}$ and $\delta_{s}, \Delta F$ diminishes like $1 / N$; while for maximally flat filters, $\Delta F$ diminishes like $1 / \sqrt{N}$.

## Remarks

- Optimal with respect to Chebyshev norm.
- Explicit control of band edges and relative ripplesizes.
- Efficient algorithm, always converges.
- Allows the use of a frequency dependent weighting function.
- Suitablefor arbitrary $D(\omega)$ and $W(\omega)$.
- Does not allow arbitrary linear constraints.


## Summary of Optimal Chebyshev Linear Phase FIR Filter Design

1. The desired frequency response can be written as

$$
D(\omega)=A(\omega) e^{-j(\alpha \omega+\beta)}
$$

where $\alpha=(N-1) / 2$ always, and $\beta=0$ for filters with even symmetry. Since $A(\omega)$ is a real-valued function, the Chebyshev approximation is applied to $A(\omega)$ and the linear phase comes for free. H owever, thedelay will beproportional to the designed filter length.
2. The mathematical theory of Chebyshev Approximation is applied. In this type of optimization, the maximum value of theerror is minimized, as opposed to the error energy as in least squares. M inimizing the maximum error is consistent with the desire to keep the passband and stopband deviations as small as possible. (Recall that least squares suffers from the Gibbs effect). However, minimization of the maximum error does not permit the use of derivatives to find the optimal solution.
3. The Alternation Theorem gives the necessary and sufficient conditions for the optimum in terms of equal-height ripples in the (weighted) error function.
4. The Remez exchange algorithm will compute the optimal approximation by searching for the locations of the peaks in the error function. This al gorithm is iterative.
5. The inputs to the algorithm are the filter length, $N$, the locations of the passband, and stopband cutoff frequencies: $\omega_{p}$ and $\omega_{s}$, and a weight function to weight the error in the passband and stopband differently.
6. The Chebyshev approximation problem can also be reformulated as a linear program. This is useful if additional linear design constraints need to be included.
7. Transition Width is minimized among all FIR filters with the same deviations.
8. Passband and Stopband Deviations: The response is equiripple, it does not fall off away from the transition region. Compared to the Kaiser window design, the optimal Chebyshev FIR design gives about 5 dB more attenuation (where attenuation is given by $-20 \log _{10} \delta$ and $\delta$ is the stopband or passband error) for the same specs on all other filter design parameters.

Linear Programming Often it is desirable that an FIR filter be designed to minimize the Chebyshev error subject to linear constraints that theParks-McClellan algorithm does not allow. An example described by Rabiner and Gold includes time domain constraints - in that example [30], the oscillatory behavior of the step response of a lowpass filter is included in the design formulation.

Another example comes from a communication application [39] - given $h_{1}(n)$, design $h_{2}(n)$ so that $h(n)=\left(h_{1} * h_{2}\right)(n)$ is an $M$ th band filter [i.e., $h(M n)=0$ for all $n \neq 0$ and $M \neq 0$ ]. Such constraints are linear in $h_{1}(n)$. [In the special case that $h_{1}(n)=\delta(n), h_{2}(n)$ is itself an $M$ th band filter, and is often used for interpolation.]

Linear programming formulations of approximation problems (and optimization problems in general) are very attractive because well-developed algorithms exist (namely the simplex algorithm and morerecently, interior point methods) for solving such problems. Although linear programming requires significantly morecomputation than the methods described above, for many problems it is a very rapid and viable technique[7]. Furthermore, this approach is very flexible - it allows arbitrary linear equality and inequality constraints.

The problem of minimizing the weighted Chebyshev error $W(\omega)(A(\omega)-D(\omega))$ where $A(\omega)$ is given by $Q(\omega) \sum_{k=0}^{r-1} a(k) \cos k \omega$ can be formulated as a linear program as follows:

$$
\begin{equation*}
\text { minimize } \delta \tag{11.62}
\end{equation*}
$$

subject to

$$
\begin{align*}
A(\omega)-\frac{\delta}{W(\omega)} & \leq D(\omega)  \tag{11.63}\\
-A(\omega)-\frac{\delta}{W(\omega)} & \leq-D(\omega) \tag{11.64}
\end{align*}
$$

The variables are $a(0), \ldots, a(r-1)$ and $\delta$. The cost function and theconstraints arelinear functions of the variables, hence the formulation is that of a linear program.

## Remarks

- Optimal with respect to chosen criteria.
- Easy to include arbitrary linear constraints.
- Criteria limited to linear programming formulation.
- High computational cost.


### 11.3.2 IIR Design Methods

Lina J. Karam,
Ivan W. Selesnick, and C. Sidney Burrus
The objective in IIR filter design is to find a rational function $H(\omega)$ [as in Eq. (11.12)] that approximates the ideal specifications according to some design criteria.

The approximation of an arbitrary specified frequency response is more difficult for IIR filters than is so for FIR filters. This is due to the nonlinear dependence of $H(\omega)$ on the filter coefficients
in the IIR case. However, for the ideal lowpass response, there exist analytic techniques to directly obtain IIR filters. These techniques are based on converting analog filters into IIR digital filters. One such popular IIR design method is the Bilinear Transformation M ethod [1, 11]. Other types of frequency-selectivefilters (shown in Fig. 11.1) can be obtained from the designed lowpass prototype using additional frequency transformations [1, Chap. 7].

Direct "discrete-time" iterative IIR design methods have also been proposed (see Section 11.4.2). While thesemethods can be used to approximategeneral magnitude responses (i.e., not restricted to the design of thestandard frequency-selectivefilters), they areiterative and slower than thetraditional "continuous-time/space" based approaches that make use of simple and efficient closed-form design formulas.

### 11.3.2.1 Bilinear Transformation Method

The traditional IIR design approaches reduce the "discrete-time/space" (digital) filter design problem into a "continuous-time/space" (analog) filter design problem, which can be solved using well-developed and relatively simpledesign procedures based on closed-form design formulas. Then, a transformation is used to map the designed analog filter into a digital filter meeting the desired specifications.

Let $H(z)$ denote the transfer function of a digital filter [i.e., $H(z)$ is the Z-transform of the filter impulseresponse $h(n)$ ] and let $H_{a}(s)$ denotethetransfer function of an analog filter [i.e., $H_{a}(s)$ isthe Laplace transform of the continuous-timefilter impulseresponse $h(t)$ ]. Thebilinear transformation is a mapping between the complex variables $s$ and $z$ and is given by:

$$
\begin{equation*}
s=K\left(\frac{1-z^{-1}}{1+z^{-1}}\right) \tag{11.65}
\end{equation*}
$$

where $K$ is a design parameter. Replacing $s$ by Eq. (11.65) in $H_{a}(s)$, the analog filter with transfer function $H_{a}(s)$ can be converted into a digital filter whose transfer function is equal to

$$
\begin{equation*}
H(z)=\left.H_{a}(s)\right|_{s=K\left(\frac{1-z^{-1}}{1+z^{-1}}\right)} \tag{11.66}
\end{equation*}
$$

Alternatively, the mapping can be used to convert a digital filter into an analog filter by expressing z in function of $s$.

Note that the analog frequency variable $\Omega$ corresponds to the imaginary part of $s$ (i.e., $s=$ $\sigma+j \Omega$ ), while the digital frequency variable $\omega$ (in radians) corresponds to the angle (phase) of $z$ (i.e., $z=r e^{j \omega}$ ). The bilinear transformation (11.65) was constructed such that it satisfies the following important properties:

1. The left-half plane (LHP) of the $s$-plane maps into the inside of the unit circle in the $z$-plane. As a result, a stable and causal analog filter will always result in a stable and causal digital filter.
2. The ${ }_{j} \Omega$ axis (imaginary axis) in the $s$-plane maps into the U.C. in the $z$-plane (i.e, $z=e^{j \omega}$ ). This results in a direct relationship between the continuous-time frequency $\Omega$ and the discrete-time frequency $\omega$. Replacing $z$ by $e^{j \omega}$ (unit circle) in Eq. (11.65), we obtain the following relation:

$$
\begin{equation*}
\Omega=K \tan (\omega / 2) \tag{11.67}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\omega=2 \arctan (\Omega / K) \tag{11.68}
\end{equation*}
$$

The design parameter $K$ can be used to map one specific frequency point in the analog domain to a selected frequency point in the digital domain, and to control the location of the designed filter cutoff frequency. Equations (11.67) and (11.68) are non-linear, resulting in a warping of the frequency axis as thefilter frequency response is transformed from one domain to another. This follows from the fact that the bilinear transformation maps [via Eq. (11.67) or Eq. (11.68)] the entire $ر \Omega$ axis, i.e., $-\infty \leq \Omega \leq \infty$, onto one period $-\pi \leq \omega \leq \pi$ (which corresponds to one revolution of the unit circle in the $z$-plane).

The bilinear transformation design procedure can be summarized as follows:

1. Transform thedigital frequencydomain specificationsto theanalogdomain usingEq. (11.67). The frequency domain specs are given typically in terms of magnitude response specs as shown in Fig. 11.2. After the transformation, the digital magnitude response specs are converted into specs on the analog magnitude response.
2. Design a stable and causal analog filter with transfer function $H_{a}(s)$ such that | $H_{a}(s=$ $\left.{ }_{j} \Omega\right) \mid$ approximates the derived analog specs. This is typically done by using one of the classical frequency-selective analog filters whose magnitude responses are given in terms of closed-form formulas; the parameters in the closed-form formulas (e.g., needed analog filter order, analog cutoff frequency) can then be computed to meet the desired analog specs. Typical analog prototypes include Butterworth, Chebyshev, and Elliptic filters; the characteristics of these filters are discussed in Section on page 11-33. The closed-form formulas giveonly themagnituderesponse $\left|H_{a}\left({ }_{j} \Omega\right)\right|$ of theanalog filter and, therefore, do not uniquely specify the complete frequency response (or corresponding transfer function) which also should include a phase response. From all thefilters having magnitude response $\left|H_{a}(\jmath \Omega)\right|$, we need to select the filter that is stable and, if needed, causal. Using the fact that the computed magnitude-squared response $\left|H_{a}(J \Omega)\right|^{2}=$ $\left|H_{a}(s)\right|^{2}$, for $s={ }_{j} \Omega$, and that $\left|H_{a}(s)\right|^{2}=H_{a}(s) H_{a}^{*}\left(-s^{*}\right)$, where $s^{*}$ denotesthecomplex conjugate of $s$, thesystem function $H_{a}(s)$ of thedesired stableand causal filter is obtained by selecting the poles of $\left|H_{a}\left({ }_{j} \Omega\right)\right|^{2}$ lying in the LHP of the $s$-plane [11].
3. Obtain the transfer function $H(z)$ for the digital filter by applying the bilinear transformation (11.65) to $H_{a}(s)$. The design parameter $K$ can be fixed or chosen to map one analog frequency point $\Omega$ (e.g., the passband or stopband cutoff) into a desired digital frequency point $\omega$.
4. The frequency response $H(\omega)$ of the resulting stable digital filter can be obtained from the transfer function $H(z)$ by replacing $z$ by $e^{j \omega}$; i.e.,

$$
\begin{equation*}
H(\omega)=\left.H(z)\right|_{z=e^{\jmath} \omega} \tag{11.69}
\end{equation*}
$$

### 11.3.2.2 Classical IIR Filter Types

The four standard classical analog filter types are known as (1) Butterworth, (2) Chebyshev I, (3) Chebyshev II, and (4) Elliptic [1, 11]. The characteristics of these analog filters are described briefly below.

Digital versions of these filters are obtained via the bilinear transformation [1, 11], and examples areillustrated in Fig. 11.19.

Butterworth Themagnitude-squared function of an $N$ th order Butterworth lowpass filter is given by

$$
\begin{equation*}
\left|H_{a}(J \Omega)\right|^{2}=\frac{1}{1+\left(\Omega / \Omega_{c}\right)^{2 N}} \tag{11.70}
\end{equation*}
$$

where $\Omega_{c}$ is the cutoff frequency.
The Butterworth filter is optimal according to a flatness criterion. For a specified filter order and cut-off frequency, the magnitude response of the Butterworth filter is the solution that attains the maximum number of derivatives equal to 0 at $\Omega=0$ and $\infty$ ( $\omega=0$ and $\pi$ for the digital filter). This magnitude response is maximally flat in the passband [i.e., the first $(2 N-1)$ derivatives of $\left|H_{a}(J \Omega)\right|^{2}$ are zero at $\Omega=0$ ], and it decreases monotonically in the passband and stopband. Note that $\left|H_{a}(\Omega=0)\right|=1$ and $\left|H_{a}\left(\Omega=\Omega_{c}\right)\right|=1 / \sqrt{2}$, for all $N$. Also, as the filter order $N$ increases, the transition width decreases, yielding a sharper cutoff edge.

TheButterworth filter hasthepoorest frequency selectivity compared to theChebyshev and Elliptic filters, but it is the simplest to design.

Chebyshev: Types I and II If the filter specs are given in terms of passband and stopband ripples (as shown in Fig. 11.2), then these specs are exceeded for a Butterworth filter because of the monotonic behavior of the magnitude response. The specs can be met more efficiently with a lower-order filter if the error is distributed uniformly over the passband or the stopband or (best) both. This can be accomplished by choosing an approximating filter with an equiripple behavior.

The magnitude response of a Typel Chebyshev filter is equiripple in the passband and monotonic in the stopband. The magnitude-squared response is given by

$$
\begin{equation*}
\left|H_{a}(\jmath \Omega)\right|^{2}=\frac{1}{1+\epsilon^{2} T_{N}^{2}\left(\Omega / \Omega_{c}\right)} \tag{11.71}
\end{equation*}
$$

where $T_{N}(x)$ is the $N$ th degreeChebyshev polynomial in $x, \epsilon$ is a parameter specified by the allowable passband ripple, $\Omega_{c}$ is the filter cutoff frequency, and $N$ is the filter order. The Type I Chebyshev filter is optimal according to a Chebyshev criterion in the passband and a flatness criterion in the stopband. For a specified filter order and passband edge, the magnituderesponse of this filter attains the minimum Chebyshev error in the passband and the maximum number of vanishing derivatives at $\Omega=\infty(\omega=\pi$ for the digital filter).

Note that $\left|H_{a}(\jmath \Omega)\right|^{2}$ ripples between 1 and $1 /\left(1+\epsilon^{2}\right)$ in the passband $\left(0 \leq|\Omega| \leq \Omega_{c}\right)$ since $0 \leq T_{N}^{2}(x) \leq 1$ for $0 \leq x \leq 1$. For $x>1, T_{N}^{2}(x)$ increases monotonically; so, $\left|H_{a}(J \Omega)\right|^{2}$ decreases monotonically in the stopband ( $\Omega>\Omega_{c}$ ).

From Eq. (11.71), three parameters are required to specify the filter: $\epsilon, \Omega_{c}$, and $N$. In a typical design, $\epsilon$ is specified by the allowable passband ripple $\delta_{p}$ by solving

$$
\begin{equation*}
\frac{1}{1+\epsilon^{2}}=\left(1-\delta_{p}\right)^{2} \tag{11.72}
\end{equation*}
$$

$\Omega_{c}$ is specified by the desired passband cutoff frequency, and $N$ is then chosen so that the stopband specs are met.

A similar treatment can be made for Chebyshev II filters (also called inverse Chebyshev). The Typell Chebyshev filter has a magnitude response that is monotonic in the passband and equiripple in the stopband. It can be obtained from the Typel Chebyshev filter by replacing $\epsilon^{2} T_{N}^{2}\left(\Omega / \Omega_{c}\right)$ in Eq. (11.71) by $\left[\epsilon^{2} T_{N}^{2}\left(\Omega_{c} / \Omega\right)\right]^{-1}$, resulting in the following magnitude-squared function:

$$
\begin{equation*}
\left|H_{a}(J \Omega)\right|^{2}=\frac{1}{1+\left[\epsilon^{2} T_{N}^{2}\left(\Omega_{c} / \Omega\right)\right]^{-1}} \tag{11.73}
\end{equation*}
$$

For the Chebyshev II filter, the parameter $\epsilon$ is determined by the allowable stopband ripple $\delta_{s}$ as follows:

$$
\begin{equation*}
\frac{\epsilon^{2}}{1+\epsilon^{2}}=\left(1-\delta_{s}\right)^{2} \tag{11.74}
\end{equation*}
$$

The order $N$ is determined so that the passband specs are met.
The Chebyshev filter is so called because the Chebyshev polynomials are used in the formula.

Elliptic Themagnituderesponse of an Elliptic filter is equiripple in both thepassband and stopband. It is optimal according to a weighted Chebyshev criterion. For a specified filter order and band edges, the magnitude response of the Elliptic filter attains the minimum weighted Chebyshev error. In addition, for a given order $N$, the transition width is minimized among all filters with the same passband and stopband deviations.

The magnitude-squared response of an Elliptic filter is given by:

$$
\begin{equation*}
\left|H_{a}(\jmath \Omega)\right|^{2}=\frac{1}{1+\epsilon^{2} E_{N}^{2}(\Omega)} \tag{11.75}
\end{equation*}
$$

where $E_{N}(\Omega)$ isaJacobian elliptic function [11]. Elliptic filters areso called becauseelliptic functions are used in theformula.

Remarks Note that, for these four filter types, the approximation is in the magnitude and no phase approximation is achieved. Also note that each of these filter types has a symmetric FIR counterpart.

The four types of IIR filters shown in Fig. 11.19 are usually obtained from analog prototypes via the bilinear transformation (BLT), as described in Section on page 11-32. The analog filter $H(s)$ is designed to approximatetheideal lowpass filter over theimaginary axis. TheBLT mapstheimaginary axis to the unit circle $|z|=1$, and is given by the change of variables, $s=K \frac{z-1}{z+1}$. This mapping preserves the optimality of the four classical filter types. Another method for obtaining IIR digital filters from analog prototypes is the impulse-invariant method [11]. In this method, the impulse response of a digital filter is obtained by sampling the continuous-time/space impulse response of the analog prototype. However, the impulse invariance method usually results in aliasing distortion and is appropriate only for bandlimited filters. For this reason, the bilinear transformation method is usually preferred.

Note that, for the four analog prototypes described above, the numerator degree of the designed digital IIR filter equals the denominator degree. ${ }^{5}$ For the design of digital IIR filters with unequal numerator and denominator degree, analytic techniques are available only for special cases (see Section 11.4.2). For other cases, iterative numerical methods are required.

Highpass, bandpass, and band-reject filters can also be obtained from analog prototypes (or from the digital versions) by appropriate frequency transformations [11]. Those transformations are generally useful only when the IIR filter has equal degree numerator and denominator, which is the case for the digital versions of the classical analog prototypes.

A fifth IIR filter for which closed form expressions are readily available is the all-pole filter that possesses a maximally flat group delay at $\omega=0$. In this case, no magnitude approximation is achieved. It should be noted that this filter is not obtained directly from the analog equivalent, the Bessel filter (the BLT does not preserve the maximally flat group delay characteristic). Instead, it can be derived directly in the digital domain [40]. For a specified filter order and DC group delay, the group delay of this filter attains the maximal number of vanishing derivatives at $\omega=0$. The particularly simple formula for $H(z)$ is

$$
\begin{equation*}
H(z)=\frac{\sum_{k=0}^{N} a_{k}}{\sum_{k=0}^{N} a_{k} z^{-k}} \quad \text { where } \quad a_{k}=(-1)^{k}\binom{N}{k} \frac{(2 \tau)_{k}}{(2 \tau+N+1)_{k}} \tag{11.76}
\end{equation*}
$$

where $\tau$ is the DC group delay, and the pochhammer symbol $(x)_{k}$ denotes the rising factorial: $(x) \cdot(x+1) \cdot(x+2) \cdots(x+k-1)$. An exampleisshown in Fig. 11.20, where it is evident that the
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FIGURE 11.19: Classical IIR digital filters.
magnitude response makes a poor lowpass filter. However, such a filter (1) can be cascaded with a symmetric FIR filter that improves the magnitude without affecting its phase linearity [41], and (2) is useful for fractional delay allpass filters as described in Section 11.4.2.2.

### 11.3.2.3 Comments and Generalizations

The design of IIR digital filters by transformation of classical analog prototypes is attractive because formulas exist for these filters. Unfortunately, digital filters so obtained necessarily possess an equal number of poles and zeros away from the origin. For some specifications, it is desired that the numerator and denominator degrees not be restricted to be equal.

Several authors haveaddressed thedesign and the advantages of IIR filters with unequal numerator and denominator degrees [42, 43, 44, 45, 46, 47, 48]. In [46, 49], Saramäki finds that the classical Elliptic and Chebyshev filter types are seldom the best choice. In [42] Jackson improves the Martinez/Parks algorithm and notes that, for equiripple filters, the use of just two poles "is often the most attractive compromise between computational complexity and other performance measures of interest."

Generally, thedesign of recursivedigital filtershavingunequal denominator and numerator degrees requires the use of iterative numerical methods. However, for some special cases, formulas are available. For example, a digital generalization of the classical Butterworth filter can be obtained with the formulas given in [50]. Figure 11.21 illustrates an example. It is evident from the figure, that some zeros of the filter contribute to the shaping of the passband. The zeros at $z=-1$ produce a flat behavior at $\omega=\pi$, while the remaining zeros, together with the poles, produce a flat behavior at $\omega=0$. The specified cut-off frequency determines the way in which the zeros are split between the $z=-1$ and the passband.

To illustrate the effect of various numerator and denominator degrees, examine a set of filters for which (1) the sum of the numerator degree and the denominator degree is constant, say 20, and (2) the cut-off frequency is constant, say $\omega_{c}=0.6 \pi$. By varying the number of poles from 0 to 10 in steps of 2 (so that the number of zeros is decreased from 20 to 10 in steps of 2), the filters shown in Fig. 11.22 are obtained.

Figure 11.22 also shows thenegative reciprocal of theslopeof themagnituderesponse at thecut-off frequency - this indicates the width of the transition band. Notice that, for this example, as the number of poles and zeros become more equal, the transition becomes sharper. It is interesting to note that the improvement is greatest when the number of poles is increased from 0 to 2 . When implementation issues aretaken into consideration, the filters with two or four poles appear to attain a good trade-off between performance and implementation complexity.

### 11.4 Other Developments in Digital Filter Design

### 11.4.1 FIR Filter Design

Ivan W. Selesnick, C. Sidney Burrus, Lina J. Karam, and James H. McClellan

### 11.4.1.1 Maximally Flat Real Symmetric FIR Filters

By requiring the derivatives of the amplitude function $A(\omega)$ to satisfy derivative constraints at $\omega=0$ and $\omega=\pi$, a lowpass filter is obtained having a very flat monotone response, see Fig. 11.23. The resulting design is very simple, efficient implementations of such filters exist [51, 52], and the filters have been found to be useful when used together [53] or in conjunction with other filters [54].


FIGURE 11.20: Maximally flat delay IIR filter, $N=6, \tau=1.2$.


FIGURE 11.21: Generalized Butterworth filter.

Such filters preserve the input signal around $\omega=0$ very well, and achieve very high attenuation in the stopband. The transition between the passband and stopband is wide, however. This design problem was introduced by Herrmann [55] and is formulated as follows.

Given $N=2 M+1$ and $K(1 \leq K \leq M)$, find a symmetric filter of length $N$ such that the amplitude response, given by

$$
\begin{equation*}
A(\omega)=h(M)+2 \sum_{n=1}^{M} h(M-n) \cos n \omega \tag{11.77}
\end{equation*}
$$

satisfies the following constraints:

1. $A(\omega=0)=1$
2. $\frac{\partial^{2 i}}{\partial^{2 i} \omega} A(\omega=0)=0$ for $i=1,2, \ldots, M-K$.
3. $\frac{\partial^{2 i}}{\partial^{2 i} \omega} A(\omega=\pi)=0$ for $i=0,1, \ldots, K-1$.

The odd indexed derivatives of $A(\omega)$ are automatically zero at $\omega=0$, so they do not need to be specified. The solution has the property that $A^{(i)}(\omega=0)=0$ for $i=1, \ldots, 2(M-K)+1$ and $A^{(i)}(\omega=\pi)=0$ for $i=1, \ldots, 2 K-1$. These equations are linear in the unknown filter coefficients; however, they are ill-conditioned. Fortunately, the solution can be written in closed form in several ways [55, 56].

It is convenient to use the transformation $x=\frac{1}{2}(1-\cos \omega)$, then the solution can be written [55] as

$$
\begin{equation*}
A(x)=(1-x)^{K} \sum_{n=0}^{M-K} d(n) x^{n} \tag{11.78}
\end{equation*}
$$

where

$$
\begin{equation*}
d(n)=\binom{K-1+n}{n}=\frac{(K-1+n)!}{(K-1)!n!} . \tag{11.79}
\end{equation*}
$$

The transfer function has $2 K$ zeros at $z=-1$, and these are the only stopband zeros. The zeros not lying at $z=-1$ can be found by computing the roots of $\sum_{n=0}^{M-K} d(n) x^{n}$ and mapping them back


FIGURE 11.22: The filters for which the cut-off frequency is $\omega_{o}=0.6 \pi$, and for which the sum of the number of poles and the number of zeros is $20 . N$ denotes the number of poles.
to the $z$ domain via $z=1-2 x \pm \sqrt{(2 x-1)-1}$. This equation is understood by writing $\cos \omega$ as $\frac{1}{2}\left(e^{j \omega}+e^{-j \omega}\right)$ and, in turn, as $\frac{1}{2}\left(z+\frac{1}{z}\right)$.

For the special case $2 K=M+1$, the polynomial $A(x)$ in Eq. (11.78) has become famous for its role in D aubechies' construction of compactly supported orthogonal wavelets [57].

Given a desired cut-off frequency and transition width, design formulas have been found [55, 58] that give approximate values for $N$ and $K$. In particular, Kaiser reported that the filter length is approximately inversely proportional to the square of the transition width: $M \approx\left(\frac{\pi}{\omega_{b}-\omega_{a}}\right)^{2}$ where $\omega_{b}$ is that frequency at which $A(\omega)=0.05$ and $\omega_{a}$ is that frequency at which $A(\omega)=0.95$. Accordingly, halving the width of the transition band requires increasing the filter length by roughly a factor of four.

Because the filter has $2 K$ zeros at $z=-1$ the number of multiplications can be reduced by extracting the factor $\left(\frac{1+z^{-1}}{2}\right)^{2 K}$ as is indicated in Eq. (11.78). (This factor can be implemented without multiplications.) The large dynamic range of $d(n)$ can be avoided by using the structure suggested by Vaidyanathan [52] that uses the observation $d(n)=\frac{K+n-1}{n} d(n-1)$. A multiplierless implementation based on the De Casteljau algorithm is described in [51].

Theformulas above permit only an approximate specification of the cut-off frequency - theonly parameters the user controls is $N$ and $K$. For $N=21$, Fig. 11.24 illustrates the filters obtained by letting $K=5$ and $K=6$. Call them $h_{1}(n)$ and $h_{2}(n)$. To obtain a maximally flat symmetric filter having a half-magnitude frequency ${ }^{6} \omega_{o}$ between those of $h_{1}$ and $h_{2}$, a weighted average of $h_{1}$ and $h_{2}$ can be used [59, 60]. The desired filter is $h(n)=c \cdot h_{1}(n)+(1-c) \cdot h_{2}(n)$ where $c=\left(0.5-H_{2}\left(\omega_{o}\right)\right) /\left(H_{1}\left(\omega_{o}\right)-H_{2}\left(\omega_{o}\right)\right)$. For $\omega_{o}=0.56 \pi$, the response of the new filter $h(n)$ is shown as a dashed line in Fig. 11.24.

## Remarks

- Extremely good at $\omega=0$ and $\omega=\pi$.

[^15]

FIGURE 11.23: Maximally flat filter, $N=41, K=14$.


FIGURE 11.24: Three maximally flat filters, $N=21$.

- Simpledesign.
- Efficient implementations.
- Smooth impulse response.
- Widetransition.


### 11.4.1.2 The Affine Filter Structure

It is frequently useful to employ the structure shown in Fig. 11.25, the transfer function of which is

$$
\begin{equation*}
H(z)=H_{1}(z) H_{2}(z)+H_{3}(z) . \tag{11.80}
\end{equation*}
$$

In many cases, $H_{2}(z)$ and $H_{3}(z)$ are already known or determined, and it is desired that $H_{1}(z)$ be designed so that theoverall transfer function approximates a desired transfer function $D(z)$ according to some chosen criteria.


FIGURE 11.25: Affine filter structure.

Notethat (1) if $h_{1}, h_{2}$, and $h_{3}$ are each symmetric, (2) if $h_{1} * h_{2}$ has the sametype of symmetry as $h_{3}$, and (3) if $h_{1} * h_{2}$ and $h_{3}$ are of the same length, then the filter Eq. (11.80) is itself symmetric. In this case, designing $H_{1}(z)$ by minimizing either the weighted square error or the weighted Chebyshev error is particularly straightforward. An equivalent problem isobtained asfollows, havinga modified desired function and a modified weighting function.

Let the amplitudes of the filters be $A_{1}(\omega), A_{2}(\omega)$, and $A_{3}(\omega)$, where $A_{1}(\omega)=Q(\omega) P(\omega)$ and $P(\omega)$ is a cosinepolynomial as in Table11.1. Then $A(\omega)=Q(\omega) P(\omega) A_{2}(\omega)+A_{3}(\omega)$. First consider
the design via the Chebyshev norm:

$$
\begin{equation*}
\|E(\omega)\|_{\infty}=\max _{\omega}|\bar{W}(\omega)(P(\omega)-\bar{D}(\omega))| \tag{11.81}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{W}(\omega)=W(\omega) Q(\omega) A_{2}(\omega) \quad \bar{D}(\omega)=\frac{D(\omega)-A_{3}(\omega)}{Q(\omega) A_{2}(\omega)} . \tag{11.82}
\end{equation*}
$$

Theminimization of Eq. (11.81) can be accomplished by the Parks-M cClellan algorithm or by linear programming if it is required that additional linear constraints be satisfied.

For the least squares error:

$$
\begin{equation*}
\|E(\omega)\|_{2}=\left(\frac{1}{\pi} \int_{0}^{\pi} \bar{W}(\omega)(P(\omega)-\bar{D}(\omega))^{2} d \omega\right)^{\frac{1}{2}} \tag{11.83}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{W}(\omega)=W(\omega)\left(Q(\omega) A_{2}(\omega)\right)^{2} \quad \bar{D}(\omega)=\frac{D(\omega)-A_{3}(\omega)}{\left(Q(\omega) A_{2}(\omega)\right)^{2}} . \tag{11.84}
\end{equation*}
$$

The minimization of Eq. (11.83) can be accomplished by solving the linear system Eq. (11.33), or Eq. (11.39) if it is required that additional linear constraints be satisfied.

In somedesign problems, the form of Eq. (11.80) is useful because it describes a parameterization (or constraint) where $H_{1}(z)$ represents the available degrees of freedom [61, 62, 63].

Prefilters In addition, the design of filters having low implementation complexity often employsthestructurein Fig. 11.25. Onestrategy is to choosetransfer functions $\mathrm{H}_{2}(z), \mathrm{H}_{3}(z)$, having very low implementation complexity - such filters may have crude frequency responses, but they can often be implemented without multipliers and few additions. $H_{1}(z)$ is then designed so that the overall transfer function meets the specified requirements.

This approach, introduced in [64], is often called "prefiltering," especially when $H_{3}(z)=0$. In this case, $H_{2}(z)$ is the prefilter. Prefilters are filters having (1) very low implementation complexity, but (2) imperfect frequency responses. In thiscase, $H_{1}(z)$ is sometimes called an equalizer. In [64], it is shown that this approach provides benefits in (1) reduced computational complexity, (2) reduced sensitivity to coefficient quantization, and (3) reduced roundoff noise. For narrowband filters, this approach gives a particularly good reduction in implementation complexity.

One class of prefilters [64, 65] is obtained by combining recursive running sum (RRS) building blocks. ${ }^{7}$ The RRS filter is simple to implement and has all its zeros equally spaced on the unitcircle (except at $z=1$ ). Other prefilters are obtained from cyclotomic polynomials [66] - all the roots of which lie on the U.C. Because all the coefficients are simple small integers [the first 105 cyclotomic polynomials (CPs) have coefficients in $\{-1,0,1\}]$, CPs can be implemented as filters without requiring multipliers. In [67], it is shown that the problem of designing prefilters from CPs can be formulated as an optimization problem with linear objective functions by applying the logarithm to the transfer function of the CP prefilter. The design problem is then solved in [67] by mixed integer linear programming.

IFIR Filters Another useful structure has the transfer function $H_{1}\left(z^{M}\right) H_{2}(z)$ [54]. The impulse response of $H_{1}\left(z^{M}\right)$ is sparse, so arithmetic complexity is reduced. A timedomain interpretation emerges by considering the convolution of $h_{1}(M n)$ and $h_{2}(n)$. $h_{2}(n)$ fills in, or interpolates, the gaps in $h_{1}(M n)$. This structure is particularly well suited for efficient implementations of narrow band lowpass filters. For other frequency responses, the generalization is masking, see for example[17].
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### 11.4.1.3 Nonsymmetric or Nonlinear Phase FIR Filter Design

Although the requirement that an FIR filter be real and symmetric simplifies the filter approximation problem, it is sometimes more restrictivethan is desirable. The following scenarios motivate the consideration of nonsymmetric and/or non-linear phase FIR filters:

1. In somecases, phaselinearity is of littleimportanceand it is moreimportant that the delay be low. Recall that the group delay of a symmetric filter is half its filter order. This delay is higher than necessary. In other cases, exactly linear phase is not required, but some degree of phase linearity is desired. It is then desirable to sacrifice exactly linear phase in exchange for delay reduction and/or delay control. The desired constant delay can be specified by explicitly including the phase or desired group delay as part of the design specifications as indicated in the following subsection on optimal design of FIR filters. The resulting designed nearly linear-phase filter has a conjugate symmetric frequency response and a real-valued, nonsymmetric, impulse response (See Design Examples at the end of the subsection on optimal design of FIR filters).
2. Sometimes it is required that $H(\omega)$ approximate a desired nonsymmetric or nonlinear phase frequency response $D(\omega) .{ }^{8}$ Examples include equalizer design [68], fractional delay filter design [21], and seismic migration filter design [2].

In each case, the additional degrees of freedom that are made available by giving up symmetry or phase linearity can be used to improve the phase and/or magnitude response.

Approaches to the design of nonsymmetric and/or non-linear phase FIR filters fall roughly into at least three categories:

1. General complex approximation (see"Optimal Design of FIR Filters with Arbitrary M agnitude and Phase, below). Given an arbitrary desired frequency response $D(\omega)$, the best Chebyshev, or least square, approximation is found. For the Chebyshev criterion, the approximation is significantly more difficult in the general complex case than in thereal symmetric case. Recently, several algorithms have been presented for designing general filters in the Chebyshev sense [2, 3, 4, 5, 69, 141, 143].
2. Design of minimum-phase filters by spectral factorization of square magnitude approximation [70]. This is a very effective technique, and it can be used in conjunction with the maximally flat, least square, and Chebyshev criterion.
3. The simultaneous approximation of magnitude and group delay. There is little theory to facilitate the solution to this nonlinear problem, but see [71, 72, 73, 74, 75, 142] and "Delay Variation of M aximally Flat FIR Filters" .

### 11.4.1.4 Optimal Design of FIR Filters with Arbitrary Magnitude and Phase

As indicated before, the alternation theorem [76] is at the basis of the Parks-McClellan (second Remez exchange) algorithm described in Section 11.3.1. Karam and McClellan recently extended the alternation theorem from the real-only to the general complex case [2]. As a result, they derived an efficient multiple-exchange algorithm [3, 10] for the design of optimal FIR filters with arbitrary magnitude and phase specifications approximated in the Chebyshev sense. Both causal and noncausal filters with complex or real-valued impulse responses can be designed. In addition, the Karam-M cClellan al gorithm exactly reduces to theclassic Parks-McClellan (second Remez exchange) algorithm when real-only or imaginary-only filtersaredesigned and is, therefore, a truegeneralization

[^17]of the classic Remez algorithm to the complex case. A version of the Karam-McClellan algorithm (cremez) is currently available as part of the Signal Processing Toolbox in M atlab ${ }^{\top \mathrm{M}}$ (Version 5).

Problem Formulation The complex FIR filter design problem may be stated as follows.
Let $D(\omega)$ be the desired magnitude and phase of the filter frequency response defined on a compact frequency subset $B \subset[-\pi, \pi) . D(\omega)$ is to be approximated by an FIR filter having a frequency response $H(\omega)$ and an impulse response $h_{n}, n=N_{1}, \ldots, N_{2}$, of length $N=N_{2}-N_{1}+1$. The filter design problem consists in finding the filter coefficients $\left\{h_{n}\right\}$ that will minimize the Chebyshev error norm

$$
\begin{equation*}
\|E(\omega)\|=\max _{\omega \in B}\{|D(\omega)-H(\omega)|\}, \tag{11.85}
\end{equation*}
$$

where

$$
\begin{equation*}
H(\omega)=\sum_{n=N_{1}}^{N_{2}} h_{n} e^{-j \omega n} \tag{11.86}
\end{equation*}
$$

The error norm (11.85) can include a real, strictly positive, and continuous weighting function $W(\omega)$ on $B$ by simply replacing $D(\omega)$ with $W(\omega) D(\omega)$ and $H(\omega)$ with $W(\omega) H(\omega)$.

Notethat thisformulation will handleboth causal filters ( $N_{1} \geq 0$ ) and noncausal filters ( $N_{1}<0$ ). Although some authors [77] have reported an ill-conditioned behavior when using Eq. (11.86), the error (11.85) can be rewritten so that the problem is well-posed by removing a linear phaseterm due to $N_{1}$. This new problem, with a guaranteed unique optimal solution, results by rewriting $D(\omega)$ and $H(\omega)$ with respect to a linear phase term as

$$
\begin{equation*}
D(\omega)=e^{-j \frac{N_{1}+N_{2}}{2} \omega} A(\omega) \tag{11.87}
\end{equation*}
$$

and

$$
\begin{equation*}
H(\omega)=e^{-j \frac{N_{1}+N_{2}}{2} \omega} H_{n c}(\omega) . \tag{11.88}
\end{equation*}
$$

Thelinear phase $e^{-j \frac{N_{1}+N_{2}}{2} \omega}$ does not affect themagnitude of theerror (11.85); so the design problem works with the following equivalent expression for the error magnitude:

$$
\begin{equation*}
|E(\omega)|=\left|A(\omega)-H_{n c}(\omega)\right| . \tag{11.89}
\end{equation*}
$$

The function $H_{n c}(\omega)$ can be expressed as a linear combination of real basis functions satisfying the H aar Condition [ 2,78 ]:

$$
H_{n c}(\omega)= \begin{cases}\sum_{k=0}^{(N-1) / 2} \alpha_{k} \cos k \omega+\sum_{k=1}^{(N-1) / 2} \beta_{k} \sin k \omega, & N \text { odd }  \tag{11.90}\\ \sum_{k=0}^{(N-2) / 2}\left[\alpha_{k} \cos \left(k+\frac{1}{2}\right) \omega+\beta_{k} \sin \left(k+\frac{1}{2}\right) \omega\right], & N \text { even }\end{cases}
$$

The H aar condition [76, 79], which is satisfied by the $\cos ()$ and $\sin ()$ basis functions, guarantees that the optimal solution is unique and that the set of extremal points of the optimal error function, $E_{o}(\omega)$, consists of at least $n+1$ points, where $n$ is the number of approximating basis functions.

The parameters $\left\{\alpha_{k}, \beta_{k}\right\}$ in Eq. (11.90) are the complex coefficients that need to be determined such that $H_{n c}(\omega)$ best approximates $A(\omega)$. The filter coefficients $\left\{h_{n}\right\}$ can be very easily obtained from $\left\{\alpha_{k}, \beta_{k}\right\}$ [78]. Usually, the number of approximating basis functions in Eq. (11.90) is $n=N$, but this number is reduced by half when $A(\omega)$ issymmetric (all $\left\{\beta_{k}\right\}$ are equal to 0 ), or antisymmetric (all $\left\{\alpha_{k}\right\}$ are equal to 0 ).

The Design Algorithm A main strategy in Chebyshev approximation is to work on sparse finite subsets, $B_{s}$, of the desired frequency set $B$ and relate the optimal error on $B_{s}$ to the optimal error on $B$. The norm of the optimal error on $B_{s}$ will always be a lower bound to the error norm on $B$ [79]. If $\left\|E_{s}\right\|$ denotes the optimal error norm on the sparse set $B_{s}$, and $\left\|E_{o}\right\|$ the optimal error norm on $B$, the design problem on $B$ is solved by finding thesubset $B_{s}$ on which $\left\|E_{s}\right\|$ is maximal and equal to its upper bound $\left\|E_{o}\right\|$. This could be done by iteratively constructing new subsets $B_{s}$ with monotonically increasing error norms $\left\|E_{s}\right\|$. For that purpose, two main issues must be addressed in developing the approximation algorithm:

1. Finding an efficient way to compute the best approximation $H_{s}(\omega)$ on a given subset $B_{s}$ of $r$ points ( $r \geq n+1$ ).
2. Devising a simple strategy to construct a new subset $B_{s}$ where the optimal error norm $\left\|E_{s}\right\|$ is guaranteed to increase.

Whilein thereal caseit issufficient to consider subsetscontaining $r=n+1$ points, theminimal subset size $r$ is not known a priori in the complex case. The fundamental theorem of complex Chebyshev approximation tells us that $r$ can take any value between $n+1$ and $2 n+1$. It is desirable, whenever possible, to keep the size of the subsets, $B_{s}$, small since the computational complexity increases with the size of $B_{s}$. The case where $r=n+1$ points is important because, in that case, it was shown [2] that the best approximation on a subset of $n+1$ points can be simply computed by solving a linear system of equations. So, the first issue is directly resolved.

In addition, by exploiting the alternation property ${ }^{9}$ of the complex optimal error on $B_{s}$ efficient multi-point exchange rules can be derived and the second issue is easily resolved. These exchange rules were derived in $[2,78]$ resulting in the very efficient complex Remez algorithm which iteratively constructsbest approximations on subsets of $n+1$ points with monotonically increasing error norms $\left\|E_{s}\right\|$.

The complex Remez algorithm terminates when finding the set $B_{s}$ having the largest error norm ( $\left\|E_{s}\right\|=|\delta|$ ) among all subsets consisting of exactly $n+1$ points. This complex Remez multipleexchangealgorithm converges to theoptimal Chebyshev solution on $B$ when theoptimal error $E_{o}(\omega)$ satisfies an alternating property [78]. Otherwise, the computed solution is optimal over a reduced set $B^{\prime} \subset B$. In this latter case, the maximal error norm $|\delta|$ over the sets of $n+1$ points is strictly less than, but usually very close to, the upper bound $\left\|E_{o}\right\|$. To compute the optimum over $B$, subsets consisting of more than $n+1(r>n+1)$ need to be considered. Such sets are constructed by the second stage of the new algorithm presented in [3, 10], starting with the solution generated by the initial complex Remez stage.

When $r>n+1$, both issues mentioned above are much harder to resolve. In particular, a simple and efficient point-exchange strategy, where the size of $B_{s}$ is kept minimal and constant, does not seem possible when $r>n+1$. The approach in $[3,10]$ is to use a second ascent stage for constructing a sequenceof best approximations on subsets of $r$ points ( $r>n+1$ ) with monotonically increasingerror norms(ascent strategy). Thealgorithm starts with thebest approximation on subsets of $n+1$ points (minimum possible size) using the very efficient complex Remez algorithm [2] and then continues constructing the sequence of best approximations with increasing error norms on subsets $B_{s}$ of more than $n+1$ points by means of a second stage. Since the continuous domain $B$ is represented by a dense set of discrete points, the proposed design algorithm must yield an approximation of maximum norm in a finite number of iterations since there is a finite number of distinct subsets $B_{s}$ containing $r(n+1 \leq r \leq 2 n+1)$ points in the discrete set $B$.

[^18]A detailed block diagram of the design algorithm is shown in Fig. 11.26. The two stages of thenew algorithm have the same basic ascent structure. They both consist of the two main steps shown in Fig. 11.26, and they only differ in the way these steps are implemented.

A detailed block diagram of thecomplex Remez stage(Stage1) isalso shown in Fig. 11.27. Notethat when $D(\omega)$ is real-valued, $\delta$ will al so bereal and, therefore, thereal phase-rotated error $E_{r}(\omega)$ is equal to $\pm E(\omega)$. In thiscase, thepresented algorithm reducesto theParks-M cClellan algorithm asmodified by McCallig [80] for approximating general real-valued frequency responses in theChebyshev sense. M oreover, for many problems, the resulting initial approximation computed by the complex Remez method is the optimal Chebyshev solution and, thus, the second stage of the algorithm does not need to execute. Even when the resulting initial solution is not optimal, it has been observed that the computed deviation $|\delta|$ is very close to the optimal error norm $\left\|E_{o}\right\|$ (its upper bound).

Asindicated above, the second stageis invoked only when the complex Remez stage(Stage 1) results in a subset optimal solution. In this case, the initial set $B_{s}$ of Stage 2 is formed by taking the set of all local maxima of the error corresponding to the final solution computed by Stage 1. The resulting $B_{s} \subset B$ would then contain $r$ points, where $n+1<r \leq 2 n+1$. The best approximation on the constructed subset, $B_{s}$, is computed by means of a generalized descent method [10, 78] suitably adapted for minimizing the nondifferentiable Chebyshev error norm. The total number of ascent iterations is independent of the method used for computing the best solution $H_{s}(\omega)$ on $B_{s}$. Then, the new sets, $B_{s}$, are constructed by locating and adding the new local maxima of the error on $B$ to the current subset, $B_{s}$, and by removing from $B_{s}$ those points where theerror magnitude is relatively small. So, the size of the constructed subsets varies up and down. The algorithm terminates when all the extremal points of $E(\omega)$ are in $B_{s}$.

It should be noted that each iteration of Stage 2 includes descent iterations, which we will refer to as descent steps. ${ }^{10}$ An observation in relation to the complexity of the two stages of the algorithm is in order. The initial complex Remez stage is extremely efficient and does not produce any significant overhead. H owever, one iteration of the second stage includes several descent steps, each one having higher computational complexity than the initial complex Remez stage. For convenience, the term major iterations will be used to refer to the iterations of the second stage. From the discussion above, it follows that the initial complex Remez stage is comparable to one step in a major iteration and can thus be regarded as an initialization step in the first major iteration.

An interesting analogy of the proposed two-stage algorithm with the first and second algorithms of Remez can be made. It should be noted that both Remez algorithms can be used for solving real onedimensional Chebyshev approximation problems satisfying the $H$ aar condition. The two real Remez algorithms involve the solution of a sequence of discrete problems [81]: at each iteration, a finite discrete subset, $B_{s}$, is defined and the best Chebyshev approximation is computed on $B_{s}$. In the second algorithm of Remez, the successive subsets $B_{s}$ contain exactly $n+1$ points: an initial subset of $n+1$ points is replaced by $n+1$ local maxima of the current real error function. In the first algorithm of Remez, the initial point set contains at least $n+1$ points, and these points are supplemented at each iteration by theglobal maximum of thecurrent approximation error. Asshown in [2], the complex Remez stage (Stage 1) of the new proposed algorithm is a generalization of the second Remez algorithm to the complex case and reduces to it when real-valued or pure imaginary functions are approximated. On the other hand, the second stage of the proposed algorithm can be compared to the first Remez algorithm in that the size of the constructed subsets $B_{s}$ is variable and is greater than $n+1$, except at the initial iteration. A main difference between the second stage and the first Remez algorithm is that the second stage is based on a multiple-exchange strategy while the
${ }^{10}$ The simplex method of linear programming could also be used for the descent steps.
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Stage 2


FIGURE 11.26: Block diagram of the Karam-M cClellan design algorithm. $|\delta|$ isthemaximal optimal deviation on the sets $B_{s}$ consisting of $n+1$ points in $B .\|\mathrm{E}\|$ is the Chebyshev error norm on $B$.


FIGURE 11.27: Block diagram of the complex Remez (Stage 1) algorithm.
first algorithm of Remez is a single-exchange method.
Descent Steps In what follows, we describe the generalized descent method and the simplex method which can be used in Step 1 of Stage 2 to compute the optimal Chebyshev solution on the discrete set of points $B_{s}$. The descent method presented in this section is based on the work of Demjanov-M alozemov [82, 83] and Wolfe [84], and is suitably adapted for minimizing the nondifferentiableChebyshev error norm.

Let $D(\omega)$ be the function that is to be approximated on $B_{s}$, and let $H_{s, 0}(\omega)$ be an initial approximation given by the basis coefficient vector

$$
\begin{equation*}
\mathbf{c}_{0}=\left[c_{01}, c_{02}, \ldots, c_{0 n}\right]^{T} \tag{11.91}
\end{equation*}
$$

whose elements are the $n$ (complex or real) coefficients associated with the $\cos ()$ and/or $\sin ()$ basis functions $\left\{\phi_{i}\right\}_{i=0}^{n}$. The superscript $T$ in Eq. (11.91) refers to the transpose operation. The descent method iteratively generates a sequence $\left\{\mathbf{c}_{k}\right\}$ of basis coefficient vectors, $\left\{\mathbf{d}_{k}\right\}$ of perturbation vectors,
and $\left\{t_{k}\right\}$ of positive scalars such that

$$
\begin{equation*}
\mathbf{c}_{k+1}=\mathbf{c}_{k}+t_{k} \mathbf{d}_{k} \tag{11.92}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|E_{s, k+1}(\omega)\right\| \leq\left\|E_{s, k}(\omega)\right\| \quad \text { for } \omega \in B_{s} \tag{11.93}
\end{equation*}
$$

where $E_{s, k}(\omega)$ is the approximation error

$$
\begin{equation*}
E_{s, k}(\omega)=D(\omega)-H_{s, k}(\omega)=D(\omega)-\sum_{i=1}^{n} c_{k i} \phi_{i}(\omega) \tag{11.94}
\end{equation*}
$$

and $k$ is the iteration number. The perturbation vectors $\left\{\mathbf{d}_{k}\right\}$ correspond to descent directions and $\left\{t_{k}\right\}$ must be chosen so that $\left\|E_{k}(\omega)\right\|$ would significantly decrease at the next iteration. Once $\mathbf{d}_{k}$ is chosen, a line search method could be used to find the optimal $t_{k}$ for a maximum decrease of $\left\|E_{s, k}(\omega)\right\|$ along the direction $\mathbf{d}_{k}$. Alternatively, a more efficient procedure for finding the best $t_{k}$ was presented in [83, pp. 109-112]. Standard gradient techniques cannot be used in this case for generating the directions $\left\{\mathbf{d}_{k}\right\}$ since the Chebyshev error norm is a nondifferentiable function of the coefficient vector c.

With $r$ denoting the number of points in $B_{s}$, the Chebyshev approximation problem can be reformulated as the minimization of the function

$$
\begin{equation*}
\varphi(\mathbf{C})=\max _{i \in(1, \ldots, r)} e_{i}(\mathbf{c}) \tag{11.95}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{i}(\mathbf{c})=\left|D\left(\omega_{i}\right)-\Phi_{i}^{T} \mathbf{c}\right|^{2} \tag{11.96}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{i}=\left[\phi_{1}\left(\omega_{i}\right), \phi_{2}\left(\omega_{i}\right), \ldots, \phi_{n}\left(\omega_{i}\right)\right]^{T} \tag{11.97}
\end{equation*}
$$

Each $e_{i}(\mathbf{c})$ is a convex differentiable function with a complex gradient vector $g_{i}$ given by

$$
\begin{equation*}
g_{i}=\frac{\partial e_{i}(\mathbf{c})}{\partial \mathbf{c}}=-2 \bar{\Phi}_{i} E_{i} \tag{11.98}
\end{equation*}
$$

where $\bar{\Phi}_{i}$ is the complex conjugate of $\Phi_{i}$, and $E_{i}=D\left(\omega_{i}\right)-\Phi_{i}^{T} \mathbf{c}$. Note that $g_{i}$ is a vector in the $n$-dimensional complex space $Z_{n}$ which is isomorphic to the $2 n$-dimensional real Euclidean space $R_{2 n}$. A point $z=\left(z_{1}, \ldots, z_{n}\right) \in Z_{n}$, with complex coordinates $z_{j}=\alpha_{j}+j \beta_{j}$, corresponds to the point $z=\left(\alpha_{1}, \ldots, \alpha_{n}, \beta_{1}, \ldots, \beta_{n}\right) \in R_{2 n}$. In what follows, $g_{i}$ refers to the real vector in $R_{2 n}$.

For a given coefficient vector $\mathbf{c}$, consider the set of extremal indices $I_{e}(\mathbf{c})$ defined as

$$
\begin{equation*}
I_{e}(\mathbf{c})=\left\{i \in(1, \ldots, r): e_{i}(\mathbf{c})=\varphi(\mathbf{c})\right\} . \tag{11.99}
\end{equation*}
$$

In other words, $I_{e}(\mathbf{c})$ contains every index $i$ (corresponding to the $i$ th point $\omega_{i}$ in $B_{s}$ ) for which $E(\omega)$ attains its maximum on $B_{s}$. Letting

$$
\begin{equation*}
G(\mathbf{c})=\left\{g_{i}: i \in I_{e}(\mathbf{c})\right\}, \tag{11.100}
\end{equation*}
$$

consider the convex hull $G_{c}(\mathbf{C})$ of $G(\mathbf{C}) . G_{c}(\mathbf{C})$ is a polyhedron in $R_{2 n}$ and there is a unique point $g_{\min } \in G_{c}(\mathbf{c})$ having minimum Euclidean norm [85]. The following gradient characterization results for $\varphi(\mathbf{C})[82,85]$

$$
\begin{equation*}
\nabla \varphi(\mathbf{c})=g_{\min } \tag{11.101}
\end{equation*}
$$

and $-g_{\min }$ is the direction of steepest descent at $\mathbf{c}$. Note that $\nabla \varphi(\mathbf{c})$ depends only on the set of extremal points represented by $I_{e}(\mathbf{c})$. So, the problem of finding the steepest descent direction
reduces to the problem of finding the point of smallest norm in the convex hull of a given finite point set. An algorithm especially designed for that calculation has been presented by Wolfe [84]. The filter coefficient vector $\mathbf{c}_{o}$ minimizes $\varphi(\mathbf{c})$, and therefore the approximation error norm $\left\|E_{s}\right\|$, if and only if

$$
\begin{equation*}
\nabla \varphi\left(\mathbf{C}_{o}\right)=0 \tag{11.102}
\end{equation*}
$$

or, equivalently [see Eq. (11.101)],

$$
\begin{equation*}
0 \in G_{c}\left(\mathbf{c}_{o}\right) \tag{11.103}
\end{equation*}
$$

Using Eq. (11.98), it can be shown that theoptimality condition (11.103) reduces to the Kolmogoroff optimality criterion for Chebyshev approximation [86, p. 21].

While a direct generalization of the steepest descent method does not in general lead to convergence [82, 85], successive approximation and conjugate subgradient methods based on Eq. (11.101) have been developed for minimizing nondifferentiable functions [83, 85, 87]. The descent method presented in this section is based on the techniques presented in [83] and [84]. It is suitably adapted for solving the Chebyshev approximation problem, which was reformulated as Eqs. (11.95 through 11.97), and, consequently, for solving the filter design problem. Before describing the steps of the proposed descent method, some new definitions are needed. Define

$$
\begin{equation*}
I_{e, \epsilon}(\mathbf{C})=\left\{i \in(1, \ldots, r): \varphi(\mathbf{c})-e_{i}(\mathbf{c}) \leq \epsilon\right\}, \quad \epsilon \geq 0 \tag{11.104}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{\epsilon}(\mathbf{C})=\left\{g_{i}: i \in I_{e, \epsilon}(\mathbf{C})\right\} . \tag{11.105}
\end{equation*}
$$

Also, let $G_{c, \epsilon}(\mathbf{C})$ denotetheconvex hull of $G_{\epsilon}(\mathbf{C})$ and $g_{\min , \epsilon}$ thepoint in $G_{c, \epsilon}(\mathbf{C})$ nearest to theorigin. Clearly, $I_{e, 0}(\mathbf{C})=I_{e}(\mathbf{C}), G_{0}(\mathbf{c})=G(\mathbf{C}), G_{c, 0}(\mathbf{C})=G_{c}(\mathbf{C})$, and $g_{\text {min }, 0}=g_{\text {min }}$.

The basic steps of the descent algorithm can now be summarized as follows:

1. Set initial parameters. Fix two parameters $\epsilon_{0}>0$ and $\rho_{0}>0$, and take an initial approximation $\mathbf{c}_{0}$ on the desired set $B_{s}$, i.e., $\phi_{s, 0}(x)=\sum_{i=1}^{n} c_{0 i} \phi_{i}(x)$. Suggested values for $\epsilon_{0}$ and $\rho_{0}$ are $\epsilon_{0}=0.012$ and $\rho_{0}=1.0$. Since the passage from $\mathbf{c}_{k}$ to $\mathbf{c}_{k+1}(k=$ $0,1, \ldots)$ is effected the same way, suppose that the $k$ th approximation $\mathbf{c}_{k}$ is already computed.
2. Set current approximation and accuracy. Set $\mathbf{c}=\mathbf{c}_{k}, \epsilon=\epsilon_{0} / 2^{k}$, and $\rho=\rho_{0} / 2^{k}$.
3. Compute the $\epsilon$-gradient, $g_{\text {min }, \epsilon}$. Find the point $g_{\text {min }, \epsilon}$ of $G_{c, \epsilon}(\mathbf{C})$ nearest to the origin using the technique by Wolfe [84].
4. Check accuracy of current approximation. If $\left\|g_{\text {min }, \epsilon}\right\| \leq \rho$, go to Step 8 .
5. Compute the $\epsilon$-steepest descent direction $\mathbf{d}_{k}$

$$
\begin{equation*}
\mathbf{d}_{k}=-\frac{g_{\min , \epsilon}}{\left\|g_{\min , \epsilon}\right\|} \tag{11.106}
\end{equation*}
$$

6. Determine the best step size $t_{k}$. Consider the ray

$$
\begin{equation*}
\mathbf{c}(t)=\mathbf{c}+t \mathbf{d}_{k} \tag{11.107}
\end{equation*}
$$

and determine $t_{k} \geq 0$ such that

$$
\begin{equation*}
\varphi\left(\mathbf{C}\left(t_{k}\right)\right)=\min _{t \geq 0} \varphi(\mathbf{C}(t)) \tag{11.108}
\end{equation*}
$$

7. Refine approximation accuracy. Set $\mathbf{c}=\mathbf{c}\left(t_{k}\right)$ and repeat from Step 3.
8. Compute generalized gradient, $g_{\text {min }}$. The technique by Wolfe [84] is used to find the point $g_{\text {min }}$ of $G_{c}\left(\mathbf{c}_{k}\right)$ nearest to the origin (see also [83, Appendix IV]).
9. Check stopping criteria. If $g_{\min } \equiv \mathbf{0}$, then $\mathbf{c}$ is the vector of the coefficients of the best approximation $H_{s}(\omega)$ of the function $D(\omega)$ on $B_{s}=\left\{\omega_{i}: i=1, \ldots, r\right\}$ and the algorithm terminates.
10. Update approximation and repeat with higher accuracy. The approximation $\mathbf{c}_{k+1}$ is now given by

$$
\begin{equation*}
\mathbf{c}_{k+1}=\mathbf{c} \tag{11.109}
\end{equation*}
$$

## Return to Step 2.

This successive approximation descent method is guaranteed to converge, as shown in [83].
Descent via the Simplex Method [4, 88] Other general optimization techniques (e.g., the simplex method of linear programming $[4,88]$ ) can also beused instead of the descent method in the second stage of the proposed algorithm. The advantage of the linear-programming method over the generalized descent method is that additional linear constraints can be incorporated into the design problem.

Using the real rotation theorem [11, p. 122]

$$
\begin{equation*}
|z|=\max _{-\pi \leq \theta<\pi} \operatorname{Re}\left\{z e^{j \theta}\right\}, \quad \text { where } z \text { complex, } \tag{11.110}
\end{equation*}
$$

the complex filter design problem on the frequency set $B_{s}$ can be restated as the following linear approximation problem: find the optimal length $-N$ impulse response $\mathbf{h}^{*}=\left[h_{N_{1}} \ldots h_{N_{2}}\right]^{*}$ such that

$$
\begin{equation*}
\delta\left(\mathbf{h}^{*}\right)=\min _{\mathbf{h}} \delta(\mathbf{h}) \tag{11.111}
\end{equation*}
$$

where

$$
\begin{aligned}
\delta(\mathbf{h}) & =\max _{\omega \in B_{s}} \max _{-\pi \leq \theta<\pi}\left(\operatorname{Re}\left\{E(\omega) e^{j \theta}\right\}\right) \\
E(\omega) & =D(\omega)-H(\omega) \quad[\text { refer to Eq. (11.86)]. }
\end{aligned}
$$

This problem can, in turn, beformulated as a linear program by defining

$$
\begin{aligned}
\mathbf{u} & =\left[h_{N_{1}}^{r}, \ldots, h_{N_{2}}^{r}, h_{N_{1}}^{i}, \ldots, h_{N_{1}}^{i}, \delta\right] \\
\mathbf{k} & =[0, \ldots, 0,0, \ldots, 0,1]
\end{aligned}
$$

where $h_{n}^{r}=\operatorname{Re}\left\{h_{n}\right\}, h_{n}^{i}=\operatorname{Re}\left\{h_{n}\right\}$, and $\delta=\mathbf{u} \mathbf{k}^{T}$. The resulting linear program becomes

$$
\begin{equation*}
\min _{\mathbf{u}} \mathbf{u} \mathbf{k}^{T} \tag{11.112}
\end{equation*}
$$

subject to $\operatorname{Re}\left\{E(\omega) e^{j \theta}\right\} \leq \delta$, for all $\omega \in B_{s}$ and $\theta \in[-\pi, \pi]$. Alternatively, the dual linear program can be formulated and solved $[4,88]$.

Design Examples In the following design examples, the filter specifications are given in terms of the normalized frequency $f=\omega / 2 \pi$.

Low Delay Filters with Nearly Linear Phase In many signal processing applications, linearphase systems are particularly desirable because the effect of exact linear-phase is a perfect delay. While exactly linear-phase causal filters exhibit a constant group delay, the delay they introduce is proportional to the filter length $N$ and is always equal to $(N-1) / 2$. This delay may be unacceptably large, especially when using filters having a high degree of selectivity (sharp cutoff edges). Furthermore, in real-time applications (e.g., real-time speech and video processing), selective filters are required to have a constant group delay that is as small as possible. M inimum-phaseFIR filters cause less delay, but introduce phase distortion which may have a severe effect on the shapeof the processed signal. Chen and Parks [89] observed that the desired group delay which gives the minimum error deviation can be smaller than that of an exactly linear-phase filter of the same length.

Complex approximation can be used to design filters that have less delay than the exactly linearphasefilter of the samelength, and which have approximately a constant group delay in thepassband. Theresulting complex filters are called "nearly linear-phase" and areobtained by defining the desired linear-phase frequency response to be:

$$
D(\omega)=\left\{\begin{align*}
e^{-j \tau_{i} \omega}, & \omega \in i^{\text {th }} \text { passband }  \tag{11.113}\\
0, & \omega \in \text { stopbands }
\end{align*}\right.
$$

where $\tau_{i}$ is the desired group delay in the $i$ th passband. Since the phase term is explicitly included in the approximation problem, the desired delay is fixed ( $\tau_{i}$ ) and is not determined by the FIR filter length $N$. M oreover, increasing $N$ does not increase the group delay, but potentially leads to a better approximation of the desired constant delay. The definition of $D(\omega)$ should be conjugate symmetric. Then thefrequency response of the optimal Chebyshev filter approximating Eq. (11.113) will also be conjugate symmetric [79, p. 27] and, therefore, the approximating filter coefficients will be real-valued.

Figure 11.28 shows the properties of a reduced delay, length-32, FIR filter designed with the following desired specifications:

$$
\begin{array}{ll}
\text { Desired: } & D(f)= \begin{cases}e^{-j(2 \pi f) 12.5} & \text { if } 0 \leq|f| \leq 0.06 \\
0 & \text { if } 0.12 \leq|f| \leq 0.5\end{cases} \\
\text { Weight: } & W(f)= \begin{cases}1 & \text { if }|f| \leq 0.06 \\
10 & \text { if } 0.12 \leq|f| \leq 0.5\end{cases}
\end{array}
$$

Theterm "reduced delay" refers to thefact that the desired group delay ( $\tau=12.5$ ) is set to besmaller than $(N-1) / 2=15.5$, which is the delay of an exactly linear-phase filter. The complex Remez stage of the multiple exchange algorithm converges to the optimal solution in 11 exchange steps. The resulting optimal filter has a Chebyshev error norm $\left\|E_{\text {opt }}\right\|=|\delta|=0.0439$. The FIR filter's group delay (Fig. 11.28(b)) corresponds to the nearly linear-phase characteristic in the passband. Note that the optimal error (Fig. 11.28(c)) assumes its maximum value at $N+2$ extremal points with an alternating phase shift of $\pi$. This alternation can be clearly seen from the plot of the real phase-rotated error $E_{r}(f)$ in Fig. 11.28(c).

Real-Valued or Exactly Linear-PhaseFilters Thereal-valued filter design problem corresponds to the case where the function $A(\omega)$, given by Eq. (11.87), reduces to a real-valued function. In this case, theinitial complex Remez stage(Stage1 described above) alwaysconvergesto theuniqueoptimal solution of the desired function $D(\omega)$ on the specified frequency bands $B$.

Figure 11.29 shows the characteristics of the exactly linear-phase filter corresponding to the nearly linear-phase filter shown in Fig. 11.28; i.e., the same design specifications were used except that the


FIGURE 11.28: Example 1 - nearly linear-phase filter, $N=32$. (a) FIR filter magnitude response in dB. (b) FIR filter (solid) and desired filter (dashed) passband group delays. (c) M agnitude of the weighted error (top), and real phase-rotated weighted error (bottom).
delay is set to be equal to $(N-1) / 2=15.5$ in the passband, because $N=32$ in this example. The complex Remez stageconverged to theoptimal solution in eight exchangesteps. Theresultingoptimal filter has an optimal error norm $\left\|E_{\text {opt }}\right\|=|\delta|=0.04956$ which is larger than the corresponding reduced delay, nearly linear-phase filter of Fig. 11.28, which indicates that a nearly linear-phase filter not only can have less group delay but also a reduced Chebyshev error norm. Note that although the phase specifications were explicitly included as part of the approximation problem, the exactly linear-phase optimal solution was obtained as expected.

Seismic Migration Filters The objective of seismic migration is to define the boundaries of the earth layers [90, 91]. For this purpose, downward propagating waves are initiated by acoustic sources at the earth. Then themigration procedure starts with the wave field measured at the earth's surface and computes the wave field values at all desired depths. This extrapolation operation is performed using a digital space-time filter whose frequency response approximates

$$
\begin{equation*}
D\left(k_{x}, \omega\right)=D_{A}\left(\frac{k_{x}}{\Delta x}, \frac{\omega}{\Delta t}\right)=\exp \left\{j \frac{\Delta z}{\Delta x} \sqrt{\frac{\Delta x^{2}}{\Delta t^{2}} \frac{\omega^{2}}{v^{2}}-k_{x}^{2}}\right\} \tag{11.114}
\end{equation*}
$$

where $k_{x}$ is the spatial frequency and $\omega$ is the temporal frequency. The extrapolation in depth is usually done for a fixed frequency $\omega_{o}$ and a fixed velocity $v_{o}$. The process is repeated for other frequency and velocity values using frequency- and velocity-dependent migration filters. Therefore, for a fixed ratio $\omega_{o} / v_{o}, D\left(k_{x}, \omega_{o}\right)=D\left(k_{x}\right)$ is a 1-D migration filter with a cutoff frequency equal to $\alpha=(\Delta x / \Delta t)\left(\omega_{o} / v_{o}\right)$. The objective of the migration filter design problem is to approximate the ideal frequency response $D\left(k_{x}\right)$. Since $D\left(k_{x}\right)$ is a complex-valued even-symmetric function, it can


FIGURE 11.29: Example 2 - exactly linear-phase lowpass filter, $N=32$. (a) FIR filter magnitude responsein dB. (b) FIR filter (solid) and desired filter (dashed) passband group delays. (c) M agnitude of the weighted error (top), and real phase rotated weighted error (bottom).
be approximated by an $N$-length FIR digital filter whose frequency response is given by [92]

$$
\begin{equation*}
H\left(k_{x}\right)=h_{o}+2 \sum_{n=1}^{(N+1) / 2} h_{n} \cos n k_{x} \tag{11.115}
\end{equation*}
$$

where the filter coefficients $h_{n}$ are complex-valued. Note that, even if a symmetry constraint is not imposed on the FIR filter, the resulting optimal filter will be even-symmetric when an odd-length filter is used to approximate $D\left(k_{x}\right)$. This property follows directly from Chebyshev approximation theory [79, p. 27]. The approximation of $D\left(k_{x}\right)$ needs mostly to be accurate in the region $\left|k_{x}\right|<|\alpha|$ (passband) which corresponds to the wavenumbers $\left(k_{x}\right)$ for which waves are propagating [90, 93]. The evanescent region $\left|k_{x}\right|>|\alpha|$ (stopband) will contain little or no energy.

Figure 11.30 displays the properties of theoptimal, length-31, seismic migration filter that approximates the following specifications:

Desired: $\quad D(f)= \begin{cases}e^{j \sqrt{(2)^{2}-(2 \pi f)^{2}}} & \text { if }|f| \leq 2 \sin \left(75^{\circ}\right) / 2 \pi \\ 0 & \text { if } 2 / 2 \pi \leq|f| \leq 0.5\end{cases}$
Weight: $\quad W(f)= \begin{cases}500 & \text { if }|f| \leq 2 \sin \left(75^{\circ}\right) / 2 \pi \\ 1 & \text { if } 2 / 2 \pi \leq|f| \leq 0.5\end{cases}$
For this design example, the starting impulse response index is $N_{1}=-15$. The large passband weighting is used to force an almost perfect match in the passband. In fact, for migration filters, the approximation need only be accurate in the passband as long as the stopband magnitude deviation is not larger than unity [93, p. 361]. The optimal solution was obtained in five major iterations. Since $D(f)$ is symmetric with respect to $f=0$, the resulting optimal filter is also symmetric with an
optimal error $\left\|E_{o}\right\|=0.9755$. The lower bound | $\delta \mid$, which is computed by the complex Remez stage, is 0.9704 .


FIGURE 11.30: Example 3 - seismic migration filter, $N=31$. (a) FIR filter magnitude response in dB. (b) FIR filter (solid) and desired filter (dashed) passband phase responses. (c) M agnitude of the weighted error (top), and real phase-rotated weighted error (bottom). (d) Phase error in passband.

### 11.4.1.5 Design of Minimum-Phase FIR Filters

A minimum-phase FIR lowpass filter whose magnitude response is optimal in the Chebyshev senseismost conveniently designed by first designing asymmetric FIR filter [63, 70]. By modifying an equiripplesymmetric filter, a new filter can beobtained, the amplitude of which is nonnegative. That filter can then be spectrally factored to obtain a filter whose magnitude is equiripple. For example, see Fig. 11.31.

The top row in Fig. 11.31 illustrates a filter $h(n)$ obtained using the Parks-M cClellan program. Let $\delta_{1}$ and $\delta_{2}$ denote the deviations from 1 and 0 in the passband and stopband, respectively. By adding $\delta_{2}$ to $h(15)$, and then scaling $h(n)$ appropriately, the filter illustrated in the second row of Fig. 11.31 is obtained. The amplitude response of that filter is nonnegative and the zeros of that filter lying on the unit circle are doublezeros. That being the case, that filter can be spectrally factored to obtain the filter shown in thethird row of Fig. 11.31. Thenew nonsymmetric filter has a smaller delay, although its phase is nonlinear. Note that the frequency response magnitude of the nonsymmetric filter is the square root of that of the filter from which it was obtained. Denote the deviations from 1 and 0 in the passband and stopband of thenonsymmetric filter by $\delta_{p}$ and $\delta_{s}$. Then, thefollowing relationship holds [63]:

$$
\begin{equation*}
\delta_{1}=\frac{4 \delta_{p}}{2+2 \delta_{p}^{2}-\delta_{s}^{2}} \tag{11.116}
\end{equation*}
$$


(a)



(b)

FIGURE 11.31: Design of a minimum-phaseFIR filter whosemagnituderesponse is optimal in the Chebyshev sense


FIGURE 11.31: Design of a minimum-phase FIR filter whose magnitude response is optimal in the Chebyshev sense (continued).

$$
\begin{equation*}
\delta_{2}=\frac{\delta_{s}^{2}}{2+2 \delta_{p}^{2}-\delta_{s}^{2}} \tag{11.117}
\end{equation*}
$$

Given specifications for $\delta_{p}$ and $\delta_{s}$, Eqs. (11.116) and (11.117) give the appropriate values to guide the design of the prototype symmetric FIR filter.

This method can also beused for theChebyshev design of minimum-phasebandpassfilters, aslong as the stopband error in each stopband is equally weighted. If this is not the case, then the Remez exchange algorithm, used in the Parks-M cClellan algorithm, can be modified so that it produces symmetric filters whose amplitude functions are nonnegative. The appropriate modification is simple: the interpolation equations in the Remez algorithm of the form $A\left(\omega_{i}\right)=-\delta$ are to be replaced by interpolation equations of the form $A\left(\omega_{i}\right)=0$. The resulting symmetric FIR filters can then be spectrally factored. This modification makes possible the design of equiripple minimumphase FIR bandpass filters where the stopband ripple in each band does not have to be the same. If a least squares error criterion is used, then symmetric filters with non-negative amplitudes can be obtained by using a constrained least squares method.

### 11.4.1.6 Delay Variation of Maximally Flat FIR Filters

Consider theproblem of givingup exactly linear-phasefor approximately linear-phasein return for a smaller delay. This problem was also considered in Section on page 11-44. By subjecting the frequency response magnitude and the group delay (individually) to differing numbers of flatness constraints, a family of nonsymmetric lowpass maximally flat FIR filters is obtained [94]. This approach is appropriate when:

1. Exactly linear phase is not required.
2. Some degree of phase linearity is desired.
3. A maximally flat frequency response is desired.

The resulting filters can be made to have approximately linear phase in the passband and a smaller group delay at $\omega=0$, in comparison to a symmetric filter of equal length.

Problem Formulation Let $F(\omega)$ denotethe squaremagnitude response: $F(\omega)=|H(\omega)|^{2}$, let $G(\omega)$ denote the group delay: $G(\omega)=-\frac{\partial}{\partial \omega} \angle H(\omega)$. Given the flatness parameters $K, L, M$, (with $K>0, M \geq 0, L \leq M$ ), find $N$ filter coefficients $h(0), \ldots, h(N-1)$ such that:

1. $N=K+L+M+1$.
2. $F(0)=1$.
3. $H(z)$ has a root at $z=-1$ of order $K$.
4. $F^{(2 i)}(0)=0$ for $i=1, \ldots, M$.
5. $G^{(2 i)}(0)=0$ for $i=1, \ldots, L$.

The odd indexed derivatives of $F(\omega)$ and $G(\omega)$ are automatically zero at $\omega=0$, so they do not need to be specified. Linear-phase filters and minimum-phase filters result from the special cases $L=M$ and $L=0$, respectively.

This problem gives rise to nonlinear equations. Consequently, the existence of multiple solutions should not be surprising and, indeed, that istruehere. It is informativeto construct a tableindicating the number of solutions as a function of $K, L$, and $M$. It turns out that the number of solutions is independent of $K$. The number of solutions as a function of $L$ and $M$ is indicated in Table 11.2 for the first few $L$ and $M$. M any solutions have complex coefficients or possess frequency response magnitudes that are unacceptable between 0 and $\pi$. For this reason, it is useful to tabulate the number of real solutions possessing monotonic responses, as is done in Table 11.3. From Table 11.3, two distinct regions emerge. Define two regions in the ( $L, M$ ) plane. Define region I as all pairs

TABLE 11.2 Total Number of Solutions

|  |  | $L$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| M | 0 | 1 |  |  |  |  |  |  |  |
|  | 1 | 2 | 3 |  |  |  |  |  |  |
|  | 2 | 4 | 4 | 5 |  |  |  |  |  |
|  | 3 | 8 | 6 | 6 | 7 |  |  |  |  |
|  | 4 | 16 | 8 | 8 | 8 | 9 |  |  |  |
|  | 5 | 32 | 16 | 10 | 10 | 10 | 11 |  |  |
|  | 6 | 64 | 26 | 12 | 12 | 12 | 12 | 13 |  |
|  | 7 | 128 | 48 | 24 | 14 | 14 | 14 | 14 | 15 |

( $L, M$ ) for which

$$
\left\lfloor\frac{M-1}{2}\right\rfloor \leq L \leq M .
$$

Define region II as all pairs ( $L, M$ ) for which

$$
0 \leq L \leq\left\lfloor\frac{M-1}{2}\right\rfloor-1 .
$$

SeeTable 11.4. It turns out that for $(L, M)$ in region I, all the variables in the problem formulation, except $G(0)$, are linearly related and can beeliminated, yielding a polynomial in $G(0)$; the details are given in [94]. For region II, no similarly simple technique is yet available (except for $L=0$ ).

TABLE 11.3 Number of Real M onotonic
Solutions, N ot Counting Time-Reversals

|  |  | $L$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|  | 0 | 1 |  |  |  |  |  |  |  |
|  | 1 | 1 | 1 |  |  |  |  |  |  |
|  | 2 | 1 | 1 | 1 |  |  |  |  |  |
|  | 3 | 2 | 1 | 1 | 1 |  |  |  |  |
| M | 4 | 2 | 1 | 1 | 1 | 1 |  |  |  |
|  | 5 | 4 | 2 | 1 | 1 | 1 | 1 |  |  |
|  | 6 | 4 | 2 | 1 | 1 | 1 | 1 | 1 |  |
|  | 7 | 8 | 4 | 2 | 1 | 1 | 1 | 1 | 1 |

Design Examples Figures 11.32 and 11.33 illustrate four different FIR filters of length 13 for which $K+L+M=12$. Each of these filters has 6 zeros at $z=-1(K=6)$ and 6 zeros contributing to the flatness of the passband at $z=1(L+M=6)$. The four filters shown were obtained using the four values $L=0,1,2,3$.

When $L=3, M=3$, the symmetric filter shown in Fig. 11.32 is obtained. This filter is most easily obtained using formulas for maximally flat symmetric filters [55]. When $L=0, M=6$, the minimum-phasefilter shown in Fig. 11.33 is obtained. Thisfilter is most easily obtained by spectrally factoring a length 25 maximally flat symmetric filter. The other two filters shown ( $L=2, M=4$ and $L=1, M=5$ ) cannot be obtained using the formulas of Herrmann. They provide a compromise solution.

Observethat for thefilters shown, theway in which the passband zeros aresplit between theinterior of the unit circle and its exterior is given by the values $L$ and $M$. For real monotonic solutions in region I, this is true in general - even though the location of these zeros in this regard was not part of the way in which the problem was formulated.

It may beobserved that the cut-off frequencies of thefour filtersin Fig. 11.32 are unequal. This is to beexpected becausethe cut-off frequency (denoted $\omega_{o}$ ) was not included in theproblem formulation





Impulse response





FIGURE 11.32: A selection of nonlinear-phase maximally flat filters of length 13 (for which $K+L+$ M9999 by dreqreeschcilter shown, the zero at $z=-1$ is of multiplicity 6 .

TABLE 11.4 Regions I and II



FIGURE 11.33: The magnitude responses and group delays of the filters shown in Fig. 11.32.
above. In the problem formulation, both the cut-off frequency and the DC group delay can be only indirectly controlled by specifying $K, L$, and $M$.

Continuously Tuning $\omega_{o}$ and $G(0)$ To understand the relationship between $\omega_{o}, G(0)$ and $K, L, M$, it is useful to consider $\omega_{o}$ and $G(0)$ as coordinates in a plane. Then each solution can be indicated by a point in the $\omega_{o}-G(0)$ plane. For $N=13$, those region I filters that are real and possess monotonic responses appear as the vertices in Fig. 11.34.

To obtain filters of length 13 for which $\left(\omega_{o}, G(0)\right)$ lie within one of the sectors, two degrees of flatness must be given up. (Then $K+L+M+3=N$, in contrast to item 1 in the problem formulation above.) In this way arbitrary (noninteger) DC group delays and cut-off frequencies can be achieved exactly. This is ideally suited for applications requiring fractional delay lowpass filters.

The flatness parameters of a point in the $\omega_{o}-G(0)$ plane are the (component-wise) minimum of the flatness parameters of the vertices of the sector in which the point lies [94].

Reducing the Delay To design a set of filters of length 13 for which $\omega_{o}=0.636 \pi$ and for which $G(0)$ is varied from 3.5 to 6 in increments of 0.5 , Fig. 11.34 is used to determinetheappropriate
flatnessparameters - they aretabulated in Table11.5. Theresulting responses areshown in Fig. 11.35. It can be seen that the delay can be reduced while maintaining relatively constant group delay around $\omega=0$, with no magnitude response degradation.


FIGURE 11.34: Specification sectors in the $\omega_{o}-G(0)$ planefor length 13 filters in region I. The vertices arepoints at which $K+L+M+1=13$. Thethreeintegers by each vertex aretheflatness parameters ( $K, L, M$ ).

TABLE 11.5 The Flatness
Parameters for the Filters Shown in
Fig. 11.35.

| $N$ | $\omega_{0} / \pi$ | $G(0)$ | $K$ | $L$ | $M$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3.5 | 3 | 2 | 5 |
|  |  | 4 | 3 | 2 | 5 |
| 13 | 0.636 | 5 | 4 | 2 | 4 |
|  |  | 5.5 | 3 | 3 | 4 |
|  |  | 6 | 4 | 3 | 4 |
|  |  |  | 3 |  |  |

### 11.4.1.7 Combining Criteria in FIR Filter Design

Ivan W. Selesnick and C. Sidney Burrus

Savitzky-Golay Filters The Savitzky-Golay filters are one example where two of the above described criteria arecombined. Thetwo criteriathat are combined in theSavitzky-Golay filter are(1) maximally flat behavior (Section on page 11-37) and (2) least squares error (Section on page 11-19). Interestingly, the Savitzky-Golay filters illustrate an equivalence between digital lowpass filtering and


FIGURE 11.35: Length 13 filters obtained by giving up two degrees of flatness and by specifying that the cut-off frequency be $0.636 \pi$ - and that the specified DC group delay be varied from 3.5 to 6 .
the smoothing of noisy data by polynomials [63, 95, 96]. As a consequence of this equivalence, Savitzky-Golay filters can be obtained by two different derivations. Both derivations assume that a sequence $x(n)$ is available, where $x(n)$ is composed of an unknown sequence of interest $s(n)$, corrupted by an additive zero-mean white noise sequence $r(n): x(n)=s(n)+r(n)$. The problem is the estimation of $s(n)$ from $x(n)$ in a way that minimizes the distortion suffered by $s(n)$. Two approaches yield the Savitzky-Golay filters: (1) polynomial smoothing and (2) moment preserving maximal noise reduction.

Polynomial Smoothing Suppose a set of $N=2 M+1$ contiguous samples of $x(n)$, centered around $n_{0}$, can be well approximated by a degree $L$ polynomial in the least squares sense. Then an estimate of $s\left(n_{0}\right)$ is given by $p\left(n_{0}\right)$ where $p(n)$ is the degree $L$ polynomial that minimizes

$$
\begin{equation*}
\sum_{k=-M}^{M}\left(p\left(n_{o}+k\right)-x\left(n_{o}+k\right)\right)^{2} . \tag{11.118}
\end{equation*}
$$

It turns out that the estimate of $s\left(n_{0}\right)$ provided by $p\left(n_{0}\right)$ can bewritten as

$$
\begin{equation*}
p\left(n_{0}\right)=(h * x)\left(n_{0}\right) \tag{11.119}
\end{equation*}
$$

where $h(n)$ istheSavitzky-Golay filter of length $N=2 M+1$ and smoothing parameter $L$. Therefore, the smoothing of noisy data by polynomials is equivalent to lowpass FIR filtering. Assuming $L$ is odd, with $L=2 K+1, h(n)$ can be written [63] as

$$
h(n)= \begin{cases}C_{K} \frac{1}{n} q_{2 K+1}(n) & n= \pm 1, \ldots, \pm M  \tag{11.120}\\ C_{K} q_{2 K+1}^{\prime}(0) & n=0\end{cases}
$$

where

$$
\begin{equation*}
C_{K}=(-1)^{K} \frac{(2 K+1)!}{(K!)^{2}} \prod_{k=-K}^{K} \frac{1}{2 M+2 k+1} \tag{11.121}
\end{equation*}
$$

and the polynomials $q_{l}$ are generated via the recurrence

$$
\begin{equation*}
q_{0}(n)=1 \quad q_{1}(n)=n \tag{11.122}
\end{equation*}
$$

$$
\begin{equation*}
q_{l+1}(n)=\frac{2 l+1}{l+1} n q_{l}(n)-\frac{l(2 M+1+l)(2 M+1-l)}{4(l+1)} q_{l-1}(n) . \tag{11.123}
\end{equation*}
$$

$q_{l}^{\prime}(n)$ denotes the derivative of $q_{l}(n)$.
The impulse response (shifted so that it is casual) and frequency response amplitude of a length 41, $L=13$, Savitzky-Golay filter is shown in Fig. 11.36. As is evident from the figure, Savitzky-Golay filters havepoor stopband attenuation - however, they areoptimal according to thecriteria by which they are designed.


FIGURE 11.36: Savitzky-Golay filter, $N=41, L=13$, ( $K=6$ ). (a) Impulse response. (b) Magnitude response.

Moment PreservingMaximal NoiseReduction Consider again theproblem of estimating $s(n)$ from $x(n)$ via FIR filtering.

$$
\begin{align*}
y(n) & =\left(h_{1} * x\right)(n)  \tag{11.124}\\
& =\left(h_{1} * s\right)(n)+\left(h_{1} * r\right)(n)  \tag{11.125}\\
& =y_{1}(n)+e_{r}(n) \tag{11.126}
\end{align*}
$$

where $y_{1}(n)=\left(h_{1} * s\right)(n)$ and $e_{r}(n)=\left(h_{1} * r\right)(n)$. Consider designing $h_{1}(n)$ by minimizing the variance of $e_{r}(n), \sigma^{2}(n)=E\left[e_{r}^{2}(n)\right]$. Because $\sigma^{2}(n)$ isproportional to $\left\|h_{1}\right\|_{2}^{2}=\sum_{n=-M}^{M} h_{1}^{2}(n)$, the filter minimizing $\sigma^{2}(n)$ is the zero filter, $h_{1}(n) \equiv 0$. However, the zero filter also eliminates $s(n)$. A more useful approach requires that $h_{1}(n)$ preserve the moments of $s(n)$ up to a specified order $L$. Definethe $l$ th moment:

$$
\begin{equation*}
m_{l}[s]=\sum_{n=-M}^{M} n^{l} s(n) . \tag{11.127}
\end{equation*}
$$

The requirement that $m_{l}\left[y_{1}\right]=m_{l}[s]$ for $l=0, \ldots, L$, is equivalent to the requirement that $m_{0}\left[h_{1}\right]=1$ and $m_{l}\left[h_{1}\right]=0$ for $l=1, \ldots, L$. The filter $h_{1}(n)$ is then obtained by the problem formulation

$$
\begin{equation*}
\operatorname{minimize} \quad\left\|h_{1}\right\|_{2}^{2} \tag{11.128}
\end{equation*}
$$

subject to

$$
\begin{align*}
& m_{0}\left[h_{1}\right]=1  \tag{11.129}\\
& m_{l}\left[h_{1}\right]=0 \quad \text { for } l=1, \ldots, L . \tag{11.130}
\end{align*}
$$

As shown in [63, 96], the solution $h_{1}(n)$ is the Savitzky-Golay filter [Eq. (11.120)].
It should be noted that the problem formulated in Eqs. (11.128) through (11.130) is equivalent to the least squares approach, as described in Section on page 11-42: minimize Eq. (11.30) with $D(\omega)=0, W(\omega)=1$ subject to the constraints

$$
\begin{align*}
A(\omega=0) & =1  \tag{11.131}\\
A^{(i)}(\omega=0) & =0 \quad \text { for } \quad i=1, \ldots, L . \tag{11.132}
\end{align*}
$$

(These derivative constraints can be expressed as $\mathbf{G a}=\mathbf{b}$ ). As such, the solution to Eq. (11.41) is the Savitzky-Golay filter [Eq. (11.120)] — however, with the constraints (11.131, 11.132), theresulting linear system (11.41) is numerically ill-conditioned. Fortunately, the explicit solution (11.120) eliminates the need to solve ill-conditioned equations.

Structure for Symmetric FIR Filter Having Flat Passband Definethetransfer function $G(z)=$ $z^{-M}-H(z)$, where $H(z)=\sum_{n=0}^{2 M+1} h(n) z^{-n}$ and $h(n)$ is the length $N=2 M+1$ Savitzky-Golay filter in Eq. (11.120), shifted so that it is casual, as in Fig. 11.36. The filter $G(z)$ is a highpass filter that satisfies derivative constraints at $\omega=0$. It follows that $G(z)$ possesses a zero at $z=1$ of order $2 K+2$, and so can be expressed as $G(z)=(-1)^{K+1}\left(\frac{1-z^{-1}}{2}\right)^{2 K+2} H_{1}(z)$. Accordingly, ${ }_{1} 11$ the transfer function of a symmetric filter of length $N=2 M+1$, satisfying Eqs. (11.131 and 11.132), can be written as

$$
\begin{equation*}
H(z)=z^{-M}-(-1)^{K+1}\left(\frac{1-z^{-1}}{2}\right)^{2 K+2} H_{1}(z) \tag{11.133}
\end{equation*}
$$

where $H_{1}(z)$ is a symmetric filter of length $N-2 K-2=2(M-K)-1$. The amplitude response of $H(z)$ is

$$
\begin{equation*}
A(\omega)=1-\left(\frac{1-\cos \omega}{2}\right)^{K+1} A_{1}(\omega) \tag{11.134}
\end{equation*}
$$

where $A_{1}(\omega)$ is the amplitude response of $H_{1}(z)$. Equation (11.133) structurally imposes the desired derivativeconstraints ( $11.131,11.132$ ) with $L=2 K+1$, and reducestheimplementation complexity by extracting the multiplierless factor $\left(\frac{1-z^{-1}}{2}\right)^{2 K+2}$. In addition, this structure possesses good passband sensitivity properties with respect to coefficient quantization [97].

Equation (11.133) is a special case of the affine form (11.80). Accordingly, as discussed in Section on page 11-42, $h_{1}(n)$ in Eq. (11.133) could be obtained by minimizing Eq. (11.83), with suitably defined $\bar{D}(\omega)$ and $\bar{W}(\omega)$. Although this is unnecessary for the design of Savitzky-Golay filters, it is useful for the design of other symmetric filters for which $A(\omega)$ is flat at $\omega=0$, for example, the design of such filters in the least squares sense with various $W(\omega)$ and $D(\omega)$, or the design of such filters according to the Chebyshev norm.

## Remarks

- Solution to two optimal smoothing techniques: (1) polynomial smoothing and (2) moment preserving maximal noise reduction.
- Explicit formulas for solution.
- Excellent at $\omega=0$.

$$
{ }^{11} \text { Note that }-\left.1 \cdot\left(\frac{1-z^{-1}}{2}\right)^{2}\right|_{z=e^{j \omega}}=e^{-j \omega}\left(\frac{1-\cos \omega}{2}\right) \text {, so the amplitude response of }-1 \cdot\left(\frac{1-z^{-1}}{2}\right)^{2} \text { is } \frac{1-\cos \omega}{2} .
$$

- Polynomial assumption for $s(n)$.
- Poor stopband attenuation.

Flat Passband, Chebyshev Stopband Theuseof afilter havingavery flat passband isdesirable because it minimizes the distortion of low frequency signals. However, in the removal of high frequency noisefrom alow frequency signal by lowpass filtering, it is often desirablethat thestopband attenuation be greater than that offered by a Savitzky-Golay filter. One approach [98] minimizes the weighted Chebyshev error, subject to the derivative constraints (11.131, 11.132) imposed at $\omega=0$. As discussed above, the form (11.133) facilitates the design and implementation of such filters. To describe this approach [97], let the desired amplitude and weight function be as in Eq. (11.44). For the form (11.133), $A_{2}(\omega)$ and $A_{3}(\omega)$ in Section on page $\mathbf{1 1}$ - 42 are given by $A_{2}(\omega)=-\left(\frac{1-\cos \omega}{2}\right)^{K}$ and $A_{3}(\omega)=1 . H_{1}(z)$ can then be designed by minimizing Eq. (11.81) via the Parks-M cClellan algorithm. Passband monotonicity, which is sometimes desired, can be ensured by setting $K_{p}=0$ in Eq. (11.44) [99]. Then the passband is shaped by the derivative constraints at $\omega=0$ that are structurally imposed by Eq. (11.133).

Figure 11.37 illustrates a length 41 symmetric filter, whose passband is monotonic. The filter shown was obtained with $K=6$ and

$$
D(\omega)=0 \quad \omega \in\left[\omega_{s}, \pi\right] \quad W(\omega)=\left\{\begin{array}{cc}
0 & \omega \in\left[0, \omega_{s}\right]  \tag{11.135}\\
1 & \omega \in\left[\omega_{s}, \pi\right]
\end{array}\right.
$$

where $\omega_{s}=0.3387 \pi$. Because $W(\omega)$ is positive only in the stopband, $\omega_{p}$ is not part of the problem formulation.


FIGURE 11.37: Lowpass FIR filter designed via minimization of stopband Chebyshev error subject to derivative constraints at $\omega=0$.

Bandpass Filters To design bandpass filters having very flat passbands, one specifies a passband frequency, $\omega_{p}$, where one wishes to impose flatness constraints. The appropriate form is $H(z)=z^{-(N-1) / 2}+H_{1}(z) H_{2}(z)$ with

$$
\begin{equation*}
H_{2}(z)=\left(\frac{1-2\left(\cos \omega_{p}\right) z^{-1}+z^{-2}}{4}\right)^{K} \tag{11.136}
\end{equation*}
$$

where $N$ is odd, and $H_{1}(z)$ is a filter whose impulse response is symmetric and of length $N-2 K$. The overall frequency response amplitude $A(\omega)$ is given by

$$
\begin{equation*}
A(\omega)=1+(-1)^{K}\left(\frac{\cos \omega_{p}-\cos \omega}{2}\right)^{K} A_{1}(\omega) . \tag{11.137}
\end{equation*}
$$

As above, $H_{1}(z)$ can be found via the Parks-M cClellan algorithm. Monotonicity of the passband on either side of $\omega_{p}$ can be ensured by weighting the passband by 0 , and by taking $K$ to be even. The filter of length 41 illustrated in Fig. 11.38 was obtained by minimizing theChebyshev error with $\omega_{p}=0.25 \pi, K=8$, and

$$
D(\omega)=0 \quad W(\omega)= \begin{cases}1 & \omega \in\left[0, \omega_{1}\right]  \tag{11.138}\\ 0 & \omega \in\left[\omega_{1}, \omega_{2}\right] \\ 1 & \omega \in\left[\omega_{2}, \pi\right]\end{cases}
$$

where $\omega_{1}=0.1104 \pi$ and $\omega_{2}=0.3889 \pi$.


FIGURE 11.38: Bandpass FIR filter designed via minimization of stopband Chebyshev error subject to derivative constraints at $\omega=0.25 \pi$.

Constrained Least Square The constrained least square approach to filter design provides a compromise between the square error and Chebyshev criteria. This approach produces least square error and best Chebyshev filters as special cases, and is motivated by an observation madeby Adams [100]. Least square filter design is based on the assumption that the size of the peak error can be ignored. Likewise, filter design according to the Chebyshev norm assumes the integral square error is irrelevant. In practice, however, both of these criteria are often important. Furthermore, the peak error of a least square filter can be reduced with only a slight increase in the square error. Similarly, the square error of an equiripple filter can be reduced with only a slight increase in the Chebyshev error [100, 8]. In Adams' terminology, both equiripple filters and least square filters are inefficient.

Problem Formulation Suppose the following are given: the filter length $N$, the desired response $D(\omega)$, a lower bound function $L(\omega)$, and an upper bound function $U(\omega)$, where $D(\omega)$, $L(\omega)$, and $U(\omega)$ satisfy

1. $L(\omega) \leq D(\omega)$
2. $U(\omega) \geq D(\omega)$
3. $U(\omega)>L(\omega)$.

Find the filter of length $N$ that minimizes

$$
\begin{equation*}
\|E\|_{2}^{2}=\frac{1}{\pi} \int_{0}^{\pi} W(\omega)(A(\omega)-D(\omega))^{2} d \omega \tag{11.139}
\end{equation*}
$$

such that (1) the local maxima of $A(\omega)$ do not exceed $U(\omega)$ and (2) the local minima of $A(\omega)$ do not fall below $L(\omega)$.

Design Examples Figure 11.39 illustrates two length 41 filters obtained by minimizing Eq. (11.139), subject to the bound constraints, where

$$
\begin{align*}
D(\omega) & = \begin{cases}1 & \omega \in\left[0, \omega_{c}\right] \\
0 & \omega \in\left(\omega_{c}, \pi\right]\end{cases}  \tag{11.140}\\
W(\omega) & = \begin{cases}1 & \omega \in\left[0, \omega_{c}\right] \\
20 & \omega \in\left(\omega_{c}, \pi\right]\end{cases}  \tag{11.141}\\
L(\omega) & = \begin{cases}1-\delta_{p} & \omega \in\left[0, \omega_{c}\right] \\
-\delta_{s} & \omega \in\left(\omega_{c}, \pi\right]\end{cases}  \tag{11.142}\\
U(\omega) & = \begin{cases}1+\delta_{p} & \omega \in\left[0, \omega_{c}\right] \\
\delta_{s} & \omega \in\left(\omega_{c}, \pi\right]\end{cases} \tag{11.143}
\end{align*}
$$

and where $\omega_{c}=0.3 \pi$. For the filter on the left of the figure, $\delta_{p}=\delta_{s}=0.0178=10^{-35 / 20}$; for the filter on the right of the figure, $\delta_{p}=\delta_{s}=0.0032=10^{-50 / 20}$. The extremal points of $A(\omega)$ lie within the upper and lower bound functions. Note that the filter on the right is an equiripple filter - it could have been obtained with the PM algorithm, given the appropriate parameter values.


FIGURE 11.39: Lowpass filter design via bound constrained least squares.

This approach is not a quadratic program (QP) because the domain of the constraints are not explicit. Two observations regarding this formulation and example should be noted:

1. For a fixed length, the maximum ripple size can be made arbitrarily small. When the specified values $\delta_{p}$ and $\delta_{s}$ are small enough, the solution is an equiripple filter. As the constraints aremade morestrict, thetransition width of thesolution becomes wider. The width of the transition automatically increases as appropriate.
2. As the example illustrates, it is not necessary to use a "don't care" band, e.g., it is not necessary to exclude from the square error a region around the discontinuity of the ideal lowpass filter. The problem formulation, however, does not preclude the use of a zeroweighted transition band.

Quadratic Programming Approach Some lowpass filter specifications require that $A(\omega)$ lie within $U(\omega)$ and $L(\omega)$ for all $\omega \in\left[0, \omega_{p}\right] \cup\left[\omega_{s}, \pi\right]$ for given bandedges $\omega_{p}$ and $\omega_{s}$. While the approach described above ensures that the local maxima and minima of $A(\omega)$ lie below $U(\omega)$ and above $L(\omega)$, respectively, it does not ensure that this is true at the given bandedges $\omega_{p}$ and $\omega_{s}$. This is because $\omega_{p}$ and $\omega_{s}$ are not generally extremal points of $A(\omega)$. The approach described above can be modified so that bandedge constraints are satisfied; however, it should be recognized that in this case, a quadratic program (QP) formulation is possible.

Adams formulates the constrained least square filter design problem as a QP and describes algorithms for solving the relevant QP in [100, 101]. The design of a lowpass filter, for example, can be formulated as a QP as follows.

QP Formulation Suppose the following are given: the filter length, $N$, the bandedges, $\omega_{p}$ and $\omega_{s}$, and maximum allowable deviations, $\delta_{p}$ and $\delta_{s}$. Find the filter that minimizes the square error:

$$
\begin{equation*}
\|E\|_{2}^{2}=\frac{1}{\pi} \int_{0}^{\pi} W(\omega)(A(\omega)-D(\omega))^{2} d \omega \tag{11.144}
\end{equation*}
$$

such that

$$
\begin{equation*}
L(\omega) \leq A(\omega) \leq U(\omega) \quad \omega \in\left[0, \omega_{p}\right] \cup\left[\omega_{s}, \pi\right] \tag{11.145}
\end{equation*}
$$

where

$$
\begin{align*}
D(\omega) & = \begin{cases}1 & \omega \in\left[0, \omega_{p}\right] \\
0 & \omega \in\left[\omega_{s}, \pi\right]\end{cases}  \tag{11.146}\\
W(\omega) & = \begin{cases}K_{p} & \omega \in\left[0, \omega_{p}\right] \\
0 & \omega \in\left[\omega_{p}, \omega_{s}\right] \\
K_{s} & \omega \in\left[\omega_{s}, \pi\right]\end{cases}  \tag{11.147}\\
L(\omega) & = \begin{cases}1-\delta_{p} & \omega \in\left[0, \omega_{p}\right] \\
-\delta_{s} & \omega \in\left[\omega_{s}, \pi\right]\end{cases}  \tag{11.148}\\
U(\omega) & = \begin{cases}1+\delta_{p} & \omega \in\left[0, \omega_{p}\right] \\
\delta_{s} & \omega \in\left[\omega_{s}, \pi\right]\end{cases} \tag{11.149}
\end{align*}
$$

This is a QP because the constraints are linear inequality constraints and the cost function is a quadratic function of the variables. The QP formulation is useful because it is very general and flexible. For example, it can be used for arbitrary $D(\omega), W(\omega)$ and arbitrary constraint functions.

Note, however, that for a fixed filter length and a fixed $\delta_{p}$ and $\delta_{s}$ (each less than 0.5 ), it is not possible to obtain an arbitrarily narrow transition band. Therefore, if the band edges $\omega_{p}$ and $\omega_{s}$ are taken to be too close together, then the quadratic program has no solution. Similarly, for a fixed $\omega_{p}$ and $\omega_{s}$, if $\delta_{p}$ and $\delta_{s}$ aretaken too small, then there is again no solution.

## Remarks

- Compromise between square error and Chebyshev criterion.
- Two options: formulation without bandedge constraints or as a QP.
- QP allows (requires) bandedge constraints, but may have no solution.
- Formulation withoutbandedgeconstraints can satisfy arbitrarily strict bound constraints.
- QP is well formulated for arbitrary $D(\omega)$ and $W(\omega)$.
- QP is well formulated for the inclusion of arbitrary linear constraints.


### 11.4.2 IIR Filter Design

Ivan W. Selesnick and C. Sidney Burrus

### 11.4.2.1 Numerical Methods for Magnitude-Only IIR Design

Numerical methods for magnitude only approximation for IIR filters generally proceed by constructing a noncausal symmetric IIR filter whose amplitude response is nonnegative. Equivalently, a rational function is found, the numerator and denominator of which are both symmetric polynomials of odd degree, with two properties: (1) all zeros lying on the U.C. $|z|=1$ have even multiplicity and (2) no poleslieon theU.C. A spectral factorization then yields a stable casual digital filter.

The differential correction algorithm for Chebyshev approximation by rational functions, and variations thereof, have been applied to IIR filter design [102, 103, 104, 105, 106]. This algorithm is guaranteed to converge to an optimal solution, and is suitable for arbitrary desired magnitude responses. However, (1) it does not utilize the characterization theorem (see [28] for a characterization theorem for rational Chebyshev approximation), and (2) it proceeds by solving a sequence of (semi-infinite) linear programs. Therefore, it can be slow and computationally intensive.

A Remez algorithm for rational Chebyshev approximation [28] isapplicableto IIR filter design, but it is not guaranteed to converge. Deczky's numerical optimization program [107] is also applicable to this problem, as are other optimization methods. It should be noted that general optimization methods can be used for IIR filter design according to a variety of criteria, but the following aspects make it a challenge: (1) initialization, (2) local optimal (nonglobal) solutions, and (3) ensuring the filter's stability.

### 11.4.2.2 Allpass (Phase-Only) IIR Filter Design

An allpass filter is a filter with a frequency response $H(\omega)$ for which $|H(\omega)|=1$ for all frequencies $\omega$. The only FIR allpass filter is the trivial delay $h(n)=\delta(n-k)$. IIR allpass filters, on the other hand, must have a transfer function of the form

$$
\begin{equation*}
H(z)=\frac{z^{N} P\left(z^{-1}\right)}{P(z)} \tag{11.150}
\end{equation*}
$$

where $P(z)$ is a degree $N$ polynomial in $z$. The problem is the design of the polynomial $P(z)$ so that the phase, or group delay, of $H(z)$ approximates a desired function. The form (11.150) structurally imposes the allpass property of $H(z)$.

The design of digital all pass filters has received much attention, for (1) low complexity structures with low roundoff noise behavior are available for allpass filters [108, 109] and (2) they are useful components in a variety of applications. Indeed, while the traditional application of allpass filters is phase equalization [68, 107], their uses in fractional delay design [21], multiratefiltering, filterbanks, notch filtering, recursive phase splitters, and other applications have also been described [63, 110].

Of particular recent interest has been the design of frequency selective filters realizable as a parallel combination of two allpasses,

$$
\begin{equation*}
H(z)=\frac{1}{2}\left[A_{1}(z)+A_{2}(z)\right] . \tag{11.151}
\end{equation*}
$$

It is interesting to note that digital filters, obtained from the classical analog (Butterworth, Chebyshev, and elliptic) prototypes via the bilinear transformation, can be realized as allpass sums [109, 111, 112]. As allpass sums, such filters can be realized with low complexity structures that are robust to finite precision effects [109]. M ore importantly, the allpass sum is a generalization of the classical transfer functions that is honored with a number of benefits. Certainly, examples have been given wherethe utility of allpass sums is well illustrated [113, 114]. Specifically, when some degree of phase linearity is desired, nonclassical filters of the form (11.151) can be designed that achieve superior results with respect to implementation complexity, delay, and phase linearity.

The desired degree of phaselinearity can, in fact, bestructurally incorporated. If one of the allpass branches in an allpass sum contains only delay elements, then the allpass sum exhibits approximately linear phase in the passbands $[115,116]$. The frequency selectivity isthen obtained by appropriately designing the remaining allpass branch. Interestingly, by varying the number of delay elements used and the degrees of $A_{1}(z)$ and $A_{2}(z)$, the phaselinearity can beaffected. Simultaneous approximation of the phase and magnitude is a difficult problem in general, so the ability to structurally incorporate this aspect of the approximation problem is most useful.

While general procedures for allpass design [117, 118, 119, 120, 121, 122] are applicable to the design of frequency selective allpass sums, several publications have addressed, in addition to the general problem, the details specific to allpass sums [63, 123, 124, 125]. Of particular interest are the recently described iterative Remez-like exchange algorithms for the design of allpass filters and allpass sums according to the Chebyshev criterion [113, 114, 126, 127].

A simple procedure for obtaining a fractional delay allpass filter uses the maximally flat delay allpole filter (11.76). By using the denominator of that IIR filter for $P(z)$ in Eq. (11.150), a fractional delay filter is obtained [21]. The group delay of the allpass filter is $2 \tau+N$ where $\tau$ is that of the all-pole filter used and $N$ is the filter order.

### 11.4.2.3 Magnitude and Phase Approximation

Theoptimal frequency domain design of an IIR filter whereboth the magnitude and the phase arespecified, is more difficult than the approximation of onealone. One of the difficulties lies in the choice of the phase function. If the chosen phase function is inconsistent with a stable filter, then the best approximation according to a chosen norm may be unstable. In that case, additional stability constraints must be madeexplicit. Nevertheless, several numerical methods have been described for the approximation of both magnitude and phase. Let $D\left(e^{j \omega}\right)$ denote the complex valued desired frequency response.

The minimization of the weighed integral square error

$$
\begin{equation*}
\int_{0}^{\pi} W(\omega)\left|\frac{B\left(e^{j \omega}\right)}{A\left(e^{j \omega}\right)}-D\left(e^{j \omega}\right)\right|^{2} d \omega \tag{11.152}
\end{equation*}
$$

is a nonlinear optimization problem. If a good initial solution isknown, and if the phase of $D\left(e^{j \omega}\right)$ is chosen appropriately, then Newton's method, or other optimization algorithms, can be successfully used [107, 128]. A modified minimization problem, that comes from the observation that $B / A \approx$ $D \rightarrow B \approx D A$ is the minimization of the weighted equation error [11]

$$
\begin{equation*}
\int_{0}^{\pi} W(\omega)\left|B\left(e^{j \omega}\right)-D\left(e^{j \omega}\right) A\left(e^{j \omega}\right)\right|^{2} d \omega \tag{11.153}
\end{equation*}
$$

which is linear in the filter coefficients. There is a family of iterative methods [129] based on iteratively minimizing the weighted equation error, or a variation thereof, with a weighting function that is appropriately modified from one iteration to the next.

The minimization of the complex Chebyshev error has also been addressed by several authors. The Ellacott-Williams algorithm for complex Chebyshev approximation by rational functions, and variations thereof, have been applied to this problem [130]. This algorithm calls for the solution to a sequence of complex polynomial Chebyshev problems, and is guaranteed to converge to a local minimum.

Structure Based Methods Several approaches to the problem of magnitude and phase approximation, or magnitude and group delay approximation, use a combination of filters. There are at least three such approaches.

1. One approach cascades (1) a magnitude optimal IIR filters and (2) an allpass filter [107]. The allpass filter is designed to equalize the phase.
2. A second approach cascades (1) a phase optimal IIR filter and (2) a symmetric FIR filter [41]. TheFIR filter is designed to equalize the magnitude.
3. A third approach employs a parallel combination of allpass filters. Their phases can be designed so that their combined frequency response is selective and has approximately linear phase[113].

### 11.4.2.4 Time-Domain Approximation

Another approach is based on knowledge of the time domain behavior of the filter sought. Prony's method [11] obtains filter coefficients of an IIR filter that has specified impulse response values $h(0), \ldots, h(K-1)$, where $K$ is thetotal number of degrees of freedom in thefilter coefficients. To obtain an IIR filter whoseimpulseresponseapproximates desired values $d(0), \ldots, d(L-1)$, where $L>K$, an equation error approach can beminimized, as above, by solving a linear system. Thetrue square error, a nonlinear function of the coefficients, can be minimized by iterative methods [131]. As above, initialization, local-minima, and stability can make this problem difficult.

A more general problem is the requirement that the filter approximately reproduce other inputoutput data. In those cases, where the sought filter is given only by input-output data, the problem is the identification of the system. The problem of designing an IIR filter that reproduces observed input-output data is an important modeling problem in system and control theory, some methods for which can be used for filter design [129].

### 11.4.2.5 Model Order Reduction

M odel order reduction (MOR) techniques, developed largely in the control theory literature, are generally noniterative linear algebraic techniques. Given a transfer function, these techniques produce a second transfer function of specified (lower) degree that approximates the given transfer function. Suppose input-output data of an unknown system is available. One two-step modeling approach proceeds by first constructing a high order model that well reproduces the observed inputoutput data and, second, obtainsa lower order model by reducing theorder of thehigh-order model. Two common methods for M OR are (1) balanced model truncation [132] and (2) optimal Hankel norm M OR [133]. These methods, developed for both continuous and discrete time, produce stable models for which the numerator and denominator degrees are equal.

M OR has been applied to filter design in [134, 135, 136, 137]. One approach [134] begins with a high order FIR filter (obtained by any technique), and uses M OR to obtain a lower order IIR filter, that approximates the FIR filter. As noted above, the phase of the FIR filter used can be important. M OR techniques can yield different results when applied to minimum, maximum, and linear phase FIR filters[134].

### 11.5 Software Tools

## James H. McClellan

Over the past 30 years, many design algorithms have been introduced for optimizing the characteristics of frequency-selective digital filters. Most of these algorithms now rely on numerical optimization, especially when the number of filter coefficients is large. M any sophisticated computer optimization methods have been programmed and distributed for widespread use in the DSP engineering community. Since it is challenging to learn the details of every one of these methods and to understand subtleties of various methods, a designer must now rely on software packages that contain a subset of the available methods. With the proliferation of DSP boards for PCs, the manufacturers have been eager to place design tools in the hands of their users so that the complete design process can be accomplished with one piece of software. This software includes the filter design and optimization, followed by a filter implementation stage. The steps in the design process include:

1. Filter specification via a graphical user interface.
2. Filter design via numerical optimization algorithms. This includes the order estimation stage where the filter specifications are used to compute a predicted filter length (FIR) or number of poles (IIR).
3. Coefficient formatting for the DSP board. Since the design algorithm yields coefficients computed to the highest precision available (e.g., double-precision floating-point), the filter coefficients must be quantized to the internal format of the DSP. In the extreme case of a fixed-point DSP, this quantization also requires scaling of the coefficients to a predetermined maximum value.
4. Optimization of thequantized coefficients. Very few design algorithms perform this step. Given thetype of arithmetic in theDSP and the structurefor the filter, search algorithms can be programmed to find the best filter; however, it is easier to use some "rules of thumb" that are based on approximations.
5. Downloading the coefficients. If the DSP board is attached to a host computer, then the filter coefficients must be loaded to theDSP and the filtering program started.

### 11.5.1 Filter Design: Graphical User Interface (GUI)

Operating systems and application programs based on windowing systems have interface building tools that provide an easy way to unify many algorithms under one view. This view concentrates on the filter specifications, so the designer can set up the problem once and then try many different approaches. If the view is a graphical rendition of the tolerance scheme, then the designer can also see the difference between the actual frequency response and the template. Buttons or menu choices can be given for all the different algorithms and parameters available.

With such a GUI, the human is placed in the filter design loop. It has always been necessary for the human to be in the loop because filter design is the art of trading off many competing objectives. The filter design programs will optimize a mathematical criterion such as minimum $L_{p}$ error, but that result might not exactly meet all the expectations of the designer. For example, trades between the length of an FIR implementation and the order of an IIR implementation can only be done by designing theindividual filters and then comparing theorder vs. length in a proposed implementation.

One implementation of the GUI approach to filter design can be found in a recent version of the

M atlab ${ }^{\top M}$ software. ${ }^{12}$ The screen shot in Fig. 11.40 shows the GUI window presented by sptool, which is the graphical tool for various signal processing operations, including filter design, in M atlab version 5.0. In this case, the filter being designed is a length-23 FIR filter optimized for minimum Chebyshev error viatheParks-M cClellan method for FIR design. Thefilter order was estimated from the ripples and band edges, but in this case $N$ is too small. The simultaneous graphical view of both the specifications and the actual frequency response makes it clear that the designed filter does meet the desired specifications.

In the M atlab GUI, the user interface contains two types of controls: display modes and filter design specifications. The display mode buttons are located across the top of the window and are self-explanatory. The filter design specification fields and menus are at the left side of the window. Figure 11.41 shows these in more detail. Previously, we listed the different parameters needed to define the filter specifications: band edges, ripple heights, etc. In the GUI, we see that each of these has an entry. The available design methods come from the pop-up menu that is presently set to "Elliptic" in Fig. 11.41. The design method must be chosen from the list given in Fig. 11.41. The shape of the desired magnituderesponse must also be chosen from four types; in Fig. 11.41, thetype is set to "Bandpass", but the other choices are given in the list "Desired M agnitude." This elliptic bandpass filter is shown in Fig. 11.44.


FIGURE 11.40: Screen shot from the M atlab filter design tool called sptool. The equiripple filter was designed by the $M$ atlab function remez .

### 11.5.1.1 Band Edges and Ripples

An open box is provided so the user can enter numerical values for the parameters that define the boundaries of the tolerance scheme. In the bandpass case, four band edges are needed, as well as the desired ripple heights for the passband and the two stopbands. The band edges are denoted by $f 1, f 2, f 3$, and $f 4$ in Fig. 11.41; therippleheights(in dB ) by Rp and Rs. A value of $R_{s}=40 \mathrm{~dB}$ is
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FIGURE 11.41: Pop-up menu choices for filter design options.
taken to mean 40 dB of attenuation in both stopbands, i.e., $\left|\delta_{s}\right| \leq 0.01$. For the elliptic filter design, the ripples cannot be different in the two stopbands. The passband specification is the difference between the positive-going ripples at 1 and the negative-going ripples at $1-\delta_{p}$.

$$
R_{p}=-20 \log _{10}\left(1-\delta_{p}\right)
$$

In the FIR case, the specification for $R_{p}$ can be confusing because it is the total ripple which is the difference between the positive-going ripples at $1+\delta_{p}$ and the negative-going ripples at $1-\delta_{p}$ :

$$
R_{p}=20 \log _{10}\left(1+\delta_{p}\right)-20 \log _{10}\left(1-\delta_{p}\right)
$$

In Fig. 11.42, the value 3 dB is the same as $\delta_{p} \approx 0.171$. As the expanded view of the passband in Fig. 11.42 shows, the ripples are not expected to besymmetric on a logarithmic scale. This expanded view for the FIR filter from Fig. 11.40 was obtained by pressing the Pass Band button at the top.

### 11.5.1.2 Graphical Manipulation of the Specification Template

With the graphical view of the filter specifications, it is possible to use a pointing device such as a mouse to "grab" the specifications and move them around. This has the advantage that the relative placement of band edges can be visualized whilethe movement is taking place. In the M atlab GUI, thefilter is quickly redesigned every time the mouse is released, so the user also gets immediate feedback on how close the filter approximation can be to the new specification. Order estimation is also done instantaneously, so the designer can develop some intuition concerning tradeoffs such as transition width vs. filter order.

### 11.5.1.3 Frequency Scaling

The field for Fs is useful when the filter specifications come from the "analog world", and are expressed in Hertz with the sampling frequency given separately. Then the sampling frequency can be specified, and the horizontal axis is labeled and scaled in terms of Fs. Since the design is only carried out for $0 \leq \omega \leq \pi$, thehighest frequency on thehorizontal axis will be $F_{s} / 2$. When $F s=1$, we say that thefrequency is normalized and the numbers on thehorizontal axis can beinterpreted as a percentage of the sampling frequency, i.e., a value of 0.2 means $20 \%$ of $F_{s}$.


FIGURE 11.42: Expanded view of the passband of the lowpass filter from Fig. 11.40.

### 11.5.1.4 Automatic Order Estimation

Perhaps the most important feature of a software filter design package is its use of design rules. Sincethe design problem is always trying to tradeoff among the parameters of the specification, it is useful to be able to predict what the result will be without actually carrying out the design. A typical design formula involves the band edges, thedesired ripples and thefilter order. For example, a simple approximate formula [12, 37] for FIR filters designed by the Remez exchange method is:

$$
\begin{equation*}
N\left(\omega_{s}-\omega_{p}\right)=\frac{-20 \log _{10} \sqrt{\delta_{p} \delta_{s}}-13}{2.324} \tag{11.154}
\end{equation*}
$$

M ost often the desired filter is specified by $\left\{\omega_{p}, \omega_{s}, \delta_{p}, \delta_{s}\right\}$, so the design formula can be used to predict the filter order. Since most algorithms must work with a fixed number of parameters (determined by $N$ ) in doing optimization, this step is necessary before an iterative numerical optimization can be done.

The M atlab GUI allows the user to turn on this order-estimating feature, so that an estimate of the filter order is calculated automatically whenever thefilter specificationschange. In the case of theFIR filters, the order-estimating formulae are only approximate-being derived from an empirical study of the parameterstaken over many different designs. In somecases, the length $N$ obtained is not large enough, and when the filter is designed it will fail to meet the desired specifications (see Fig. 11.40). On theother hand, the Kaiser window design in Fig. 11.43 does meet the specifications, even though its length (47) was also estimated from an approximateformula [12] similar to Eq. (11.154).

For the IIR case, however, the formulas are exact because they are derived from the mathematical properties of the Chebyshev polynomials or elliptic functions that define the classical filter types. Typically, the band edges and the bilinear transformation define several simultaneous nonlinear equations that must be satisfied, but these can be solved in succession to get an order $N$ that is guaranteed to work. The filter in Fig. 11.44 shows the case where the order estimate was used for the bandpass design and the filter meets the specifications; but in Fig. 11.45 the filter order was set to 3, which gave a sixth-order bandpass that fails to meet the specifications because its transition regions aretoo wide.


FIGURE 11.43: Length-47 FIR filter designed by theK aiser window method. Theorder was estimated to be 46, and in this case the filter does meet the desired specifications.

### 11.5.2 Filter Implementation

Another type of filter design tool ties in thefilter's implementation with the design. M any DSP board vendors offer softwareproductsthat perform filter design and then download thefilter information to a DSP to process the data stream. Representative of this type of design is theDFDP-4/plus software ${ }^{13}$ shown in the screen shots of Figs. 11.46 through 11.51.

Similar to theM atlab software, DFDP-4 can do thespecification and design of thefilter coefficients. In fact, it possesses an even wider range of filter design methods that includes filter banks and other special structures. It can design FIR filters based on the window method and the ParksMcClellan algorithm (an example is shown in Fig. 11.46). For the IIR problem, the classical filter types (Butterworth, Chebyshev, and Elliptic) areprovided; Fig. 11.47 shows an elliptic bandpass filter. In addition to the standard lowpass, highpass, and bandpass filter shapes, DFDP-4 can also handle the multiband case as well as filters with an arbitrary desired magnitude (as in Fig. 11.51). When designing IIR filters, the phase response presents a difficulty because it is not linear or close to linear. The screen shot in Fig. 11.47 shows the phase response in the lower left-hand panel and the group delay in the upper right-hand. The wide variation in the group delay, which is the derivative of the phase, indicates that the phase is far from linear. DFDP-4 provides an algorithm to optimize the group delay, which is a useful feature to compensate the phase response of an elliptic filter by using several all-pass sections to flatten the group delay.

In DFDP-4, the filter design stage is specified by entering the band edges and the desired ripples in dialog boxes until all the parameters are filled in for that type of design. Conflicts among the specifications can be resolved at this point before the design algorithm is invoked. For some designs such as the arbitrary magnitude design, the specification can involve many parameters to properly define the desired magnitude.

The filter design stage is followed by an implementation stage in which DFDP-4 produces the
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FIGURE 11.44: Eight-pole elliptic bandpass filter. The order was calculated to befour, but the filter exceeds the desired specifications by quite a bit.
appropriate filter coefficients for either a fixed-point or floating-point implementation, targeted to a specific DSP microprocessor. The filter coefficients can be quantized over a range from 4 to 24 bits, as shown in Fig. 11.50. The filter's frequency response would then be checked after quantization to compare with the designed filter and the original specifications. In the FIR case, coefficient quantization is the primary step needed prior to generating code for the DSP microprocessor, since the preferred implementation on a DSP is direct form. Internal wordlength scaling is al so needed if a fixed-point implementation is being done. Oncethe wordlength is chosen, DFDP-4 will generatethe entire assembly language program needed for theTM S-320 processor used on the boards supported by ASPI. As shown in Fig. 11.48, there are a variety of supported processors, and even within a given processor family, the user can choose options such as "time optimization," "size optimization," etc. In Fig. 11.48, the choice of " 11 " dictates a filter implementation on a TM S 320-C30, with ASM 30 assembly language calls, and size optimization. The filter coefficients are taken from the file called PMFIR.FLT, and the assembly code is written to the file PMFIR.S31.

### 11.5.2.1 Cascade of Second-Order Sections

In the IIR case, the implementation is often done with a cascade of second-order sections. The numerator and denominator of the transfer function $H(z)$ must first be factored as:

$$
\begin{equation*}
H(z)=\frac{B(z)}{A(z)}=\frac{G \prod_{i=1}^{M}\left(1-z_{i} z^{-1}\right)}{\prod_{i=1}^{N}\left(1-p_{i} z^{-1}\right)} \tag{11.155}
\end{equation*}
$$

where $p_{i}$ and $z_{i}$ are the poles and zeros of the filter. In the screen shot of Fig. 11.47 we see that the poles and zeros of the eighth-order elliptic bandpass filter are displayed to the user. The secondorder sections areobtained by grouping together two poles and two zeros to create each second-order section; conjugate pairs must be kept together if the filter coefficients are going to be real.

$$
\begin{equation*}
H(z)=\frac{B(z)}{A(z)}=\prod_{k=1}^{N / 2} \frac{\beta_{0 k}+\beta_{1 k} z^{-1}+\beta_{2 k} z^{-2}}{1+\alpha_{1 k} z^{-1}+\alpha_{2 k} z^{-2}} \tag{11.156}
\end{equation*}
$$



FIGURE 11.45: Six-poleelliptic bandpass filter. Theorder was set at three, which is too small to meet the desired specifications.

Each second-order factor defines a recursive difference equation with two feedback terms, $\alpha_{1 k}$ and $\alpha_{2 k}$. The product of all the sections is implemented as a cascade of the individual second-order feedback filters. This implementation has the advantage that the overall filter response is relatively insensitive to coefficient quantization and round-off noisewhen compared to a direct form structure. Therefore, the cascaded second-order sections provide a robust implementation, especially for IIR filters with poles very close to the unit circle.

Clearly, there are many different ways to pair the poles and zeros when defining the secondorder sections. Furthermore, there are many different orderings for the cascade, and each one will produce different noise gains through the filter. Sections with a pole pair close to the U.C. will be extremely narrowband with a very high gain at one frequency. The rules of thumb originally developed by Jackson [138] give good orderings depending on the nature of the input signalwideband vs. narrowband. This choice can be seen in Fig. 11.51 wherethe section ordering slot is set to NARROWBAND .

### 11.5.2.2 Scaling for Fixed-Point

A second consideration when ordering the second-order sections is the problem of scaling to avoid overflow. This issue only arises when the IIR filter is targeted to a fixed-point DSP microprocessor. Since the gain of individual sections may vary widely, the fixed-point data might overflow beyond the maximum value allowed by the wordlength. To combat this problem, multipliers (or shifters that multiply by a power of two) can be inserted in-between the cascaded sections to guard against overflow. However, dividing by two will shift bits off the lower end of the fixed-point word, thereby introducing more round-off noise. The value of the scaling factor can be approximated via a worst-case analysis that prevents overflow entirely, or a mean square method that reduces the likelihood of overflow depending on the input signal characteristics.

Proper treatment of the scaling problem requires that it be solved in conjunction with theordering of sections for minimal round-off noise. Similar "rules of thumb" can be employed to get a good (if not optimal) implementation that simultaneously addresses ordering, pole-zero pairing, and scaling [138]. The theoretical problem of optimizing the implementation for word length and noise performance is rarely done because it is such a difficult problem, and not one for which an


FIGURE 11.46: Length-57 FIR filter designed by theParks-M cClellan method, usingtheASPI DFDP4/plus software.


FIGURE 11.47: Eighth-order IIR bandpass elliptic filter designed using DFDP-4.


FIGURE 11.48: Code generation for an FIR filter using DFDP-4.


FIGURE 11.49: Eighth-order IIR bandpass elliptic filter with quantized coefficients.


FIGURE 11.50: Eighth-order IIR bandpass elliptic filter. Saving 16-bit coefficients.


FIGURE 11.51: Arbitrary magnitude IIR filter.
efficient solution has been found. Thus, most software tools rely on approximations to perform the implementation and code-generation steps quickly.

Oncethetransfer function isfactored into second-order sections, thecode-generation phasecreates the assembly language program that will actually execute in the DSP and downloads it to the DSP board. Coefficient quantization is done as part of the assembly code generation. With the program loaded into the DSP, tests on real-time data streams can be conducted.

### 11.5.2.3 Comments and Summary

Thetwo design tools presented herearerepresentative of the capabilities that one should expect in a state of the art filter design package. There aremany software design products avai lable and most of them have similar characteristics, but may be more powerful in some respects, e.g., more design algorithm choices, different DSP microprocessor support, alternative display options, etc. A user can choose a design tool with these criteria in mind, confident that the GUI will make it relatively easy to use the powerful mathematical design algorithms without learning the idiosyncrasies of each method. Theuniform view of theGUI as managing thefilter specifications should simplify thedesign process, while allowing the best possible filters to be designed through trial and comparison.

Onelimiting aspect of the GUI filter design tool is that it can easily do magnitude approximation, but only for the standard cases of bandpass and multiband filters. It is easy to envision, however, that the GUI could support graphical user entry of the specifications by having the user draw the desired magnitude. Then other magnitude shapes could be supported, as in DFDP-4. Another extension would be to provide a graphical input for the desired phase response, or group delay, in addition to the magnitude specification. Although a great majority of filter designs are done for the bandpass case, there has been a recent surge of interest in having the flexibility to do simultaneous magnitude and phase approximation. With the development of better general magnitude and phase design methods, the filter design packages now offer this capability.
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STATISTICAL SIGNAL PROCESSIN G deals with random signals, their acquisition, their properties, their transformation by system operators, and their characterization in the time and frequency domains. The goal is to extract pertinent information about the underlying mechanisms that generate them or transform them. The area is grounded in the theories of signals and systems, random variables and stochastic processes, detection and estimation, and mathematical statistics. Random signals are temporal or spatial and can be derived from man-made (e.g., binary communication signals) or natural (e.g., thermal noise in a sensory array) sources. They can be
continuous or discretein their amplitudeor index, but no exact expression describes their evolution. Signals are often described statistically when the engineer has incomplete knowledge about their description or origin. In these cases, statistical descriptors are used to characterize one's degree of knowledge (or ignorance) about the randomness. Especially interesting are those signals (e.g., stationary and ergodic) that can bedescribed using deterministic quantities computablefrom finitedata records. Applications of statistical signal processing algorithms to random signals are omnipresent in science and engineering in such areas as speech, seismic, imaging, sonar, radar, sensor arrays, communications, controls, manufacturing, atmospheric sciences, econometrics, and medicine, just to name a few. This chapter deals with the fundamentals of statistical signal processing, including some interesting topics that deviate from traditional assumptions. The focus is on discrete index random signals(i.e., timeseries) with possibly continuous-valued amplitudes. The reason istwofold: measurements are often madein discretefashion (e.g., monthly temperature data); and continuously recorded signals (e.g., speech data) are often sampled for parsimonious representation and efficient processing by computers.

The first chapter of the section, written by Charles Therrien, reviews definitions, characterization, and estimation problems entailing random signals. The important notions outlined are stationarity, independence, ergodicity, and Gaussianity. The basic operations involve correlations, spectral densities, and linear time-invariant transformations. Stationarity reflects invariance of a signal's statistical description with index shifts. Absence (or presence) of relationships among samples of a signal at different points is conveyed by the notion of (in)dependence, which provides information about the signal's dynamical behavior and memory as it evolves in time or space. Ergodicity allows computation of statistical descriptors from finite data records. In increasing order of computational complexity, descriptors include the mean (or average) value of the signal, the autocorrelation, and higher than second-order correlations which reflect relations among two or more signal samples. Complete statistical characterization of random signals is provided by probability density and distribution functions. Gaussianity describes probabilistically a particular distribution of signal values which is characterized completely by its first- and second-order statistics. It is often encountered in practice because, thanks to the central limit theorem, averaging a sufficient number of random signal values (an operation often performed by, e.g., narrowband filtering) yieldsoutputs which are(at least approximately) distributed according to the Gaussian probability law. Frequency-domain statistical descriptors inherit all the merits of deterministic Fourier transforms and can be computed efficiently using the fast Fourier transform. Thestandard tool hereis the power spectral density which describes how average power (or signal variance) is distributed across frequencies; but polyspectral densities are also important for capturing distributions of higher-order signal moments across frequencies. Random input signals passing through linear systems yield random outputs. Input-output autoand cross-correlations and spectra characterize not only the random signals themselves but also the transformation induced by the underlying system.
$M$ any random signals as well as systems with random inputs and outputs possess finite degrees of freedom and can thus be modeled using finite parameters. Depending on a priori knowledge, one estimates parameters from a given data record, treating them either as random or deterministic. Various approaches become available by adopting different figures of merit (estimation criteria). Those outlined in this chapter include the maximum likelihood, minimum variance, and leastsquares criteria for deterministic parameters. Random parameters are estimated using themaximum a posteriori and Bayes criteria. Unbiasedness, consistency, and efficiency are important properties of estimators which, together with performance bounds and computational complexity, guide the engineer to select the proper criterion and estimation algorithm.

Whileestimation algorithms seek values in the continuum of a parameter set, the need arises often in signal processing to classify parameters or waveforms as one or another of prespecified classes. Decision making with two classes is sought frequently in practice, including as a special case the simpler problem of detecting the presence or absence of an information-bearing signal observed
in noise. Such signal detection and classification problems along with the associated theory and practice of hypotheses testing is the subject of the second chapter written by Alfred Hero. The resulting strategies are designed to minimize the average number of decision errors. Additional performance measures include receiver operating characteristics, signal-to-noiseratios, probabilities of detection (or correct classification), false alarm (or misclassification) rates, and likelihood ratios. Both temporal and spatio-temporal signals are considered, focusing on linear single and multivariate Gaussian models. Trade-offs include complexity versus optimality, off-line versus real time processing, and separate versus simultaneous detection and estimation for signal models containing unknown parameters.

Parametric and nonparametric methods are described in thethird chapter, written by Petar Djurić and Steven Kay, for the basic problem of spectral estimation. Estimates of the power spectral density havebeen used over thelast century and continueto be of interest in numerous applicationsinvolving retrieval of hidden periodicities, signal modeling, and timeseries analysis problems. Starting with the periodogram (normalized square magnitude of the data Fourier transform), its modifications with smoothing windows, and moving on to the more recent minimum variance and multiple window approaches, the nonparametric methods described here constitute the first step used to characterize the spectral content of stationary stochastic signals. Factors dictating the designer's choice include computational complexity, bias-variance, and resolution trade-offs. For data adequately described by a parametric model, such as the auto-regressive (AR), moving-average (MA), or ARM A model, spectral analysis reduces to estimating the model parameters. Such a data reduction step achieved by modeling offers parsimony and increases resolution and accuracy, provided that the model and its order (number of parameters) fit well the availabletime series. Processes containing harmonic tones (frequencies) haveline spectra, and thetask of estimating frequencies appears in diverse applications in science and engineering. The methods presented here include both the traditional periodogram as well as modern subspace approaches such as the M U SIC and its derivatives.

Estimation from discrete-time observations is the theme of the next chapter, written by Jerry M endel. The unifying viewpoint treats both parameter and waveform (or signal) estimation from the perspective of minimizing the averaged square error between observations and input-output or state variable signal models. Starting from the traditional linear least-squares formulation, the exposition includes weighted and recursive forms, their properties, and optimality conditions for estimating deterministic parameters as well as their minimum mean-square error and maximum a posteriori counterparts for estimating random parameters. Waveform estimation, on the other hand, includes not only input-output signals but also state space vectors in linear and nonlinear state variable models. Prediction, smoothing, and the celebrated Kalman filtering problems are outlined in this framework and relationships are highlighted with the Wiener filtering formulation. Nonlinear least-squares and iterative minimization schemes are discussed for problems where the desired parameters arenonlinearly related with the data. Nonlinear equationscan often belinearized, and the extended Kalman filter is described briefly for estimating nonlinear state variable models. M inimizing the mean-squareerror criterion leadsto thebasic orthogonality principle which appears in both parameter and waveform estimation problems. Generally speaking, the mean-square error criterion possesses rather universal optimality when the underlying models arelinear and therandom data involved are Gaussian distributed.

Before accessing applicability and optimality of estimation algorithms in real life applications, models need to bechecked for linearity, and therandom signalsinvolved need to tested for Gaussianity and stationarity. Performance bounds and parameter confidence intervals must also be derived in order to evaluate the fit of the model. Finally, diagnostic tools for model falsification are needed to validate that the chosen model represents faithfully the underlying physical system. These important issues are discussed in the chapter written by Jitendra Tugnait. Stationarity, Gaussianity, and linearity tests arepresented in a hypothesis-testing framework relying upon second- and higher-order statistics of the data. Tests are also described for estimating the number of parameters (or degrees of freedom)
necessary for parsimonious modeling. M odel validation is accomplished by checking for whiteness and independence of theerror processes formed by subtracting model data from measured data. Tests may declare signal or noise data as non-Gaussian and/or nonstationary. The non-Gaussian models outlined here include the generalized Gaussian, M iddleton's class, and the stable noise distribution models.

As for nonstationary signals and time-varying systems, detection and estimation tasks become more challenging and solutions are not possible in the most general case. However, structured nonstationarities such as those entailing periodic and almost periodic variations in their statistical descriptors are tractable. The resulting random signals are called (almost) cyclostationary and their analysis is the theme of the final chapter in this section, which I have written. The exposition starts with motivation and background material including links between cyclostationary signals and multivariate stationary processes, time-frequency representations, and multirate operators. Examples of cyclostationary signals and cyclostationarity-inducing operations are also described along with applications to signal processing and communication problems with emphasis on signal separation and channel equalization.

M odern theoreti cal directionsin thefield appear toward non-Gaussian, nonstationary, and nonlinear signal models. Advanced statistical signal processing tools (algorithms, software, and hardware) are of interest in current applications such as manufacturing, biomedicine, multimedia services, and wireless communications. Scientists and engineers will continue to search and exploit determinism in signals that they create or encounter, and find it convenient to model, as random.

# This chapter is not available because of copyright issues 
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### 13.1 Introduction

Detection and classification arise in signal processing problems whenever a decision is to be made among a finite number of hypotheses concerning an observed waveform. Signal detection algorithms decide whether the waveform consists of "noise alone" or "signal masked by noise." Signal classification algorithms decide whether a detected signal belongs to one or another of prespecified classes of signals. The objective of signal detection and classification theory is to specify systematic strategies for designing algorithms which minimize the average number of decision errors. This theory is grounded in the mathematical discipline of statistical decision theory where detection and classification are respectively called binary and $M$-ary hypothesis testing [1, 2]. However, signal processing engineers must also contend with the exceedingly large size of signal processing datasets, the absence of reliable and tractible signal models, the associated requirement of fast algorithms, and the requirement for real-time imbedding of unsupervised algorithms into specialized software or hardware. While ad hoc statistical detection algorithms were implemented by engineers before 1950, the systematic development of signal detection theory was first undertaken by radar and radio engineers in the early 1950s [3, 4].

This chapter provides a brief and limited overview of some of the theory and practice of signal detection and classification. The focus will be on the Gaussian observation model. For more details and examples see the cited references.

### 13.2 Signal Detection

Assumethat for some physical measurement a sensor produces an output waveform $x=\{x(t): t \in$ $[0, T]\}$ over a time interval $[0, T]$. Assume that the waveform may have been produced by ambient noise aloneor by an impinging signal of known form plus thenoise. Thesetwo possibilities are called the null hypothesis $H$ and the alternative hypothesis $K$, respectively, and arecommonly written in the compact notation:

$$
\begin{aligned}
H & : x=\text { noise alone } \\
K & : x=\text { signal }+ \text { noise. }
\end{aligned}
$$

The hypotheses $H$ and $K$ are called simple hypotheses when the statistical distributions of $x$ under $H$ and $K$ involveno unknown parameters such assignal amplitude, signal phase, or noise power. When the statistical distribution of $x$ under a hypothesis depends on unknown (nuisance) parameters the hypothesis is called a composite hypothesis.

To decide between the null and alternative hypotheses one might apply a high threshold to the sensor output $x$ and makea decision that thesignal is present if and only if the threshold is exceeded at sometime within $[0, T]$. The engineer is then faced with the practical question of where to set the threshold so as to ensure that the number of decision errors is small. There are two types of error possible: theerror of missing the signal (decide $H$ under $K$ (signal is present)) and the error of false alarm (decide $K$ under $H$ (no signal is present)). There is always a compromise between choosing a high threshold to make the average number of false alarms small versus choosing a low threshold to make the average number of misses small. To quantify this compromise it becomes necessary to specify the statistical distribution of $x$ under each of the hypotheses $H$ and $K$.

### 13.2.1 The ROC Curve

Let the aforementioned threshold be denoted $\gamma$. Define the $K$ decision region $\mathcal{R}_{K}=\{x: x(t)>$ $\gamma$, for some $t \in[0, T]\}$. This region is also called the critical region and simply specifies the conditions on $x$ for which the detector declares the signal to be present. Since the detector makes mutually exclusive binary decisions, the critical region completely specifies the operation of the detector. The probabilities of false alarm and miss are functions of $\gamma$ given by $P_{F A}=P\left(\mathcal{R}_{K} \mid H\right)$ and $P_{M}=1-P\left(\mathcal{R}_{K} \mid K\right)$ where $P(A \mid H)$ and $P(A \mid K)$ denotethe probabilities of arbitrary event $A$ under hypothesis $H$ and hypothesis $K$, respectively. The probability of correct detection $P_{D}=P\left(\mathcal{R}_{K} \mid K\right)$ is commonly called the power of the detector and $P_{F A}$ is called the level of the detector.

The plot of thepair $P_{F A}=P_{F A}(\gamma)$ and $P_{D}=P_{D}(\gamma)$ over therange of thresholds $-\infty<\gamma<\infty$ produces a curve called the receiver operating characteristic (ROC) which completely describes the error rate of the detector as a function of $\gamma$ (Fig. 13.1). Good detectors have ROC curves which have desirable properties such as concavity (negative curvature), monotone increase in $P_{D}$ as $P_{F A}$ increases, high slope of $P_{D}$ at the point $\left(P_{F A}, P_{D}\right)=(0,0)$, etc. [5]. For the energy detection example shown in Fig. 13.1 it is evident that an increase in the rate of correct detections $P_{D}$ can be bought only at the expense of increasing the rate of false alarms $P_{F A}$. Simply stated, the job of the signal processing engineer is to find ways to test between $K$ and $H$ which push the ROC curve towards the upper left corner of Fig. 13.1 where $P_{D}$ is high for low $P_{F A}$ : this is the regime of $P_{D}$ and $P_{F A}$ where reliable signal detection can occur.

### 13.2.2 Detector Design Strategies

When the signal waveform and the noise statistics are fully known, the hypotheses are simple, and an optimal detector exists which has a ROC curve that upper bounds the ROC of any other detector,


FIGURE 13.1: The receiver operating characteristic (ROC) curve describes the tradeoff between maximizing the power $P_{D}$ and minimizing the probability of false alarm $P_{F A}$ of a test between two hypotheses $H$ and $K$. Shown is the ROC curve of the LRT (energy detector) which tests between $H: x=$ complex Gaussian random variable with variance $\sigma^{2}=1$, vs. $K: x=$ complex Gaussian random variable with variance $\sigma^{2}=5$ ( 7 dB variance ratio).
i.e., it has the highest possible power $P_{D}$ for any fixed level $P_{F A}$. This optimal detector is called the most powerful (MP) test and is specified by the ubiquitous likelihood ratio test described below. In the more common case where the signal and/or noise are described by unknown parameters, at least one hypothesis is composite, and a detector has different ROC curves for different values of the parameters (see Fig. 13.2). Unfortunately, there seldom exists a uniformly most powerful detector whose ROC curves remain upper boundsfor theentire range of unknown parameters. Therefore, for composite hypotheses other design strategies must generally be adopted to ensure reliable detection performance. There area wide range of different strategies availableincluding Bayesian detection [5] and hypothesistesting [6], min-max hypothesis testing [2], CFAR detection [7], unbiased hypothesis testing [1], invariant hypothesis testing [8, 9], sequential detection [10], simultaneous detection and estimation [11], and nonparametric detection [12]. Detailed discussion of these strategies is outside the scope of this chapter. However, all of these strategies have a common link: their application produces one form or another of the likelihood ratio test.

### 13.2.3 Likelihood Ratio Test

Here we introduce an unknown parameter $\theta$ to simplify the upcoming discussion on composite hypothesis testing. Define the probability density of the measurement $x$ as $f(x \mid \theta)$ where $\theta$ belongs to a parameter space $\Theta$. It is assumed that $f(x \mid \theta)$ is a known function of $x$ and $\theta$. We can now state the detection problem as the problem of testing between

$$
\begin{align*}
H & : x \sim f(x \mid \theta), \quad \theta \in \Theta_{H}  \tag{13.1}\\
K & : x \sim f(x \mid \theta), \quad \theta \in \Theta_{K}, \tag{13.2}
\end{align*}
$$

where $\Theta_{H}$ and $\Theta_{K}$ are nonempty sets which partition the parameter space into two regions. Note it is essential that $\Theta_{H}$ and $\Theta_{K}$ be disjoint ( $\Theta_{H} \cap \Theta_{K}=\emptyset$ ) so as to remove any ambiguity on the decisions, and exhaustive $\left(\Theta_{H} \cup \Theta_{K}=\Theta\right)$ to ensure that all states of nature in $\Theta$ are accounted for.


FIGURE 13.2: Eight members of the family of ROC curves for the LRT (energy detector) which tests between $H: x=$ complex Gaussian random variable with variance $\sigma^{2}=1$, vs. composite $K: x=$ complex Gaussian random variable with variance $\sigma^{2}>1$. ROC curves shown are indexed over a range[ $0 \mathrm{~dB}, 21 \mathrm{~dB}$ ] of variance ratios in equal 3 dB increments. ROC curves approach a step function as variance ratio increases.

Let a detector be specified by a critical region $\mathcal{R}_{K}$. Then for any pair of parameters $\theta_{H} \in \Theta_{H}$ and $\theta_{K} \in \Theta_{K}$ the level and power of the detector can becomputed by integrating the probability density $f(x \mid \theta)$ over $\mathcal{R}_{K}$

$$
\begin{equation*}
P_{F A}=\int_{x \in \mathcal{R}_{K}} f\left(x \mid \theta_{H}\right) d x \tag{13.3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{D}=\int_{x \in \mathcal{R}_{K}} f\left(x \mid \theta_{K}\right) d x \tag{13.4}
\end{equation*}
$$

The hypotheses (13.1) and (13.2) are simple when $\Theta=\left\{\theta_{H}, \theta_{K}\right\}$ consists of only two values and $\Theta_{H}=\left\{\theta_{H}\right\}$ and $\Theta_{K}=\left\{\theta_{K}\right\}$ are point sets. For simple hypotheses the Neyman-Pearson Lemma [1] states that there exists a most powerful test which maximizes $P_{D}$ subject to the constraint that $P_{F A} \leq \alpha$, where $\alpha$ is a prespecified maximum level of false alarm. This test takes the form of a threshold test known as the likelihood ratio test (LRT)

$$
\begin{equation*}
L(x) \stackrel{\operatorname{def}}{=} \frac{f\left(x \mid \theta_{K}\right)}{f\left(x \mid \theta_{H}\right)} \stackrel{\substack{K \\>}}{\stackrel{<}{<}} \downarrow, \eta, \tag{13.5}
\end{equation*}
$$

where $\eta$ is a threshold which is determined by the constraint $P_{F A}=\alpha$

$$
\begin{equation*}
\int_{\eta}^{\infty} g\left(l \mid \theta_{H}\right) d l=\alpha . \tag{13.6}
\end{equation*}
$$

Here $g\left(l \mid \theta_{H}\right)$ istheprobability density function of the likelihood ratio statistic $L(x)$ when $\theta=\theta_{H}$. It must also bementioned that if thedensity $g\left(l \mid \theta_{H}\right)$ containsdeltafunctionsasimplerandomization [1] of the LRT may be required to meet the false alarm constraint (13.6).

Thetest statistic $L(x)$ is a measure of thestrength of the evidence provided by $x$ that the probability density $f\left(x \mid \theta_{K}\right)$ produced $x$ as opposed to the probability density $f\left(x \mid \theta_{H}\right)$. Similarly, thethreshold
$\eta$ represents the detector designer's prior level of "reasonable doubt" about the sufficiency of the evidence - only above a level $\eta$ is the evidence sufficient for rejecting $H$.

When $\theta$ takes on morethan two values at least one of the hypotheses (13.1) or (13.2) arecomposite, and the Neyman Pearson lemma no longer applies. A popular but ad hoc alternative which enjoys some asymptotic optimality properties is to implement the generalized likelihood ratio test (GLRT):

$$
\begin{equation*}
L_{g}(x) \stackrel{\operatorname{def}}{=} \frac{\max _{\theta_{K} \in \Theta_{K}} f\left(x \mid \theta_{K}\right)}{\max _{\theta_{H} \in \Theta_{H}} f\left(x \mid \theta_{H}\right)} \stackrel{K}{\stackrel{K}{<}} \underset{H}{>} \quad \eta \tag{13.7}
\end{equation*}
$$

where, if feasible, the threshold $\eta$ isset to attain a specified level of $P_{F A}$. TheGLRT can be interpreted as a LRT which is based on the most likely values of the unknown parameters $\theta_{H}$ and $\theta_{K}$, i.e., the values which maximize the likelihood functions $f\left(x \mid \theta_{H}\right)$ and $f\left(x \mid \theta_{K}\right)$, respectively.

### 13.3 Signal Classification

When, based on a noisy observed waveform $x$, one must decide among a number of possible signal waveforms $s_{1}, \ldots, s_{p}, p>1$, we have a $p$-ary signal classification problem. Denoting $f\left(x \mid \theta_{i}\right)$ the density function of $x$ when signal $s_{i}$ is present, the classification problem can bestated as the problem of testing between the $p$ hypotheses

$$
\begin{aligned}
H_{1} & : x \sim f\left(x \mid \theta_{1}\right), \theta_{1} \in \Theta_{1} \\
\vdots & \vdots \\
H_{p} & : x \sim f\left(x \mid \theta_{p}\right), \theta_{p} \in \Theta_{p}
\end{aligned}
$$

where $\Theta_{i}$ is a space of unknowns which parameterize the signal $s_{i}$. As before, it is essential that the hypotheses bedisjoint, which isnecessary for $\left\{f\left(x \mid \theta_{i}\right)\right\}_{i=1}^{p}$ to bedistinct functions of $x$ for all $\theta_{i} \in \Theta_{i}$, $i=1, \ldots, p$, and that they be exhaustive, which ensures that the true density of $x$ is included in one of the hypotheses. Similarly to the case of detection, a classifier is specified by a partition of the space of observations $x$ into $p$ disjoint decision regions $\mathcal{R}_{H_{1}}, \ldots, \mathcal{R}_{H_{p}}$. Only $p-1$ of these decision regions are needed to specify the operation of the classifier. The performance of a signal classifier is characterized by its set of $p$ misclassification probabilities $P_{M_{1}}=1-P\left(x \in \mathcal{R}_{H_{1}} \mid H_{1}\right), \ldots, P_{M_{p}}=$ $P\left(x \in \mathcal{R}_{H_{p}} \mid H_{p}\right)$. Unlikethe case of detection $(p=2)$, even for simplehypotheses, where $\Theta_{i}=\left\{\theta_{i}\right\}$ consists of a single point, $i=1, \ldots, p$, optimal $p$-ary classifiers that uniformly minimize all $P_{M_{i}}$ 's do not exist. However, classifiers can be designed to minimize other weaker criteria such as average misclassification probability $\frac{1}{p} \sum_{i=1}^{p} P_{M_{i}}$ [5], worst case misclassification probability $\max _{i} P_{M_{i}}$ [2], Bayes posterior misclassification probability [12], and others.

The maximum likelihood (ML) classifier is a popular classification technique which is closely related to maximum likelihood parameter estimation. This classifier is specified by the rule
decide $H_{j}$ if and only if $\max _{\theta_{j} \in \Theta_{j}} f\left(x \mid \theta_{j}\right) \geq \max _{k} \max _{\theta_{k} \in \Theta_{k}} f\left(x \mid \theta_{k}\right), \quad j=1, \ldots, p$.
When the hypotheses $H_{1}, \ldots, H_{p}$ are simple, the M L classifier takes the simpler form:

$$
\text { decide } H_{j} \text { if and only if } f_{j}(x) \geq \max _{k} f_{k}(x), \quad j=1, \ldots, p
$$

where $f_{k}=f\left(x \mid \theta_{k}\right)$ denotes the known density function of $x$ under $H_{k}$. For this simple case it can be shown that the M L classifier is an optimal decision rule which minimizes the total misclassification error probability, as measured by the average $\frac{1}{p} \sum_{i=1}^{p} P_{M_{i}}$. In some cases a weighted average $\frac{1}{p} \sum_{i=1}^{p} \beta_{i} P_{M_{i}}$ is a more appropriate measure of total misclassification error, e.g., when $\beta_{i}$ is the
prior probability of $H_{i}, i=1, \ldots, p, \sum_{i=1}^{p} \beta_{i}=1$. For this latter case, theoptimal classifier is given by the maximum a posteriori (MAP) decision rule $[5,13]$

$$
\text { decide } H_{j} \text { if and only if } f_{j}(x) \beta_{j} \geq \max _{k} f_{k}(x) \beta_{k}, \quad j=1, \ldots, p .
$$

### 13.4 The Linear Multivariate Gaussian Model

Assume that $\mathbf{X}$ is an $m \times n$ matrix of complex valued Gaussian random variables which obeys the following linear model [9, 14]

$$
\begin{equation*}
\mathbf{X}=\mathbf{A S B}+\mathbf{W} \tag{13.9}
\end{equation*}
$$

where $\mathbf{A}, \mathbf{S}$, and $\mathbf{B}$ are rectangular $m \times q, q \times p$, and $p \times n$ complex matrices, and $\mathbf{W}$ is an $m \times n$ matrix whose $n$ columns are i.i.d. zero mean circular complex Gaussian vectors each with positive definite covariance matrix $\mathbf{R}_{w}$. We will assume that $n \geq m$. This model is very general, and, as will be seen in subsequent sections, covers many signal processing applications.

A few comments about random matrices are now in order. If $\mathbf{Z}$ is an $m \times n$ random matrix the mean, $E[\mathbf{Z}]$, of $\mathbf{Z}$ is defined as the $m \times n$ matrix of means of the elements of $\mathbf{Z}$, and the covariance matrix is defined as the $m n \times m n$ covariance matrix of the $m n \times 1$ vector, vec [ $\mathbf{Z}$ ], formed by stacking columns of $\mathbf{Z}$. When the columns of $\mathbf{Z}$ are uncorrelated and each have the same $m \times m$ covariance matrix $\mathbf{R}$, the covariance of $\mathbf{Z}$ is block diagonal:

$$
\begin{equation*}
\operatorname{cov}[\mathbf{Z}]=\mathbf{R} \otimes \mathbf{I}_{n} \tag{13.10}
\end{equation*}
$$

where $\mathbf{I}_{n}$ is the $n \times n$ identity matrix. For $p \times q$ matrix $\mathbf{C}$ and $r \times s$ matrix $\mathbf{D}$ the notation $\mathbf{C} \otimes \mathbf{D}$ denotes the Kronecker product which is thefollowing $p r \times q s$ matrix:

$$
\mathbf{C} \otimes \mathbf{D}=\left[\begin{array}{ccccc}
\mathbf{C} d_{11} & \mathbf{C} d_{12} & \ldots & \mathbf{C} d_{1 s}  \tag{13.11}\\
\mathbf{C} d_{21} & \mathbf{C} d_{22} & \ldots & \mathbf{C} d_{2 s} \\
\vdots & \vdots & \vdots & \vdots \\
\mathbf{C} d_{r 1} & \mathbf{C} d_{r 2} & \ldots & \mathbf{C} d_{r s}
\end{array}\right]
$$

The density function of $\mathbf{X}$ has the form [14]

$$
\begin{equation*}
f(\mathbf{X} ; \theta)=\frac{1}{\pi^{m n}\left|\mathbf{R}_{w}\right|^{n}} \exp \left(-\operatorname{tr}\left\{[\mathbf{X}-\mathbf{A S B}][\mathbf{X}-\mathbf{A S B}]^{H} \mathbf{R}_{w}^{-1}\right\}\right), \tag{13.12}
\end{equation*}
$$

where $|\mathbf{C}|$ is the determinant and $\operatorname{tr}\{\mathbf{D}\}$ is the trace of square matrices $\mathbf{C}$ and $\mathbf{D}$, respectively. For convenience we will use the shorthand notation

$$
\mathbf{X} \sim \mathcal{N}_{m n}\left(\mathbf{A S B}, \mathbf{R}_{w} \otimes \mathbf{I}_{n}\right)
$$

which is to beread as $\mathbf{X}$ is distributed as an $m \times n$ complex Gaussian random matrix with mean ASB, and covariance $\mathbf{R}_{w} \otimes \mathbf{I}_{n}$,

In the examples presented in the next section, several distributions associated with the complex Gaussian distribution will be seen to govern the various test statistics. The complex noncentral chi-square distribution with $p$ degrees of freedom and vector of noncentrality parameters $(\rho, \underline{d})$ plays a very important role here. This is defined as the distribution of the random variable $\chi^{2}(\rho, \underline{d}) \stackrel{\text { def }}{=} \sum_{i=1}^{p} d_{i}\left|z_{i}\right|^{2}+\rho$ wherethe $z_{i}$ 's are independent univariate complex Gaussian random variables with zero mean and unit variance and where $\rho$ is scalar and $\underline{d}$ is a (row) vector of positive scalars. The complex noncentral chi-square distribution is closely related to the real noncentral chi-square distribution with $2 p$ degrees of freedom and noncentrality parameters ( $\rho, \operatorname{diag}([\underline{d}, \underline{d}])$ ) defined in [14]. The case of $\rho=0$ and $\underline{d}=[1, \ldots, 1]$ corresponds to thestandard (central) complex chi-square distribution. For derivations and details on this and other related distributions see[14].

### 13.5 Temporal Signals in Gaussian Noise

Consider the time-sampled superposed signal model

$$
x\left(t_{i}\right)=\sum_{j=1}^{p} s_{j} b_{j}\left(t_{i}\right)+w\left(t_{i}\right), \quad i=1, \ldots, n,
$$

where here we interpret $t_{i}$ as time; but it could also be space or other domain. The temporal signal waveforms $\underline{b}_{j}=\left[b_{j}\left(t_{1}\right), \ldots, b_{j}\left(t_{n}\right)\right]^{T}, j=1, \ldots, p$, are assumed to belinearly independent where $p \leq n$. The scalar $s_{j}$ is a time-independent complex gain applied to the $j$ th signal waveform. The noise $w(t)$ is complex Gaussian with zero mean and correlation function $r_{w}(t, \tau)=E\left[w(t) w^{*}(\tau)\right]$. By concatenating the samples into a column vector $\underline{x}=\left[x\left(t_{1}\right), \ldots, x\left(t_{n}\right)\right]^{T}$ the above model is equivalent to:

$$
\begin{equation*}
\underline{x}=\mathbf{B} \underline{s}+\underline{w}, \tag{13.13}
\end{equation*}
$$

where $\mathbf{B}=\left[\underline{b}_{1}, \ldots, \underline{b}_{p}\right], \underline{s}=\left[s_{1}, \ldots, s_{p}\right]^{T}$. Therefore, the density function (13.12) applies to the vector $x=\underline{x}^{T}$ with $\mathbf{R}_{w}=\operatorname{cov}(\underline{w}), m=q=1$, and $\mathbf{A}=1$.

### 13.5.1 Signal Detection: Known Gains

For known gain factorss $i_{i}$, known signal waveforms $\underline{b}_{i}$, and known noisecovariance $\mathbf{R}_{w}$, theLRT (13.5) is the most powerful signal detector for deciding between thesimple hypotheses $H: \underline{x} \sim \mathcal{N}_{n}\left(0, \mathbf{R}_{w}\right)$ vs. $K: \underline{x} \sim \mathcal{N}_{n}\left(\mathbf{B} \underline{s}, \mathbf{R}_{w}\right)$. TheLRT has the form

$$
\left.L(x)=\exp \left(-2 * \operatorname{Re}\left\{\underline{x}^{H} \mathbf{R}_{w}^{-1} \mathbf{B} \underline{s}\right\}+\underline{s}^{H} \mathbf{B}^{H} \mathbf{R}_{w}^{-1} \mathbf{B} \underline{s}\right)\right) \begin{align*}
& \stackrel{K}{<}  \tag{13.14}\\
& \underset{H}{<} \\
& \underset{H}{<}
\end{align*} .
$$

This test is equivalent to a linear detector with critical region $\mathcal{R}_{K}=\{x: T(x)>\gamma\}$ where

$$
T(x)=\operatorname{Re}\left\{\underline{x}^{H} \mathbf{R}_{w}^{-1} \underline{s}_{c}\right\}
$$

and $\underline{s}_{c}=\mathbf{B} \underline{s}=\sum_{j=1}^{p} s_{j} \underline{b}_{j}$ is the observed compound signal component.
Under both hypotheses $H$ and $K$ thetest statistic $T$ is Gaussian distributed with common variance but different means. It is easily shown that the ROC curve is monotonically increasing in the detectability index $\rho=\underline{s}_{c}^{H} \mathbf{R}_{w}^{-1} \underline{s}_{c}$. It is interesting to note that when the noise is white, $\mathbf{R}_{w}=\sigma^{2} \mathbf{I}_{n}$ and the ROC curve depends on the form of the signals only through the signal-to-noise ratio (SNR) $\rho=\frac{\left\|s_{c}\right\|^{2}}{\sigma^{2}}$. In this special case the linear detector can be written in the form of a correlator detector

$$
T(x)=\operatorname{Re}\left\{\sum_{i=1}^{n} s_{c}^{*}\left(t_{i}\right) x\left(t_{i}\right)\right\} \begin{aligned}
& K \\
& \stackrel{K}{<} \\
& \stackrel{<}{<}
\end{aligned} \gamma
$$

where $s_{c}(t)=\sum_{j=1}^{p} s_{j} b_{j}(t)$. When the sampling times $t_{i}$ are equispaced, e.g., $t_{i}=i$, the correlator takes the form of a matched filter

$$
T(x)=\operatorname{Re}\left\{\sum_{i=1}^{n} h(n-i) x(i)\right\} \begin{aligned}
& K \\
& > \\
& > \\
& >
\end{aligned} \quad \gamma,
$$

where $h(i)=s_{c}^{*}(-i)$. Block diagrams for the correlator and matched filter implementations of the LRT are shown in Figs. 13.3 and 13.4.


FIGURE 13.3: The correlator implementation of the most powerful LRT for signal component $s_{c}\left(t_{i}\right)$ in additive Gaussian white noise. For nonwhite noise a prewhitening transformation must be performed on $x\left(t_{i}\right)$ and $s_{c}\left(t_{i}\right)$ prior to implementation of correlator detector.


FIGURE 13.4: The matched filter implementation of the most powerful LRT for signal component $s_{c}(i)$ in additive Gaussian white noise. Matched filter impulse response is $h(i)=s_{c}^{*}(-i)$. For nonwhite noise a prewhitening transformation must be performed on $x(i)$ and $s_{c}(i)$ prior to implementation of matched filter detector.

### 13.5.2 Signal Detection: Unknown Gains

When the gains $s_{j}$ are unknown the alternative hypothesis $K$ is composite, the critical region $\mathcal{R}_{K}$ depends on the true gains for $p>1$, and no most powerful test for $H: \underline{x} \sim \mathcal{N}_{n}\left(0, \mathbf{R}_{w}\right)$ vs. $K: \underline{x} \sim \mathcal{N}_{n}\left(\mathbf{B} \underline{s}, \mathbf{R}_{w}\right)$ exists. However, the GLRT (13.7) can easily be derived by maximizing the likelihood ratio for known gains (13.14) over $\underline{s}$. Recalling from least squares theory that $\min _{\underline{s}}(\underline{x}-$ $\mathbf{B} \underline{s})^{H} \mathbf{R}_{w}^{-1}(\underline{x}-\mathbf{B} \underline{s})=\underline{x}^{H} \mathbf{R}_{w}^{-1} \underline{x}-\underline{x}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}\left[\mathbf{B}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}\right]^{-1} \mathbf{B}^{H} \mathbf{R}_{w}^{-1} \underline{x}$ theGLRT can beshown to take the form

$$
T_{g}(x)=\underline{x}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}\left[\mathbf{B}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}\right]^{-1} \mathbf{B}^{H} \mathbf{R}_{w}^{-1} \underline{x} \underset{H}{\stackrel{K}{<}} \underset{\substack{<\\<}}{\stackrel{<}{c}} \gamma .
$$

A more intuitive form for the GLRT can be obtained by expressing $T_{g}$ in terms of the prewhitened observations $\underline{\tilde{x}}=\mathbf{R}_{w}^{-\frac{1}{2}} \underline{x}$ and prewhitened signal waveform matrix $\tilde{\mathbf{B}}=\mathbf{R}_{w}^{-\frac{1}{2}} \mathbf{B}$, where $\mathbf{R}_{w}^{-\frac{1}{2}}$ is the right Cholesky factor of $\mathbf{R}_{w}^{-1}$

$$
\begin{equation*}
T_{g}(x)=\left\|\tilde{\mathbf{B}}\left[\tilde{\mathbf{B}}^{H} \tilde{\mathbf{B}}\right]^{-1} \tilde{\mathbf{B}}^{H} \underline{\tilde{x}}\right\|^{2} \tag{13.15}
\end{equation*}
$$

$\tilde{\mathbf{B}}\left[\tilde{\mathbf{B}}^{H} \tilde{\mathbf{B}}\right]^{-1} \tilde{\mathbf{B}}^{H}$ isthe idempotent $n \times n$ matrix which projects onto column space of the prewhitened signal waveform matrix $\tilde{\mathbf{B}}$ (whitened signal subspace). Thus, the GLRT decides that some linear combination of the signal waveforms $\underline{b}_{1}, \ldots, \underline{b}_{p}$ is present only if the energy of the component of $x$ lying in the whitened signal subspace is sufficiently large.

Under thenull hypothesisthetest statistic $T_{g}$ isdistributed as a complex central chi-square random variablewith $p$ degrees of freedom, whileunder thealternativehypothesis $T_{g}$ isnoncentral chi-square with noncentrality parameter vector $\left(\underline{s}^{H} \mathbf{B}^{H} \mathbf{R}_{w}^{-1} \mathbf{B} \underline{s}, 1\right)$. TheROC curve is indexed by the number of signals $p$ and the noncentrality parameter but is not expressible in closed form for $p>1$.

### 13.5.3 Signal Detection: Random Gains

In some cases a random Gaussian model for the gains may be more appropriate than the unknown gain model considered above. When the $p$-dimensional gain vector $\underline{s}$ is multivariate normal with zero mean and $p \times p$ covariance matrix $\mathbf{R}_{s}$ the compound signal component $\underline{s}_{c}=\mathbf{B} \underline{s}$ is an $n$ dimensional random Gaussian vector with zero mean and rank $p$ covariance matrix $\mathbf{B R}_{s} \mathbf{B}^{H}$. A standard assumption is that the gains and the additive noise are statistically independent. The detection problem can then be stated as testing the two simple hypotheses $H: \underline{x} \sim \mathcal{N}_{n}\left(0, \mathbf{R}_{w}\right)$ vs. $K: \underline{x} \sim \mathcal{N}_{n}\left(0, \mathbf{B R}_{s} \mathbf{B}^{H}+\mathbf{R}_{w}\right)$. It can be shown that the most powerful LRT has the form

$$
\begin{equation*}
T(x)=\sum_{i=1}^{p}\left(\frac{\lambda_{i}}{1+\lambda_{i}}\right)\left|\underline{v}_{i}^{*} \mathbf{R}_{w}^{-\frac{1}{2}} \underline{x}\right|^{2} \stackrel{\underset{H}{<}}{\stackrel{K}{<}} \underset{\underset{H}{<}}{\stackrel{y}{c}} \quad \gamma, \tag{13.16}
\end{equation*}
$$

where $\left\{\lambda_{i}\right\}_{i=1}^{p}$ are the nonzero eigenvalues of the matrix $\mathbf{R}_{w}^{-\frac{1}{2}} \mathbf{B} \mathbf{R}_{s} \mathbf{B}^{H} \mathbf{R}_{w}^{-\frac{H}{2}}$ and $\left\{\underline{v}_{i}\right\}_{i=1}^{p}$ are the associated eigenvectors. Under $H$ the test statistic $T(x)$ is distributed as complex noncentral chi-square with $p$ degrees of freedom and noncentrality parameter vector $\left(0, \underline{d}_{H}\right)$ where $\underline{d}_{H}=$ $\left[\lambda_{1} /\left(1+\lambda_{1}\right), \ldots, \lambda_{p} /\left(1+\lambda_{p}\right)\right]$. Under the alternative hypothesis $T$ is also distributed as noncentral complex chi-square, however, with noncentrality vector $\left(0, \underline{d}_{K}\right)$ where $\underline{d}_{K}$ are the nonzero eigenvalues of $\mathbf{B R} \mathbf{R}_{s} \mathbf{B}^{H}$. The ROC is not available in closed form for $p>1$.

### 13.5.4 Signal Detection: Single Signal

We obtain a unification of the GLRT for unknown gain and the LRT for random gain in the case of a single impinging signal waveform: $\mathbf{B}=\underline{b}_{1}, p=1$. In this case the test statistic $T_{g}$ in (13.15) and $T$ in (13.16) reduce to the identical form and we get the same detector structure

$$
\frac{\left|\underline{x}^{H} \mathbf{R}_{w}^{-1} \underline{b}_{1}\right|^{2}}{\underline{b}_{1}^{H} \mathbf{R}_{w}^{-1} \underline{b}_{1}} \stackrel{\underset{H}{<}}{\stackrel{K}{<}} \eta,
$$

This establishes that theGLRT is uniformly most powerful over all values of thegain parameter $s_{1}$ for $p=1$. Notethat even though the form of the unknown parameter GLRT and the random parameter LRT are identical for this case, their ROC curves and their thresholds $\gamma$ will be different since the underlying observation models are not the same. When the noise is white the test simply compares the magnitude squared of the complex correlator output $\sum_{i=1}^{n} b_{1}^{*}\left(t_{i}\right) x\left(t_{i}\right)$ to a threshold $\gamma$.

### 13.6 Spatio-Temporal Signals

Consider the general spatio-temporal model

$$
\underline{x}\left(t_{i}\right)=\sum_{j=1}^{q} \underline{a}_{j} \sum_{k=1}^{p} s_{j k} b_{k}\left(t_{i}\right)+\underline{w}\left(t_{i}\right), \quad i=1, \ldots, n
$$

This model applies to a wide range of applications in narrowband array processing and has been thoroughly studied in the context of signal detection in [14]. The $m$-element vector $\underline{x}\left(t_{i}\right)$ is a
snapshot at time $t_{i}$ of the $m$-element array response to $p$ impinging signals arriving from $q$ different directions. The vector $\underline{a}_{j}$ is a known steering vector which is the complex response of the array to signal energy arriving from the $j$ th direction. From this direction thearray receives thesuperposition $\sum_{k=1}^{p} s_{j k} \underline{b}_{k}$ of $p$ known time varying signal waveforms $\underline{b}_{k}=\left[b_{k}\left(t_{1}\right), \ldots, b_{k}\left(t_{n}\right)\right]^{T}, k=1, \ldots, p$. Thepresenceof thesuperposition accounts for both direct and multipath arrivals and allowsfor more signal sources than directions of arrivals when $p>q$. The complex Gaussian noise vectors $\underline{w}\left(t_{i}\right)$ are spatially correlated with spatial covariance $\operatorname{cov}\left[\underline{w}\left(t_{i}\right)\right]=\mathbf{R}_{w}$ but are temporally uncorrelated $\operatorname{Cov}\left[\underline{w}\left(t_{i}\right), \underline{w}\left(t_{j}\right)\right]=0, i \neq j$.

By arranging the $n$ column vectors $\left\{\underline{x}\left(t_{i}\right)\right\}_{i=1}^{n}$ in an $m \times n$ matrix $\mathbf{X}$ weobtain the equivalent matrix model

$$
\mathbf{X}=\mathbf{A S B}^{H}+\mathbf{W}
$$

where $\mathbf{S}=\left(s_{i j}\right)$ is a $q \times p$ matrix whose rows are vectors of signal gain factors for each different direction of arrival, $\mathbf{A}=\left[\underline{a}_{1}, \ldots, \underline{a}_{q}\right]$ is an $m \times q$ matrix whose columns are steering vectors for different directions of arrival, and $\mathbf{B}=\left[\underline{b}_{1}, \ldots, \underline{b}_{p}\right]^{T}$ is a $p \times n$ matrix whose rows are different signal waveforms. To avoid singular detection it is assumed that $\mathbf{A}$ is of rank $q, q \leq m$, and that $\mathbf{B}$ is of rank $p, p \leq n$. We consider only a few applications of this model here. For many others see [14].

### 13.6.1 Detection: Known Gains and Known Spatial Covariance

First we assume the gain matrix $\mathbf{S}$ and the spatial covariance $\mathbf{R}_{w}$ are known. This case is only relevant when oneknowsthedirect path and multipath geometry of thepropagation medium (S), the spatial distribution of the ambient (possibly coherent) noise ( $\mathbf{R}_{w}$ ), the $q$ directions of the impinging superposed signals ( $\mathbf{A}$ ), and the $p$ signal waveforms ( $\mathbf{B}$ ). Here, the detection problem is stated in terms of the simple hypotheses $H: \mathbf{X} \sim \mathcal{N}_{n m}\left(0, \mathbf{R}_{w} \otimes \mathbf{I}_{n}\right)$ vs. $K: \mathbf{X} \sim \mathcal{N}_{n m}\left(\mathbf{A S B}, \mathbf{R}_{w} \otimes \mathbf{I}_{n}\right)$. For this case, the LRT (13.5) is the most powerful test and, using (13.12), has the form

$$
T(x)=\operatorname{Re}\left(\operatorname{tr}\left\{\mathbf{A}^{H} \mathbf{R}_{w}^{-1} \mathbf{X} \mathbf{B}^{H} \mathbf{S}^{H}\right\}\right) \underset{H}{K} \begin{aligned}
& \underset{K}{<} \\
& \stackrel{<}{<} \\
& \underset{H}{<}
\end{aligned} .
$$

Since the test statistic is Gaussian under $H$ and $K$ the ROC curve is of similar form to the ROC for detection of temporal signals with known gains.

Identifying the quantities $\tilde{\mathbf{X}}=\mathbf{R}_{w}^{-\frac{1}{2}} \mathbf{X}$ and $\tilde{\mathbf{A}}=\mathbf{R}_{w}^{-\frac{1}{2}} \mathbf{A}$ as the spatially whitened measurement matrix and spatially whitened array responsematrix, respectively, theteststatistic $T$ can beinterpreted as a multivariate spatiotemporal correlator detector. In particular, when there is only one signal impinging on the array from a single direction then $p=q=1, \tilde{\mathbf{A}}=\underline{\tilde{a}}$ a column vector, $\mathbf{B}=\underline{b}^{T}$ a row vector, $\mathbf{S}=s$ a complex scalar, and the test statistic becomes

$$
\begin{aligned}
T(x) & =\operatorname{Re}\left\{\underline{\tilde{a}}^{H} \cdot s \tilde{\mathbf{X}} \cdot t \underline{b}^{*} s^{*}\right\} \\
& =\operatorname{Re}\left\{s^{*} \sum_{j=1}^{m} \tilde{a}_{j}^{*} \sum_{i=1}^{n} b^{*}\left(t_{i}\right) \tilde{x}_{j}\left(t_{i}\right)\right\} .
\end{aligned}
$$

In the above the multiplication notation $\cdot s$ and $\cdot{ }_{t}$ is used to simply emphasize the respective matrix multiplication operations (correlation) which occur over the spatial domain and thetimedomain. It can be shown that the ROC curvemonotonically increases in the detectability index $\rho=n \underline{a}^{H} \mathbf{R}_{w}^{-1} \underline{a}$. $\|s \underline{b}\|^{2}$.

### 13.6.2 Detection: Unknown Gains and Unknown Spatial Covariance

By assuming the gain matrix $\mathbf{S}$ and $\mathbf{R}_{w}$ to be unknown, the detection problem becomes one of testing for noise alone against noise plus $p$ coherent signal waveforms, where the waveforms lie in the subspace formed by all linear combinations of the rows of $\mathbf{B}$ but are otherwise unknown. This gives a composite null and alternative hypothesis for which the generalized likelihood ratio test can be derived by maximizing the known-gain likelihood ratio over the gain matrix $\mathbf{S}$. The result is the GLRT [14]
where $|\cdot|$ denotesthedeterminant, $\hat{\mathbf{R}}_{H}=\frac{1}{n} \mathbf{X} \mathbf{X}^{H}$ is asample estimate of the spatial covariancematrix using all of the snapshots, and $\hat{\mathbf{R}}_{K}=\frac{1}{n} \mathbf{X}\left[\mathbf{I}_{n}-\mathbf{B}^{H}\left[\mathbf{B B} \mathbf{B}^{H}\right]^{-1} \mathbf{B}\right] \mathbf{X}^{H}$ is the sample estimate using only those components of the snapshots lying outside of the row space of the signal waveform matrix $\mathbf{B}$. To gain insight into the test statistic $T_{g}$ consider the asymptotic convergence of $T_{g}$ as the number of snapshots $n$ goes to infinity. By the strong law $\hat{\hat{\mathbf{R}}}_{K}$ converges to the covariance matrix of $\mathbf{X}\left[\mathbf{I}_{n}-\right.$ $\left.\mathbf{B}^{H}\left[\mathbf{B B}^{H}\right]^{-1} \mathbf{B}\right]$. Since $\mathbf{I}_{n}-\mathbf{B}^{H}\left[\mathbf{B B}^{H}\right]^{-1} \mathbf{B}$ annihilates the signal component $\mathbf{A S B}$, this covariance is the samequantity $\mathbf{R}, \mathbf{R} \leq \mathbf{R}_{w}$, under both $H$ and $K$. On theother hand, $\hat{\mathbf{R}}_{H}$ convergesto $\mathbf{R}_{w}$ under $H$ whileit convergesto $\mathbf{R}_{w}+\mathbf{A S B B}{ }^{H} \mathbf{S}^{H} \mathbf{A}^{H}$ under $K$. Hence when strongsignals arepresent $T_{g}$ tends to take on very large values near the quantity $\left(\left|\mathbf{A}^{H} \mathbf{R}^{-1} \mathbf{A}\right|\right) /\left(\left|\mathbf{A}^{H}\left[\mathbf{R}_{w}+\mathbf{A S B B}^{H} \mathbf{S}^{H} \mathbf{A}^{H}\right]^{-1} \mathbf{A}^{H}\right|\right) \gg 1$.

Thedistribution of $T_{g}$ under $H(K)$ can be derived in terms of the distribution of a sum of central (noncentral) complex beta random variables. See[14] for discussion of performance and algorithms for data recursive computation of $T_{g}$. Generalizations of this GLRT exist which incorporatenonzero mean [14, 15].

### 13.7 Signal Classification

Typical classification problems arising in signal processing are: classifying an individual signal waveform out of a set of possible linearly independent waveforms, classifying the presence of a particular set of signals as opposed to other sets of signals, classifying among specific linear combinations of signals, and classifying the number of signals present. The problem of classification of the number of signals, also known as the order selection problem, is treated elsewhere in this H andbook. While the Gaussian spatiotemporal model could betreated in analogous fashion, for concreteness we focus on the case of thetemporal signal model (13.13).

### 13.7.1 Classifying Individual Signals

Hereit is of interest to decidewhich one of the $p$-scaled signal waveforms $s_{1} \underline{b}_{1}, \ldots, s_{p} \underline{b}_{p}$ are present in the observations $\underline{x}=\left[x\left(t_{1}\right), \ldots x\left(t_{n}\right)\right]^{T}$. Denote by $H_{k}$ the hypothesis that $\underline{x}=s_{k} \underline{b_{k}}+\underline{w}$. Signal classification can then be stated as the problem of testing between the following simplehypotheses

$$
\begin{array}{rll}
H_{1} & : \underline{x}=s_{1} \underline{b}_{1}+\underline{w} \\
\vdots & \vdots \\
H_{p} & : \underline{x}=s_{p} \underline{b}_{p}+\underline{w}
\end{array}
$$

For known gain factors $s_{k}$, known signal waveforms $\underline{b}_{k}$, and known noise covariance $\mathbf{R}_{w}$, these hypotheses are simple, the density function $f\left(x \mid s_{k}, \underline{b}_{k}\right)=\mathcal{N}_{n}\left(s_{k} \underline{b}_{k}, \mathbf{R}_{w}\right)$ under $H_{k}$ involves no
unknown parameters, and the maximum likelihood classifier (13.8) reduces to the decision rule

$$
\begin{equation*}
\text { decide } H_{j} \text { if and only if } j=\operatorname{argmin}_{k=1, \ldots, p}\left(\underline{x}-s_{k} \underline{b}_{k}\right)^{H} \mathbf{R}_{w}^{-1}\left(\underline{x}-s_{k} \underline{b}_{k}\right) . \tag{13.17}
\end{equation*}
$$

Thus, the classifier chooses the most likely signal as that signal $s_{j} \underline{b}_{j}$ which has minimum normalized distance from theobserved waveform $\underline{x}$. The classifier can also be interpreted as a minimum distance classifier which chooses the signal which minimizes the Euclidean distance $\left\|\frac{\tilde{x}}{}-s_{k} \tilde{\underline{b}}_{k}\right\|$ between the prewhitened signal $\tilde{b}_{k}=\mathbf{R}_{w}^{-\frac{1}{2}} \underline{b}_{k}$ and the prewhitened measurement $\underline{\tilde{x}}=\mathbf{R}_{w}^{-\frac{1}{2}} \underline{x}$.

Written in the minimum normalized distanceform, the M L classifier appears to involve nonlinear statistics. However, an obvious simplification of (13.17) reveals that the ML classifier actually only requires computing linear functions of $\underline{x}$

$$
\text { decide } H_{j} \text { if and only if } j=\operatorname{argmax}_{k=1, \ldots, p}\left\{\operatorname{Re}\left(\underline{x}^{H} \mathbf{R}_{w}^{-1} \underline{b}_{k} s_{k}\right)-\frac{1}{2}\left|s_{k}\right|^{2} \underline{b}_{k}^{H} \mathbf{R}_{w}^{-1} \underline{b}_{k}\right\} .
$$

Note that this linear reduction only occurs when the covariances $\mathbf{R}_{w}$ are identical under each $H_{k}$, $k=1, \ldots, p$. In this case the M L classifier can be implemented using prewhitening filters followed by a bank of correlators or matched filters, an offset adjustment, and a maximum selector (Fig. 13.5).


FIGURE 13.5: The ML classifier for classifying presence of one of $p$ signals $s_{j}\left(t_{i}\right) \stackrel{\text { def }}{=} s_{j} \underline{b}_{j}\left(t_{i}\right)$, $j=1, \ldots, p$, under additive Gaussian white noise. $d_{j}=-\frac{1}{2}\left|s_{j}\right|^{2}\left\|\underline{b}_{j}\right\|^{2}$ is an offset and $j_{\text {max }}$ is the index of correlator output which is maximum. For nonwhite noise a prewhitening transformation must be performed on $x\left(t_{i}\right)$ and the $b_{j}\left(t_{i}\right)$ 's prior to implementation of ML classifier.

An additional simplification occurs when the noise is white, $\mathbf{R}_{w}=\mathbf{I}_{n}$, and all signal energies $\left|s_{k}\right|^{2}\left\|\underline{b}_{k}^{H}\right\|^{2}$ are identical: the classifier chooses the most likely signal as that signal $b_{j}\left(t_{i}\right) s_{j}$ which is
maximally correlated with the measurement $x$ :

$$
\text { decide } H_{j} \text { if and only if } j=\operatorname{argmax}_{k=1, \ldots, p} \operatorname{Re}\left(s_{k} \sum_{i=1}^{n} b_{k}^{*}\left(t_{i}\right) x\left(t_{i}\right)\right) .
$$

The decision regions $\mathcal{R}_{H_{k}}=\left\{x\right.$ : decide $\left.H_{k}\right\}$ induced by (13.17) are piecewise linear regions, known as Voronoi cells $\mathcal{V}_{k}$, centered at each of the prewhitened signals $s_{k} \underline{\tilde{b}}_{k}$. The misclassification error probabilities $P_{M_{k}}=1-P\left(x \in \mathcal{R}_{H_{k}} \mid H_{k}\right)=1-\int_{x \in \mathcal{V}_{k}} f\left(x \mid H_{k}\right) d x$ must generally be computed by integrating complex multivariate Gaussian densities $f\left(x \mid H_{k}\right)=\mathcal{N}_{n}\left(s_{k} \underline{b}_{k}, \mathbf{R}_{w}\right)$ over these regions. In the case of orthogonal signals $\underline{b}_{i} \mathbf{R}_{w}^{-1} \underline{b}_{j}=0, i \neq j$, this integration reduces to a single integral of a univariate $\mathcal{N}_{1}\left(\rho_{k}, \rho_{k}\right)$ density function times the product of $p-1$ univariate $\mathcal{N}_{1}\left(0, \rho_{i}\right)$ cumulative distribution functions, $i=1, \ldots, p, i \neq k$, where $\rho_{k}=\underline{b}_{k}^{H} \mathbf{R}_{w}^{-1} \underline{b}_{k}$. Even for this case no general closed form expressions for $P_{M_{k}}$ is available. However, analytical lower bounds on $P_{M_{k}}$ and on average misclassification probability $\frac{1}{p} \sum_{k=1}^{p} P_{M_{k}}$ can be used to qualitatively assess classifer performance[12].

### 13.7.2 Classifying Presence of Multiple Signals

We conclude by treating the problem where the signal component of the observation is the linear combination of one of $J$ hypothesized subsets $\mathcal{S}_{k}, k=1, \ldots, J$, of the signal waveforms $\underline{b}_{1}, \ldots, \underline{b}_{p}$. Assume that subset $\mathcal{S}_{k}$ contains $p_{k}$ signals and that the $\mathcal{S}_{k}, k=1, \ldots, J$, are disjoint, i.e., they do not contain any signals in common. Define the $n \times p_{k}$ matrix $\mathbf{B}_{k}$ whose columns are formed from the subset $\mathcal{S}_{k}$. We can now state the classification problem as testing between the $J$ composite hypotheses

$$
\begin{array}{rll}
H_{1} & : \underline{x}=\mathbf{B}_{1} \underline{s}_{1}+\underline{w}, \quad \underline{s}_{1} \in \mathbb{C}^{p_{1}} \\
\vdots & \vdots & \\
H_{J} & : \underline{x}=\mathbf{B}_{J} \underline{s}_{J}+\underline{w}, \quad \underline{s}_{J} \in \mathbb{C}^{p_{J}}
\end{array}
$$

where $\underline{s}_{k}$ is a column vector of $p_{k}$ unknown complex gains.
The density function under $H_{k}, f\left(x \mid \underline{s}_{k}, \mathbf{B}_{k}\right)=\mathcal{N}_{n}\left(\mathbf{B}_{k} \underline{s}_{k}, \mathbf{R}_{w}\right)$, is a function of unknown parameters $\underline{s}_{k}$ and, therefore, the ML classifier (13.8) involves finding the largest among maximized likelihoods $\max _{\underline{s}_{k}} f\left(x \mid \underline{s}_{k}, \mathbf{B}_{k}\right), k=1, \ldots, J$. This yields the following form for the ML classifier:

$$
\begin{equation*}
\text { decide } H_{j} \text { if and only if } j=\operatorname{argmin}_{k=1, \ldots, J}\left(\underline{x}-\mathbf{B}_{k} \underline{\hat{s}}_{k}\right)^{H} \mathbf{R}_{w}^{-1}\left(\underline{x}-\mathbf{B}_{k} \underline{\hat{s}}_{k}\right) \text {, } \tag{13.18}
\end{equation*}
$$

where $\underline{\hat{s}}_{k}=\left[\mathbf{B}_{k}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}_{k}\right]^{-1} \mathbf{B}_{k}^{H} \mathbf{R}_{w}^{-1} \underline{x}$ is the maximum likelihood gain vector estimate. The decision regions are once again piecewise linear but with Voronoi cells having centers at the least squares estimates of the hypothesized signal components $\mathbf{B}_{k} \underline{\hat{s}}_{k}, k=1, \ldots, J$.

Similarly to the case of noncomposite hypotheses considered in the previous subsection, a simplification of (13.18) is possible

$$
\text { decide } H_{j} \text { if and only if } j=\operatorname{argmax}_{k=1, \ldots, J \underline{x}^{H}} \mathbf{R}_{w}^{-1} \mathbf{B}_{k}\left[\mathbf{B}_{k}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}_{k}\right]^{-1} \mathbf{B}_{k}^{H} \mathbf{R}_{w}^{-1} \underline{x}
$$

Defining the prewhitened versions $\underline{\tilde{x}}=\mathbf{R}_{w}^{-\frac{1}{2}} \underline{x}$ and $\tilde{\mathbf{B}}_{k}=\mathbf{R}_{w}^{-\frac{1}{2}} \mathbf{B}_{k}$ of the observations and the $k$ th signal matrix, the ML classifier is seen to decide that the linear combination of the $p_{j}$ signals in $H_{j}$ is present when the length $\left.\| \tilde{\mathbf{B}}_{j}\left[\tilde{\mathbf{B}}_{j}^{H} \tilde{\mathbf{B}}_{j}\right]^{-1} \tilde{\mathbf{B}}_{j}^{H}\right] \underline{\tilde{x}} \|$ of the projection of $\underline{\tilde{x}}$ onto the $j$ th signal space (colspan $\left\{\tilde{\mathbf{B}}_{j}\right\}$ ) is greatest. This classifer can be implemented as a bank of $p$ adaptive matched filters
each matched to one of the least squares estimates $\tilde{\mathbf{B}}_{k} \hat{\underline{s}}_{k}, k=1, \ldots, p$, of the prewhitened signal component. Under any $H_{i}$ thequantities $\underline{x}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}_{k}\left[\mathbf{B}_{k}^{H} \mathbf{R}_{w}^{-1} \mathbf{B}_{k}\right]^{-1} \mathbf{R}_{w}^{-1} \underline{x}, k=1, \ldots J$, aredistributed as complex noncentral chi-square with $p_{k}$ degrees of freedom. For the special case of orthogonal prewhitened signals $\underline{b}_{i} \mathbf{R}_{w}^{-1} \underline{b}_{j}=0, i \neq j$, these variables are also statistically independent and $P_{M_{i}}$ can be computed as a one dimensional integral of a univariate noncentral chi-square density times the product of $J-1$ univariate noncentral chi-square cumulative distribution functions.
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### 14.1 Introduction

Themain objective of spectrum estimation isthedetermination of thepower spectrum density (PSD) of a random process. ThePSD is a function that plays a fundamental role in the analysis of stationary random processes in that it quantifies the distribution of total power as a function of frequency. The estimation of the PSD is based on a set of observed data samples from the process. A necessary assumption is that the random process is at least wide sense stationary, that is, its first and second order statisticsdo not changewith time. Theestimated PSD providesinformation about thestructure of the random process which can then be used for refined modeling, prediction, or filtering of the observed process.

Spectrum estimation has a long history with beginnings in ancient times [17]. The first significant discoveries that laid the grounds for later developments, however, were made in the early years of the eighteenth century. They include one of the most important advances in the history of mathematics, Fourier's theory. According to this theory, an arbitrary function can be represented by an infinite summation of sineand cosinefunctions. Later cametheSturm-Liouvillespectral theory of differential equations, which was followed by the spectral representations in quantum and classical physics developed by John von Neuman and Norbert Wiener, respectively. The statistical theory of spectrum estimation started practically in 1949 when Tukey introduced a numerical method for computation of spectra from empirical data. A very important milestone for further development of the field was the reinvention of the fast Fourier transform (FFT) in 1965, which is an efficient algorithm for computation of the discrete Fourier transform. Shortly thereafter came the work of John Burg, who
proposed a fundamentally new approach to spectrum estimation based on theprinciple of maximum entropy. In the past three decades his work was followed up by many researchers who have developed numerous new spectrum estimation procedures and applied them to various physical processes from diverse scientific fields. Today, spectrum estimation is a vital scientific discipline which plays a major role in many applied sciences such as radar, speech processing, underwater acoustics, biomedical signal processing, sonar, seismology, vibration analysis, control theory, and econometrics.

### 14.2 Important Notions and Definitions

### 14.2.1 Random Processes

The objects of interest of spectrum estimation are random processes. They represent time fluctuations of a certain quantity which cannot be fully described by deterministic functions. The voltage waveform of a speech signal, the bit stream of zeros and ones of a communication message, or the daily variations of the stock market index are examples of random processes. Formally, a random process is defined as a collection of random variables indexed by time. (The family of random variables may also be indexed by a different variable, for example space, but here we will consider only random time processes.) The index set is infinite and may be continuous or discrete. If the index set is continuous, the random process is known as a continuous-time random process, and if the set is discrete, it is known as a discretetime random process. The speech waveform is an example of a continuous random process and the sequence of zeros and ones of a communication message, a discrete one. We shall focus only on discrete-time processes where the index set is the set of integers.

A random process can be viewed as a collection of a possibly infinite number of functions, also called realizations. We shall denotethe collection of realizations by $\{\tilde{x}[n]\}$ and an observed real ization of it by $\{x[n]\}$. For fixed $n,\{\tilde{x}[n]\}$ represents a random variable, also denoted as $\tilde{x}[n]$, and $x[n]$ is the $n$-th sample of the realization $\{x[n]\}$. If the samples $x[n]$ are real, the random process is real, and if they are complex, the random process is complex. In the discussion to follow, we assumethat $\{\tilde{x}[n]\}$ is a complex random process.

The random process $\{\tilde{x}[n]\}$ is fully described if for any set of time indices $n_{1}, n_{2}, \ldots, n_{m}$, the joint probability density function of $\tilde{x}\left[n_{1}\right], \tilde{x}\left[n_{2}\right], \ldots$, and $\tilde{x}\left[n_{m}\right]$ is given. If the statistical properties of the process do not change with time, therandom process is called stationary. This is always the case if for any choice of random variables $\tilde{x}\left[n_{1}\right], \tilde{x}\left[n_{2}\right], \ldots$, and $\tilde{x}\left[n_{m}\right]$, their joint probability density function is identical to the joint probability density function of the random variables $\tilde{x}\left[n_{1}+k\right], \tilde{x}\left[n_{2}+k\right]$, ..., and $\tilde{x}\left[n_{m}+k\right]$ for any $k$. Then we call the random process strictly stationary. For example, if the samples of the random process are independent and identically distributed random variables, it is straightforward to show that the process is strictly stationary. Strict stationarity, however, is a very severe requirement and is relaxed by introducing the concept of wide-sense stationarity. A random process is wide-sense stationary if the following two conditions are met:

$$
\begin{equation*}
E(\tilde{x}[n])=\mu \tag{14.1}
\end{equation*}
$$

and

$$
\begin{align*}
r[n, n+k] & =E\left(\tilde{x}^{*}[n] \tilde{x}[n+k]\right) \\
& =r[k] \tag{14.2}
\end{align*}
$$

where $E(\cdot)$ is the expectation operator, $\tilde{x}^{*}[n]$ is the complex conjugate of $\tilde{x}[n]$, and $\{r[k]\}$ is the autocorrelation function of the process. Thus, if the process is wide-sense stationary, its mean value $\mu$ is constant over time, and the autocorrelation function depends only on the lag $k$ between the random variables. For example, if we consider the random process

$$
\begin{equation*}
\tilde{x}[n]=a \cos \left(2 \pi f_{0} n+\tilde{\theta}\right) \tag{14.3}
\end{equation*}
$$

where the amplitude $a$ and the frequency $f_{0}$ are constants, and the phase $\tilde{\theta}$ is a random variable that is uniformly distributed over the interval $(-\pi, \pi)$, one can show that

$$
\begin{equation*}
E(\tilde{x}[n])=0 \tag{14.4}
\end{equation*}
$$

and

$$
\begin{align*}
r[n, n+k] & =E\left(\tilde{x}^{*}[n] \tilde{x}[n+k]\right) \\
& =\frac{a^{2}}{2} \cos \left(2 \pi f_{0} k\right) \tag{14.5}
\end{align*}
$$

Thus, Eq. (14.3) represents a wide-sense stationary random process.

### 14.2.2 Spectra of Deterministic Signals

Beforewe definethe concept of spectrum of a random process, it will beuseful to review the analogous concept for deterministic signals, which are signals whose future values can be exactly determined without any uncertainty. Besides their description in thetime domain, the deterministic signals have a very useful representation in terms of superposition of sinusoids with various frequencies, which is given by the discrete-time Fourier transform (DTFT). If the observed signal is $\{g[n]\}$ and it is not periodic, its DTFT is the complex valued function $G(f)$ defined by

$$
\begin{equation*}
G(f)=\sum_{n=-\infty}^{\infty} g[n] e^{-j 2 \pi f n} \tag{14.6}
\end{equation*}
$$

where $j=\sqrt{-1}, f$ is the normalized frequency, $0 \leq f<1$, and $e^{j 2 \pi f n}$ is the complex exponential given by

$$
\begin{equation*}
e^{j 2 \pi f n}=\cos (2 \pi f n)+j \sin (2 \pi f n) \tag{14.7}
\end{equation*}
$$

The sum in Eq. (14.6) converges uniformly to a continuous function of the frequency $f$ if

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|g[n]|<\infty \tag{14.8}
\end{equation*}
$$

The signal $\{g[n]\}$ can be determined from $G(f)$ by the inverse DTFT defined by

$$
\begin{equation*}
g[n]=\int_{0}^{1} G(f) e^{j 2 \pi f n} d f \tag{14.9}
\end{equation*}
$$

which means that the signal $\{g[n]\}$ can be represented in terms of complex exponentials whose frequencies span the continuous interval $[0,1)$.

The complex function $G(f)$ can be alternatively expressed as

$$
\begin{equation*}
G(f)=|G(f)| e^{j \phi(f)} \tag{14.10}
\end{equation*}
$$

where $|G(f)|$ is called the amplitude spectrum of $\{g[n]\}$, and $\phi(f)$ the phase spectrum of $\{g[n]\}$. For example, if the signal $\{g[n]\}$ is given by

$$
g[n]= \begin{cases}1, & n=1  \tag{14.11}\\ 0, & n \neq 1\end{cases}
$$

then

$$
\begin{equation*}
G(f)=e^{-j 2 \pi f} \tag{14.12}
\end{equation*}
$$

and the amplitude and phase spectra are

$$
\begin{align*}
|G(f)| & =1, & & 0 \leq f<1 \\
\phi(f) & =-2 \pi f, & & 0 \leq f<1 \tag{14.13}
\end{align*}
$$

The total energy of the signal is given by

$$
\begin{equation*}
\mathcal{E}=\sum_{n=-\infty}^{\infty}|g[n]|^{2} \tag{14.14}
\end{equation*}
$$

and according to Parseval's theorem, it can also be obtained from the amplitude spectrum of the signal, i.e.,

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|g[n]|^{2}=\int_{0}^{1}|G(f)|^{2} d f \tag{14.15}
\end{equation*}
$$

From Eq. (14.15), we deduce that $|G(f)|^{2} d f$ is the contribution to the total energy of the signal from the frequency band ( $f, f+d f$ ). Therefore, we say that $|G(f)|^{2}$ represents the energy density spectrum of the signal $\{g[n]\}$.

When $\{g[n]\}$ is periodic with period $N$, that is

$$
\begin{equation*}
g(n)=g(n+N) \tag{14.16}
\end{equation*}
$$

for all $n$, and where $N$ isthe period of $\{g[n]\}$, weuse the discrete Fourier transform (DFT) to express $\{g[n]\}$ in the frequency domain, that is,

$$
\begin{equation*}
G\left(f_{k}\right)=\sum_{n=0}^{N-1} g[n] e^{-j 2 \pi f_{k} n}, \quad f_{k}=\frac{k}{N}, \quad k \in\{0,1, \cdots, N-1\} . \tag{14.17}
\end{equation*}
$$

Note that the frequency here takes values from a discrete set. The inverse DFT is defined by

$$
\begin{equation*}
g[n]=\frac{1}{N} \sum_{k=0}^{N-1} G\left(f_{k}\right) e^{j 2 \pi f_{k} n}, \quad f_{k}=\frac{k}{N} \tag{14.18}
\end{equation*}
$$

Now Parseval's relation becomes

$$
\begin{equation*}
\sum_{n=0}^{N-1}|g[n]|^{2}=\frac{1}{N} \sum_{k=0}^{N-1}\left|G\left(f_{k}\right)\right|^{2}, \quad f_{k}=\frac{k}{N} \tag{14.19}
\end{equation*}
$$

where the two sides are the total energy of thesignal in one period. If we definethe average power of the discrete-timesignal by

$$
\begin{equation*}
\mathcal{P}=\frac{1}{N} \sum_{n=0}^{N-1}|g[n]|^{2} \tag{14.20}
\end{equation*}
$$

then from Eq. (14.19)

$$
\begin{equation*}
\mathcal{P}=\frac{1}{N^{2}} \sum_{k=0}^{N-1}\left|G\left(f_{k}\right)\right|^{2}, \quad f_{k}=\frac{k}{N} . \tag{14.21}
\end{equation*}
$$

Thus, $\left|G\left(f_{k}\right)\right|^{2} / N^{2}$ is the contribution to the total power from the term with frequency $f_{k}$, and so it represents the power spectrum "density" of $\{g[n]\}$. For example, if the periodic signal in one period is defined by

$$
g[n]= \begin{cases}1, & n=0  \tag{14.22}\\ 0, & n=1,2, \cdots, N-1\end{cases}
$$

its PSD $P\left(f_{k}\right)$ is

$$
\begin{equation*}
P\left(f_{k}\right)=\frac{1}{N^{2}}, \quad f_{k}=\frac{k}{N}, \quad k \in\{0,1, \cdots, N-1\} \tag{14.23}
\end{equation*}
$$

Again, note that the PSD is defined for a discrete set of frequencies.
In summary, the spectra of deterministic aperiodic signals are energy densities defined on the continuous set of frequencies $\mathcal{C}_{f}=[0,1)$. On the other hand, the spectra of periodic signals are power densities defined on the discrete set of frequencies $\mathcal{D}_{f}=\{0,1 / N, 2 / N, \cdots,(N-1) / N\}$, where $N$ is the period of the signal.

### 14.2.3 Spectra of Random Processes

Supposethat weobserveonerealization of therandom $\operatorname{process}\{\tilde{x}[n]\}$, or $\{x[n]\}$. From the definition of the DTFT and the assumption of wide sense stationarity of $\{\tilde{x}[n]\}$, it is obvious that we cannot use the DTFT to obtain $X(f)$ from $\{x[n]\}$ becauseEq. (14.8) does not hold when we replace $g[n]$ by $x[n]$. And indeed, if $\{x[n]\}$ is a realization of a wide-sense stationary process, its energy is infinite. Its power, however, is finite as was the case with the periodic signals. So if we observe $\{x[n]\}$ from $-N$ to $N,\{x[n]\}_{-N}^{N}$, and assumethat outside this interval the samples $x[n]$ are equal to zero, we can find its DTFT, $X_{N}(f)$ from

$$
\begin{equation*}
X_{N}(f)=\sum_{n=-N}^{N} x[n] e^{-j 2 \pi f n} \tag{14.24}
\end{equation*}
$$

Then according to Eq. (14.15), $\left|X_{N}(f)\right|^{2} d f$ represents the energy of the truncated realization that is contributed by the components whose frequencies are between $f$ and $f+d f$. The power due to these components is given by

$$
\begin{equation*}
\frac{\left|X_{N}(f)\right|^{2} d f}{2 N+1} \tag{14.25}
\end{equation*}
$$

and $\left|X_{N}(f)\right|^{2} /(2 N+1)$ can be interpreted as power density. If we let $N \rightarrow \infty$, under suitable conditions [15],

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\left|X_{N}(f)\right|^{2}}{2 N+1} \tag{14.26}
\end{equation*}
$$

is finite for all $f$, and this is then the PSD of $\{x[n]\}$. We would prefer to find, however, the PSD of $\{\tilde{x}[n]\}$, which we define as

$$
\begin{equation*}
P(f)=\lim _{N \rightarrow \infty} E\left\{\frac{\left|\tilde{X}_{N}(f)\right|^{2}}{2 N+1}\right\} \tag{14.27}
\end{equation*}
$$

where $\tilde{X}_{N}(f)$ is the DTFT of $\{\tilde{x}[n]\}_{-N}^{N}$. Clearly, $P(f) d f$ is interpreted as the average contribution to the total power from the components of $\{\tilde{x}[n]\}$ whose frequencies are between $f$ and $f+d f$.

There is a very important relationship between thePSD of a wide-sensestationary random process and its autocorrelation function. By Wold's theorem, which is the analogue of Wiener-Khintchine theorem for continuous-time random processes, the PSD in Eq. (14.27) is the DTFT of the autocorrelation function of the process [15], that is,

$$
\begin{equation*}
P(f)=\sum_{k=-\infty}^{\infty} r[k] e^{-j 2 \pi f k} \tag{14.28}
\end{equation*}
$$

where $r$ [ $k]$ is defined by Eq. (14.2).
For all practical purposes, there are three different types of $P(f)$ [15]. If $P(f)$ is an absolutely continuous function of $f$, the random process has a purely continuous spectrum. If $P(f)$ is identically equal to zero for all $f$ except for frequencies $f=f_{k}, k=1,2, \ldots$, where it is infinite, the
random process has a line spectrum. In this case, a useful representation of the spectrum is given by the Dirac $\delta$-functions,

$$
\begin{equation*}
P(f)=\sum_{k} P_{k} \delta\left(f-f_{k}\right) \tag{14.29}
\end{equation*}
$$

where $P_{k}$ isthepower associated with the $k$ linecomponent. Finally, thespectrum of arandom process may be mixed if it is a combination of a continuous and line spectra. Then $P(f)$ is a superposition of a continuous function of $f$ and $\delta$-functions.

### 14.3 The Problem of Power Spectrum Estimation

The problem of power spectrum estimation can be stated as follows: Given a set of $N$ samples $\{x[0]$, $x[1], \ldots, x[N-1]\}$ of a realization of the random process $\{\tilde{x}[n]\}$, denoted also by $\{x[n]\}_{0}^{N-1}$, estimate the PSD of the random process, $P(f)$. Obviously this task amounts to estimation of a function and is distinct from the typical problem in elementary statistics where the goal is to estimate a finite set of parameters.

Spectrum estimation methodscan beclassified into two categories: nonparametricand parametric. The nonparametric approaches do not assume any specific parametric model for the PSD. They are based solely on theestimate of the autocorrelation sequence of therandom process from the observed data. For the parametric approaches on the other hand, we first postulate a model for the process of interest, where the model is described by a small number of parameters. Based on the model, the PSD of the process can be expressed in terms of the model parameters. Then the PSD estimate is obtained by substituting the estimated parameters of the model in the expression for the PSD. For example, if a random process $\{\tilde{x}[n]\}$ can be modeled by

$$
\begin{equation*}
\tilde{x}[n]=-a \tilde{x}[n]+\tilde{w}[n] \tag{14.30}
\end{equation*}
$$

where $a$ is an unknown parameter and $\{\tilde{w}[n]\}$ is a zero mean wide-sense stationary random process whose random variables are uncorrelated and with the same variance $\sigma^{2}$, it can be shown that the $\operatorname{PSD}$ of $\{\tilde{x}[n]\}$ is

$$
\begin{equation*}
P(f)=\frac{\sigma^{2}}{\left|1+a e^{-j 2 \pi f}\right|^{2}} \tag{14.31}
\end{equation*}
$$

Thus, to find $P(f)$ it is sufficient to estimate $a$ and $\sigma^{2}$.
The performance of a PSD estimator is evaluated by several measures of goodness. One is the bias of the estimator defined by

$$
\begin{equation*}
b(f)=E(\hat{P}(f)-P(f)) \tag{14.32}
\end{equation*}
$$

where $\hat{P}(f)$ and $P(f)$ are the estimated and true PSD, respectively. If the bias $b(f)$ is identically equal to zero for all $f$, the estimator is said to be unbiased, which means that on average it yields the true PSD. Among the unbiased estimators, we search for the one that has minimal variability. The variability is measured by the variance of the estimator

$$
\begin{equation*}
v(f)=E\left([\hat{P}(f)-E(P(f))]^{2}\right) \tag{14.33}
\end{equation*}
$$

A measure that combines the bias and the variance is the relative mean square error given by [15]

$$
\begin{equation*}
v(f)=\frac{v(f)+b(f)^{2}}{P(f)} \tag{14.34}
\end{equation*}
$$

The variability of a PSD estimator is also measured by the normalized variance[8]

$$
\begin{equation*}
\psi(f)=\frac{v(f)}{E^{2}(\hat{P}(f))} . \tag{14.35}
\end{equation*}
$$

Finally, another important metric for comparison is the resolution of the PSD estimators. It corresponds to the ability of the estimator to provide the fine details of the PSD of the random process. For example if the PSD of the random process has two peaks at frequencies $f_{1}$ and $f_{2}$, then the resolution of the estimator would be measured by the minimum separation of $f_{1}$ and $f_{2}$ for which the estimator still reproduces two peaks at $f_{1}$ and $f_{2}$.

### 14.4 Nonparametric Spectrum Estimation

When the method for PSD estimation is not based on any assumptions about the generation of the observed samples other than wide-sense stationarity, then it is termed a nonparametric estimator. According to Eq. (14.28), $P(f)$ can beobtained by first estimating the autocorrelation sequencefrom the observed samples $x[0], x[1], \cdots, x[N-1]$, and then applying theDTFT to these estimates. One estimator of the autocorrelation is given by

$$
\begin{equation*}
\hat{r}[k]=\frac{1}{N} \sum_{n=0}^{N-1-k} x^{*}[n] x[n+k], \quad 0 \leq k \leq N-1 \tag{14.36}
\end{equation*}
$$

The estimates of $\hat{r}[k]$ for $-N<k<0$ are obtained from the identity

$$
\begin{equation*}
\hat{r}[-k]=\hat{r}^{*}[k] \tag{14.37}
\end{equation*}
$$

and those for $|k| \geq N$ are set equal to zero. This estimator, although biased, has been preferred over others. An important reason for favoring it is that it always yields nonnegative estimates of the PSD, which is not the case with the unbiased estimator.

Many nonparametric estimators rely on using Eq. (14.36) and then transform the obtained autocorrelation sequence to estimate the PSD. Other nonparametric methods, however, operate directly on the observed data.

### 14.4.1 Periodogram

Theperiodogram was introduced by Schuster in 1898 when he was searching for hidden periodicities while studying sunspot data [19]. To find the periodogram of the data $\{x[n]\}_{0}^{N-1}$, first we determine the autocorrelation sequence $r[k]$ for $-(N-1) \leq k \leq N-1$ and then take the DTFT, i.e.,

$$
\begin{equation*}
\hat{P}_{\mathrm{PER}}(f)=\sum_{k=-N+1}^{N-1} \hat{r}[k] e^{-j 2 \pi f k} \tag{14.38}
\end{equation*}
$$

It is more convenient to write the periodogram directly in terms of the observed samples $x[n]$. It is then defined as

$$
\begin{equation*}
\hat{P}_{\mathrm{PER}}(f)=\frac{1}{N}\left|\sum_{n=0}^{N-1} x[n] e^{-j 2 \pi f n}\right|^{2} \tag{14.39}
\end{equation*}
$$

Thus, the periodogram is proportional to the squared magnitude of the DTFT of the observed data. In practice, the periodogram is calculated by applying theFFT, which computes it at a discrete set of
frequencies $\mathcal{D}_{f}=\left\{f_{k}: f_{k}=k / N, k=0,1,2, \cdots,(N-1)\right\}$. The periodogram is then expressed by

$$
\begin{equation*}
\hat{P}_{\mathrm{PER}}\left(f_{k}\right)=\frac{1}{N}\left|\sum_{n=0}^{N-1} x[n] e^{-j 2 \pi k n / N}\right|^{2}, \quad f_{k} \in \mathcal{D}_{f} \tag{14.40}
\end{equation*}
$$

To allow for finer frequency spacing in the computed periodogram, wedefinea zero padded sequence according to

$$
x^{\prime}[n]=\left\{\begin{array}{ll}
x[n], & n=0,1, \cdots, N-1  \tag{14.41}\\
0, & n=N, N+1, \cdots, N^{\prime} .
\end{array} .\right.
$$

Then we specify the new set of frequencies $\mathcal{D}_{f}^{\prime}=\left\{f_{k}: f_{k}=k / N^{\prime}, k \in\left\{0,1,2, \cdots,\left(N^{\prime}-1\right)\right\}\right\}$, and obtain

$$
\begin{equation*}
\hat{P}_{\mathrm{PER}}\left(f_{k}\right)=\frac{1}{N}\left|\sum_{n=0}^{N-1} x[n] e^{-j 2 \pi k n / N^{\prime}}\right|^{2}, \quad f_{k} \in \mathcal{D}_{f}^{\prime} \tag{14.42}
\end{equation*}
$$

A general property of good estimators is that they yield better estimates when the number of observed data samples increases. Theoretically, if the number of data samples tends to infinity, the estimates should converge to the true values of the estimated parameters. So, in the case of a PSD estimator, as we get more and more data samples, it is desirable that the estimated PSD tends to the true value of thePSD. In other words, if for finite number of data samples the estimator is biased, the bias should tend to zero as $N \rightarrow \infty$ as should the variance of theestimate. If thisis indeed the case, the estimator iscalled consistent. Although the periodogram is asymptotically unbiased, it can be shown that it is not a consistent estimator. For example, if $\{\tilde{x}[n]\}$ is real zero-mean white Gaussian noise, which is a process whose random variables are independent, Gaussian, and identically distributed with variance $\sigma^{2}$, the variance of $\hat{P}_{\text {PER }}(f)$ is equal to $\sigma^{4}$ regardless of the length $N$ of the observed data sequence[12]. The performance of the periodogram does not improve as $N$ gets larger because as $N$ increases, so does the number of parameters that are estimated, $P\left(f_{0}\right), P\left(f_{1}\right), \ldots, P\left(f_{N-1}\right)$. In general, for the variance of the periodogram, we can write[12]

$$
\begin{equation*}
\operatorname{var}\left(\hat{P}_{\text {PER }}(f)\right) \simeq P^{2}(f) \tag{14.43}
\end{equation*}
$$

where $P(f)$ is the true PSD.
Interesting insight can be gained if one writes the periodogram as follows

$$
\begin{align*}
\hat{P}_{\operatorname{PER}}(f) & =\frac{1}{N}\left|\sum_{n=0}^{N-1} x[n] e^{-j 2 \pi f n}\right|^{2} \\
& =\frac{1}{N}\left|\sum_{n=-\infty}^{\infty} x[n] w_{R}[n] e^{-j 2 \pi f n}\right|^{2} \tag{14.44}
\end{align*}
$$

where $w_{R}[n]$ is a rectangular window defined by

$$
w_{R}[n]= \begin{cases}1, & n \in\{0,1, \cdots, N-1\}  \tag{14.45}\\ 0, & \text { otherwise }\end{cases}
$$

Thus, wecan regard thefinitedatarecord used for estimatingthePSD asbeing obtained by multiplying the whole realization of the random process by a rectangular window. Then it is not difficult to show that the expected value of the periodogram is given by [8]

$$
\begin{equation*}
E\left\{\hat{P}_{\operatorname{PER}}(f)\right\}=\frac{1}{N} \int_{0}^{1}\left|W_{R}(f-\xi)\right|^{2} P(\xi) d \xi \tag{14.46}
\end{equation*}
$$

where $W_{R}(f)$ is the DTFT of the rectangular window. Hence, the mean value of the periodogram is a smeared version of the true PSD. Since the implementation of the periodogram as defined in Eq. (14.44) implies the use of a rectangular window, a question arises as to whether we could use a window of different shape to reduce the variance of the periodogram. The answer is yes, and indeed many windows have been proposed which weight the data samples in the middle of the observed data more than those towards the ends of the observed data. Some frequently used alternatives to the rectangular window are the windows of Bartlett, Hanning, Hamming, and Blackman. The magnitude of the DTFT of a window provides two important characteristics about it. One is the width of the window's mainlobe and the other is the strength of its sidelobes. A narrow mainlobe allows for a better resolution, and low sidelobes improve the smoothing of the estimated spectrum. Unfortunately, the narrower its mainlobe, the higher the sidelobes, which is a typical trade-off in spectrum estimation. It turns out that the rectangular window allows for the best resolution but has the largest sidelobes.

### 14.4.2 The Bartlett Method

Oneapproach to reducethe varianceof theperiodogram is to subdividetheobserved data record into $K$ nonoverlapping segments, find the periodogram of each segment, and finally evaluate the average of the so-obtained periodograms. This spectrum estimator, also known as the Bartlett's estimator, has variance that is smaller than the variance of the periodogram.

Suppose that the number of data samples $N$ is equal to $K L$, where $K$ is the number of segments and $L$ is their length. If the $i$-th segment is denoted by $\left\{x_{i}[n]\right\}_{0}^{L-1}, i=1,2 \cdots, K$, where

$$
\begin{equation*}
x_{i}[n]=x[n+(i-1) L], \quad n \in\{0,1, \cdots, L-1\} \tag{14.47}
\end{equation*}
$$

and its periodogram by

$$
\begin{equation*}
\hat{P}_{\mathrm{PER}}^{(i)}(f)=\frac{1}{L}\left|\sum_{n=0}^{L-1} x_{i}[n] e^{-j 2 \pi f n}\right|^{2} \tag{14.48}
\end{equation*}
$$

then the Bartlett spectrum estimator is

$$
\begin{equation*}
\hat{P}_{\mathrm{B}}(f)=\frac{1}{K} \sum_{i=1}^{K} \hat{P}_{\mathrm{PER}}^{(i)}(f) . \tag{14.49}
\end{equation*}
$$

This estimator is consistent and its variance compared to the variance of the periodogram is reduced by a factor of $K$. This reduction, however, is paid by a decrease in resolution. The Bartlett estimator has a resolution $K$ times less than that of the periodogram. Thus, this estimator allowsfor a straightforward trading of resolution for variance.

### 14.4.3 The Welch Method

TheWelch method is another estimator that exploits the periodogram. It is based on the sameidea as Bartlett's approach of splitting the data into segments and finding the average of their periodograms. The differenceis that the segments are overlapped, where the overlaps are usually $50 \%$ or $75 \%$ large, and the data within a segment are windowed. Let the length of the segments be $L$, the $i$-th segment be denoted again by $\left\{x_{i}[n]\right\}_{0}^{L-1}$, and the offset of successive sequences by $D$ samples. Then

$$
\begin{equation*}
N=L+D(K-1) \tag{14.50}
\end{equation*}
$$

where $N$ is the total number of observed samples and $K$ the total number of sequences. Notethat if there is no overlap, $K=N / L$, and if there is $50 \%$ overlap, $K=2 N / L-1$. The $i$-th sequence is
defined by

$$
\begin{equation*}
x_{i}[n]=x[n+(i-1) D], \quad n \in\{0,1, \cdots, L-1\} \tag{14.51}
\end{equation*}
$$

where $i=1,2, \cdots, K$, and its periodogram by

$$
\begin{equation*}
\hat{P}_{M}^{(i)}(f)=\frac{1}{L}\left|\sum_{n=0}^{L-1} w[n] x_{i}[n] e^{-j 2 \pi f n}\right|^{2} . \tag{14.52}
\end{equation*}
$$

Here $\hat{P}_{M}^{(i)}(f)$ is the modified periodogram of the data because the samples $x[n]$ are weighted by a nonrectangular window $w[n]$. The Welch spectrum estimate is then given by

$$
\begin{equation*}
\hat{P}_{\mathrm{B}}(f)=\frac{1}{K} \sum_{i=1}^{K} \hat{P}_{\mathrm{M}}^{(i)}(f) . \tag{14.53}
\end{equation*}
$$

By permitting overlap of sequences, we can form more segments than in the case of Bartlett's method. Also, if we keep the same number of segments, the overlap allows for longer segments. The increased number of segmentsreducesthe variance of theestimator, and thelonger segmentsimprove its resolution. Thus, with the Welch method we can trade reduction in variance for improvement in resolution in many more ways than with the Bartlett method. It can be shown that if the overlap is $50 \%$, the variance of the Welch estimator is approximately $9 / 16$ of the variance of the Bartlett estimator [8].

### 14.4.4 Blackman-Tukey Method

The periodogram can be expressed in terms of the estimated autocorrelation lags as

$$
\begin{equation*}
\hat{P}_{\text {PER }}(f)=\sum_{k=-(N-1)}^{N-1} \hat{r}[k] e^{-j 2 \pi f k} \tag{14.54}
\end{equation*}
$$

where

$$
\hat{r}[k]=\left\{\begin{array}{ll}
\frac{1}{N} \sum_{n=0}^{N-1-k} x^{*}[n] x[n+k], & k=0,1, \cdots, N-1  \tag{14.55}\\
\hat{r}^{*}[-k], & k=-(N-1),-(N-2), \cdots,-1
\end{array} .\right.
$$

From Eqs. (14.54) and (14.55) we see that the estimated autocorrelation lags are given the same weight in the periodogram regardless of the difference of their variances. From Eq. (14.55), however, it is obvious that the autocorrelations with smaller lags will be estimated more accurately than the ones with lags closeto $N$ because of the different number of terms that areused in the summation. For example, $\hat{r}[N-1]$ has only the term $x^{*}[0] x[n-1]$ compared to the $N$ terms used in thecomputation of $\hat{r}[0]$. Therefore, the large variance of the periodogram can be ascribed to the large weight given to the poor autocorrelation estimates used in its evaluation.

Blackman and Tukey proposed to weight the autocorrelation sequence so that the autocorrelations with higher lags are weighted less [3]. Their estimator is given by

$$
\begin{equation*}
\hat{P}_{\mathrm{BT}}(f)=\sum_{k=-(N-1)}^{N-1} w[k] \hat{r}[k] e^{-j 2 \pi f k} \tag{14.56}
\end{equation*}
$$

where the window $w[k]$ is real nonnegative, symmetric, and nonincreasing with $|k|$, that is

1. $0 \leq w[k] \leq w[0]=1$,
2. $w[-k]=w[k]$, and
3. $w[k]=0, \quad M<|k|, M \leq N-1$.

N ote that the symmetry property of $w[k]$ ensures that the spectrum is real.
The Blackman-Tukey estimator can be expressed in the frequency domain by the convolution

$$
\begin{equation*}
\hat{P}_{\mathrm{BT}}(f)=\int_{0}^{1} W(f-\xi) \hat{P}_{\mathrm{PER}}(\xi) d \xi \tag{14.58}
\end{equation*}
$$

From Eq. (14.58) we deduce that the window's DTFT should satisfy

$$
\begin{equation*}
W(f) \geq 0, \quad f \in[0,1) \tag{14.59}
\end{equation*}
$$

so that the spectrum is guaranteed to be a nonnegative function, i.e.,

$$
\begin{equation*}
\hat{P}_{\mathrm{BT}}(f) \geq 0, \quad|f| \leq \frac{1}{2} . \tag{14.60}
\end{equation*}
$$

The bias, the variance, and the resolution of the Blackman-Tukey method depend on the applied window. For example, if the window is triangular (Bartlett),

$$
w_{B}[k]=\left\{\begin{array}{cl}
\frac{M-|k|}{M}, & |k| \leq M  \tag{14.61}\\
0, & \text { otherwise }
\end{array}\right.
$$

and if $N \gg M \gg 1$, the variance of the Blackman-Tukey estimator is [12]

$$
\begin{equation*}
\operatorname{var}\left(\hat{P}_{\mathrm{BT}}(f)\right) \simeq \frac{2 M}{3 N} P^{2}(f) \tag{14.62}
\end{equation*}
$$

where $P(f)$ is the true spectrum of the process. Compared to Eq. (14.43), it is clear that the variance of this estimator may besignificantly smaller than the variance of the periodogram. However, as $M$ decreases, so does the resolution of the Blackman-Tukey estimator.

### 14.4.5 Minimum Variance Spectrum Estimator

The periodogram [Eq. (14.44)] can also be written as

$$
\begin{align*}
\hat{P}_{\text {PER }}(f) & =\frac{1}{N}\left|\mathbf{e}^{H}(f) \mathbf{x}\right|^{2} \\
& =N\left|\mathbf{h}^{H}(f) \mathbf{x}\right|^{2} \tag{14.63}
\end{align*}
$$

where $\mathbf{e}(f)$ is an $N \times 1$ vector defined by

$$
\mathbf{e}(f)=\left[\begin{array}{llll}
1 & e^{j 2 \pi f} & e^{j 4 \pi f} & \cdots \tag{14.64}
\end{array} e^{j 2(N-1) \pi f}\right]^{T}
$$

and $\mathbf{h}(f)=\mathbf{e}(f) / N$ with $H$ denoting complex conjugate transpose. Wecould interpret $\mathbf{h}(f)$ as the impulse response of a finite impulse response (FIR) filter. It is easy to show that $\mathbf{h}(f)$ is a bandpass filter centered at $f$ with a bandwidth of approximately $1 / N$. Then starting with Eq. (14.63) we can show that the value of the periodogram at frequency $f$ can beobtained by squaring the magnitude of the filter output at $N-1$. Such filters inherently exist for all the frequencies where the periodogram is evaluated, and they all have the same bandwidth. Thus, the periodogram may be viewed as a bank of FIR filters with equal bandwidths.

Capon proposed a spectrum estimator for processing large seismic arrays which, like the periodogram, can be interpreted as a bank of filters [5]. The width of these filters, however, is data
dependent and optimized to minimize their response to components outside the band of interest. If the impulse response of the filter centered at $f_{0}$ is $\mathbf{h}\left(f_{0}\right)$, then it is desired to minimize

$$
\begin{equation*}
\rho=\int_{0}^{1}|H(f)|^{2} P(f) d f \tag{14.65}
\end{equation*}
$$

subject to the constraint

$$
\begin{equation*}
H\left(f_{0}\right)=1 \tag{14.66}
\end{equation*}
$$

where $H(f)$ is the DTFT of $\mathbf{h}\left(f_{0}\right)$. This is a constrained minimization problem, and the solution provides the optimal impulse response. When the solutions are used to determine the PSD of the observed data, we obtain the minimum variance (MV) spectrum estimator

$$
\begin{equation*}
\hat{P}_{\mathrm{MV}}(f)=\frac{N}{\mathbf{e}^{H}(f) \hat{\mathbf{R}}^{-1} \mathbf{e}(f)} \tag{14.67}
\end{equation*}
$$

where $\hat{\mathbf{R}}^{-1}$ is the inverse matrix of the $N \times N$ autocorrelation matrix $\hat{\mathbf{R}}$ defined by

$$
\hat{\mathbf{R}}=\left[\begin{array}{ccccc}
\hat{r}[0] & \hat{r}[-1] & \hat{r}[-2] & \cdots & \hat{r}[-N+1]  \tag{14.68}\\
\hat{r}[1] & \hat{r}[0] & \hat{r}[-1] & \cdots & \hat{r}[-N+2] \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\hat{r}[N-1] & \hat{r}[N-2] & \hat{r}[N-3] & \cdots & \hat{r}[0]
\end{array}\right]
$$

The length of the FIR filter does not have to be $N$, especially if we want to avoid the use of the unreliable estimates of $r[k]$. If the length of the filter's response is $p<N$, then the vector $\mathbf{e}(f)$, the autocorrelation matrix $\hat{\mathbf{R}}$, and the spectrum estimate $\hat{P}_{\mathrm{MV}}(f)$ are defined by Eqs. (14.64), (14.68), and (14.67), respectively, with $N$ replaced by $p$ [12].

TheM V estimator has better resolution than the periodogram and theBlackman-Tukey estimator. The resolution and the variance of the MV estimator depend on the choice of thefilter length $p$. If $p$ is large, the bandwidth of the filter is small, which allows for better resolution. A larger $p$, however, requires more autocorrelation lags in the autocorrelation matrix $\hat{\mathbf{R}}$, which increases the variance of the estimated spectrum. Again, we have a trade-off between resolution and variance.

### 14.4.6 Multiwindow Spectrum Estimator

M any efforts have been made to improve the performance of the periodogram by multiplying the data with a nonrectangular window. The introduction of such windows has been more or less ad hoc, although they have been constructed to have narrow mainlobes and low sidelobes. By contrast, Thomson has proposed a spectrum estimation method that also involves use of windows but is derived from fundamental principles. The method is based on the approximate solution of a Fredholm equation using an eigenexpansion [21]. The method amounts to applying multiple windows to the data, where the windows are discrete prolate spheroidal (Slepian) sequences. These sequences are orthogonal and their Fourier transforms have the maximum energy concentration in a given bandwidth $W$.

The multiwindow (M W ) spectrum estimator is given by [21]

$$
\begin{equation*}
\hat{P}_{\mathrm{MW}}(f)=\frac{1}{m} \sum_{i=0}^{m-1} \hat{P}_{i}(f) \tag{14.69}
\end{equation*}
$$

where the $\hat{P}_{i}(f)$ is the $i$-th eigenspectrum defined by

$$
\begin{equation*}
\hat{P}_{i}(f)=\frac{1}{\lambda_{i}}\left|\sum_{n=0}^{N-1} x[n] w_{i}[n] e^{-j 2 \pi f n}\right|^{2} \tag{14.70}
\end{equation*}
$$

with $w_{i}[n]$ being the $i$-th Slepian sequence, $\lambda_{i}$ the $i$-th Slepian eigenvalue, and $W$ the analysis bandwidth. The steps for obtaining $\hat{P}_{\text {MW }}(f)$ are[22]

1. Selection of theanalysisbandwidth $W$ whosetypical values arebetween $1.5 / N$ and $20 / N$. The number of windows $m$ depends on the selected $W$, and is given by $\lfloor 2 N W\rfloor$, where $\lfloor x\rfloor$ denotes the largest integer less than or equal to $x$. The spectrum estimator has a resolution equal to $W$.
2. Evaluation of the $m$ eigenspectra according to Eq. (14.70), where the Slepian sequences and eigenvalues satisfy

$$
\begin{equation*}
\mathbf{C} \mathbf{w}_{i}=\lambda_{i} \mathbf{w}_{i} \tag{14.71}
\end{equation*}
$$

with the elements of the matrix $\mathbf{C}$ being given by

$$
\begin{equation*}
c_{m n}=\frac{\sin (2 \pi W(m-n))}{\pi(m-n)}, \quad m, n=1,2, \cdots, N . \tag{14.72}
\end{equation*}
$$

In the evaluation of the eigenspectra, only the Slepian sequences that correspond to the $m$ largest eigenvalues of $\mathbf{C}$ are used.
3. Computation of the average spectrum according to Eq. (14.69). If the spectrum is mixed, that is, the observed data contain harmonics, the M W method uses a likelihood ratio test to determineif harmonicsarepresent. If thetest shows that thereisaharmonic around the frequency $f_{0}$, thespectrum is reshaped by adding an impulse at $f_{0}$ followed by correction of the "local" spectrum for the inclusion of the impulse. For details, see [9, 21].

The M W method is consistent, and its variance for fixed $W$ tends to zero as $1 / N$ when $N \rightarrow \infty$. The variance, however, as well as the bias and the resolution, depend on the bandwidth $W$.

### 14.5 Parametric Spectrum Estimation

A philosophically different approach to spectrum estimation of a random process is the parametric one, which isbased on the assumption that theprocess can bedescribed by a parametric model. Based on the model, the spectrum of the process can then be expressed in terms of the parameters of the model. The approach thus consists of three steps: (1) selection of an appropriate parametric model (usually based on a priori knowledge about the process), (2) estimation of themodel parameters, and (3) computation of the spectrum using the so-obtained parameters. In the literaturethe parametric spectrum estimation methods areknown as high-resolution methods becausethey can achieve better resolution than the nonparametric methods.

The most frequently used models in the literature are the autoregressive (AR), the moving average (MA), the autoregressive moving average (ARM A), and the sum of harmonics (complex sinusoids) embedded in noise. With the AR model we assume that the observed data have been generated by a system whose input-output difference equation is given by

$$
\begin{equation*}
x[n]=-\sum_{k=1}^{p} a_{k} x[n-k]+e[n] \tag{14.73}
\end{equation*}
$$

where $x[n]$ is the observed output of the system, $e[n]$ is the unobserved input of the system, and the $a_{k}$ 's are its coefficients. The input $e[n]$ is a zero mean white noise process with unknown variance $\sigma^{2}$, and $p$ is the order of the system. This model is usually abbreviated as $\operatorname{AR}(p)$. TheMA model is
given by

$$
\begin{equation*}
x[n]=\sum_{k=0}^{q} b_{k} e[n-k] \tag{14.74}
\end{equation*}
$$

where the $b_{k}$ 's denote the M A parameters, $e[n]$ is a zero mean white noise process with unknown variance $\sigma^{2}$, and $q$ is the order of the model. The first MA coefficient $b_{0}$ is set usually to be $b_{0}=1$, and the model is denoted by MA $(q)$. The ARMA model combines the AR and MA models and is described by

$$
\begin{equation*}
x[n]=-\sum_{k=1}^{p} a_{k} x[n-k]+\sum_{k=0}^{q} b_{k} e[n-k] . \tag{14.75}
\end{equation*}
$$

Since theAR and M A ordersare $p$ and $q$, respectively, themodel in Eq. (14.75) is referred to as ARM A $(p, q)$. Finally, the model of complex sinusoids in noise is

$$
\begin{equation*}
x[n]=\sum_{i=1}^{m} A_{i} e^{j 2 \pi f_{i} n}+e[n], \quad n=0,1, \cdots, N-1 \tag{14.76}
\end{equation*}
$$

where $m$ is the number of complex sinusoids, $A_{i}$ and $f_{i}$ are the complex amplitude and frequency of the $i$-th complex sinusoid, respectively, and $e[n]$ is a sample of a noise process, which is not necessarily white. Frequently, we assumethat the samples $e[n]$ are generated by a certain parametric probability distribution whose parameters are unknown, or $e[n]$ itself is modeled as an AR, MA, or ARM A process.

### 14.5.1 Spectrum Estimation Based on Autoregressive Models

When the model of $x[n]$ is $\operatorname{AR}(p)$, the PSD of the process is given by

$$
\begin{equation*}
P_{\mathrm{AR}}(f)=\frac{\sigma^{2}}{\left|1+\sum_{k=1}^{p} a_{k} e^{-j 2 \pi f k}\right|^{2}} . \tag{14.77}
\end{equation*}
$$

Thus, to find $P_{\text {AR }}(f)$ we need the estimates of the AR coefficients $a_{k}$ and the noise variance $\sigma^{2}$.
If we multiply the two sides of Eq. (14.73) by $x^{*}[n-k], k \geq 0$, and take their expectations, we obtain

$$
\begin{equation*}
E\left(x[n] x^{*}[n-k]\right)=-\sum_{l=1}^{p} a_{l} E\left(x[n-l] x^{*}[n-k]\right)+E\left(e[n] x^{*}[n-k]\right) \tag{14.78}
\end{equation*}
$$

or

$$
r[k]=\left\{\begin{array}{ll}
-\sum_{l=1}^{p} a_{l} r[k-l], & k>0  \tag{14.79}\\
-\sum_{l=1}^{p} a_{l} r[k-l]+\sigma^{2}, & k=0
\end{array} .\right.
$$

Theexpressionsin Eq. (14.79) areknown as the Yule-Walker equations. To estimate the $p$ unknown AR coefficientsfrom Eq. (14.79), weneed at least $p$ equationsaswell astheestimates of theappropriate autocorrelations. The set of equations that requires the estimation of the minimum number of correlation lags is

$$
\begin{equation*}
\hat{\mathbf{R}} \mathbf{a}=-\hat{\mathbf{r}} \tag{14.80}
\end{equation*}
$$

where $\hat{\mathbf{R}}$ is the $p \times p$ matrix

$$
\hat{\mathbf{R}}=\left[\begin{array}{ccccc}
\hat{r}[0] & \hat{r}[-1] & \hat{r}[-2] & \cdots & \hat{r}[-p+1]  \tag{14.81}\\
\hat{r}[1] & \hat{r}[0] & \hat{r}[-1] & \cdots & \hat{r}[-p+2] \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\hat{r}[p-1] & \hat{r}[p-2] & \hat{r}[p-3] & \cdots & \hat{r}[0]
\end{array}\right]
$$

and

$$
\begin{equation*}
\hat{\mathbf{r}}=[\hat{r}[1] \hat{r}[2] \cdots \hat{r}[p]]^{T} . \tag{14.82}
\end{equation*}
$$

The parameters a are estimated by

$$
\begin{equation*}
\hat{\mathbf{a}}=-\hat{\mathbf{R}}^{-1} \hat{\mathbf{r}} \tag{14.83}
\end{equation*}
$$

and the noise variance is found from

$$
\begin{equation*}
\hat{\sigma}^{2}=\hat{r}[0]+\sum_{k=1}^{p} a_{k} \hat{r}^{*}[k] . \tag{14.84}
\end{equation*}
$$

The PSD estimate is obtained when $\hat{\mathbf{a}}$ and $\hat{\sigma}^{2}$ are substituted in Eq. (14.77). This approach for estimating the AR parameters is known in the literature as the autocorrelation method.
$M$ any other AR estimation procedures have been proposed including the maximum likelihood method, the covariance method, and the Burg method [12]. Burg's work in the late sixties has a special place in the history of spectrum estimation because it kindled the interest in this field. Burg showed that the AR model provides an extrapolation of a known autocorrelation sequence $r[k]$, $|k| \leq p$, for $|k|$ beyond $p$ so that the spectrum corresponding to the extrapolated sequence is the flattest of all spectra consistent with the $2 p+1$ known autocorrelations [4].

An important issuein finding theAR PSD istheorder of the assumed AR model. Thereexist several model order selection procedures, but the most widely used are the Information Criterion A (AIC) due to Akaike[2] and the Information Criterion B (BIC), also known as the M inimum Description Length (M DL) principle, of Rissanen [16] and Schwarz [20]. According to the AIC criterion, thebest model is the one that minimizes the function $\operatorname{AIC}(k)$ over $k$ defined by

$$
\begin{equation*}
A I C(k)=N \log \hat{\sigma}_{k}^{2}+2 k \tag{14.85}
\end{equation*}
$$

where $k$ is the model order, and $\hat{\sigma}_{k}^{2}$ is the estimated noise variance of that model. Similarly, the M DL criterion chooses the order which minimizes the function $M D L(k)$ defined by

$$
\begin{equation*}
M D L(k)=N \log \hat{\sigma}_{k}^{2}+k \log N \tag{14.86}
\end{equation*}
$$

where $N$ is the number of observed data samples. It is important to emphasize that the MDL rule can bederived if, as a criterion for model selection, we use the maximum a posteriori principle. It has been found that the AIC is an inconsistent criterion whereas the M DL rule is consistent. Consistency here means that the probability of choosing the correct model order tends to one as $N \rightarrow \infty$.

The AR-based spectrum estimation methods show very good performance if the processes are narrowband and have sharp peaks in their spectra. Also, many good results have been reported when they are applied to short data records.

### 14.5.2 Spectrum Estimation Based on Moving Average Models

The PSD of a moving average process is given by

$$
\begin{equation*}
P_{\mathrm{MA}}(f)=\sigma^{2}\left|1+\sum_{k=1}^{q} b_{k} e^{-j 2 \pi f k}\right|^{2} \tag{14.87}
\end{equation*}
$$

It is not difficult to show that the $r[k]$ 's for $|k|>q$ of an $\mathrm{MA}(q)$ process are identically equal to zero, and that Eq. (14.87) can be expressed also as

$$
\begin{equation*}
P_{\mathrm{MA}}(f)=\sum_{k=-q}^{q} r[k] e^{-j 2 \pi f k} \tag{14.88}
\end{equation*}
$$

Thus, to find $\hat{P}_{\mathrm{MA}}(f)$ it would be sufficient to estimate the autocorrelations $r[k]$ and use the found estimates in Eq. (14.88). Obviously, this estimate would be identical to $\hat{P}_{\mathrm{BT}}(f)$ when the applied window is rectangular and of length $2 q+1$.

A different approach is to find the estimates of the unknown MA coefficients and $\sigma^{2}$ and use them in Eq. (14.87). The equations of the M A coefficients are nonlinear, which makes their estimation difficult. Durbin has proposed an approximate procedure that is based on a high order AR approximation of the MA process. First the data are modeled by an AR model of order $L$, where $L \gg q$. Its coefficients are estimated from Eq. (14.83) and $\hat{\sigma}^{2}$ according to Eq. (14.84). Then the sequence $1, \hat{a}_{1}, \hat{a}_{2}, \cdots, \hat{a}_{L}$ is fitted with an $\operatorname{AR}(q)$ model, whose parameters are also estimated using the autocorrelation method. The estimated coefficients $\hat{b}_{1}, \hat{b}_{2}, \cdots, \hat{b}_{q}$ are subsequently substituted in Eq. (14.87) together with $\hat{\sigma}^{2}$.

Good results with M A models are obtained when the PSD of the process is characterized by broad peaks and sharp nulls. The MA models should not be used for processes with narrowband features.

### 14.5.3 Spectrum Estimation Based on AutoregressiveMovingAverageModels

The PSD of a process that is represented by the ARM A model is given by

$$
\begin{equation*}
P_{\text {ARMA }}(f)=\sigma^{2} \frac{\left|1+\sum_{k=1}^{q} b_{k} e^{-j 2 \pi f k}\right|^{2}}{\left|1+\sum_{k=1}^{p} a_{k} e^{-j 2 \pi f k}\right|^{2}} . \tag{14.89}
\end{equation*}
$$

The ML estimates of the ARM A coefficients are difficult to obtain, so we usually resort to methods that yield suboptimal estimates. For example, we can first estimate the AR coefficients based on the equation,

$$
\left[\begin{array}{llll}
\hat{r}[q] & \hat{r}[q-1] & \cdots & \hat{r}[q-p+1]  \tag{14.90}\\
\hat{r}[q+1] & \hat{r}[q] & \cdots & \hat{r}[q-p+2] \\
\vdots & \vdots & \vdots & \vdots \\
\hat{r}[M-1] & \hat{r}[M-2] & \cdots & \hat{r}[M-p]
\end{array}\right]\left[\begin{array}{l}
a_{1} \\
a_{2} \\
\vdots \\
a_{p}
\end{array}\right]+\left[\begin{array}{l}
\epsilon_{q+1} \\
\epsilon_{q+2} \\
\vdots \\
\epsilon_{M}
\end{array}\right]=-\left[\begin{array}{l}
\hat{r}[q+1] \\
\hat{r}[q+2] \\
\vdots \\
\hat{r}[M]
\end{array}\right]
$$

or

$$
\begin{equation*}
\hat{\mathbf{R}} \mathbf{a}+\boldsymbol{\epsilon}=-\hat{\mathbf{r}} \tag{14.91}
\end{equation*}
$$

where $\epsilon_{i}$ is a term that models theerrors in the Yule-Walker equations due to the estimation errors of the autocorrelation lags, and $M \geq p+q$. From Eq. (14.91), we can find the least squares estimates of $\mathbf{a}$ by

$$
\begin{equation*}
\hat{\mathbf{a}}=-\left(\hat{\mathbf{R}}^{H} \hat{\mathbf{R}}\right)^{-1} \hat{\mathbf{R}}^{H} \hat{\mathbf{r}} . \tag{14.92}
\end{equation*}
$$

This procedure is known as the least-squares modified Yule-Walker equation method. Once the AR coefficients are estimated, we can filter the observed data

$$
\begin{equation*}
y[n]=x[n]+\sum_{k=1}^{p} \hat{a}_{k} x[n-k] \tag{14.93}
\end{equation*}
$$

and obtain a sequence that is approximately modeled by an MA(q) model. From the data $y[n]$ we can estimate the M A PSD by Eq. (14.88) and obtain the PSD estimate of the data $x[n]$

$$
\begin{equation*}
\hat{P}_{\mathrm{ARMA}}(f)=\frac{\hat{P}_{\mathrm{MA}}(f)}{\left|1+\sum_{k=1}^{p} \hat{a}_{k} e^{-j 2 \pi f k}\right|^{2}} \tag{14.94}
\end{equation*}
$$

or estimate the parameters $b_{1}, b_{2}, \ldots, b_{q}$ and $\sigma^{2}$ by Durbin's method, for example, and then use

$$
\begin{equation*}
\hat{P}_{\text {ARMA }}(f)=\hat{\sigma}^{2} \frac{\left|1+\sum_{k=1}^{q} \hat{b}_{k} e^{-j 2 \pi f k}\right|^{2}}{\left|1+\sum_{k=1}^{p} \hat{a}_{k} e^{-j 2 \pi f k}\right|^{2}} \tag{14.95}
\end{equation*}
$$

The ARM A model has an advantage over the AR and M A models because it can better fit spectra with nulls and peaks. Its disadvantage is that it is more difficult to estimate its parameters than the parameters of the AR and M A models.

### 14.5.4 Pisarenko Harmonic Decomposition Method

Let the observed data represent $m$ complex sinusoids in noise, i.e.,

$$
\begin{equation*}
x[n]=\sum_{i=1}^{m} A_{i} e^{j 2 \pi f_{i} n}+e[n], \quad n=0,1, \cdots, N-1 \tag{14.96}
\end{equation*}
$$

where $f_{i}$ is the frequency of the $i$-th complex sinusoid, $A_{i}$ is the complex amplitude of the $i$-th sinusoid,

$$
\begin{equation*}
A_{i}=\left|A_{i}\right| e^{j \phi_{i}} \tag{14.97}
\end{equation*}
$$

with $\phi_{i}$ being a random phase of the $i$-th complex sinusoid, and $e[n]$ is a sample of a zero mean white noise. The PSD of the process is a sum of the continuous spectrum of the noise and a set of impulses with area $\left|A_{i}\right|^{2}$ at the frequencies $f_{i}$, or

$$
\begin{equation*}
P(f)=\sum_{i=1}^{m}\left|A_{i}\right|^{2} \delta\left(f-f_{i}\right)+P_{e}(f) \tag{14.98}
\end{equation*}
$$

where $P_{e}(f)$ is the PSD of the noise process.
Pisarenko studied the model in Eq. (14.96) and found that the frequencies of the sinusoids can be obtained from the eigenvector corresponding to the smallest eigenvalue of the autocorrelation matrix. Hismethod, known as Pisarenko harmonic decomposition (PH D), led to important insights and stimulated further work which resulted in many new procedures known today as "signal and noise subspace" methods.

When the noise $\{\tilde{e}[n]\}$ is zero mean white with variance $\sigma^{2}$, the autocorrelation of $\{\tilde{x}[n]\}$ can be written as

$$
\begin{equation*}
r[k]=\sum_{i=1}^{m}\left|A_{i}\right|^{2} e^{j 2 \pi f_{i} k}+\sigma^{2} \delta[k] \tag{14.99}
\end{equation*}
$$

or the autocorrelation matrix can be represented by

$$
\begin{equation*}
\mathbf{R}=\sum_{i=1}^{m}\left|A_{i}\right|^{2} \mathbf{e}_{i} \mathbf{e}_{i}^{H}+\sigma^{2} \mathbf{I} \tag{14.100}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{e}_{i}=\left[1 e^{j 2 \pi f_{i}} e^{j 4 \pi f_{i}} e^{j 2 \pi(N-1) f_{i}}\right]^{T} \tag{14.101}
\end{equation*}
$$

and $\mathbf{I}$ is the identity matrix. It is seen that the autocorrelation matrix $\mathbf{R}$ is composed of the sum of signal and noise autocorrelation matrices

$$
\begin{equation*}
\mathbf{R}=\mathbf{R}_{s}+\sigma^{2} \mathbf{I} \tag{14.102}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{s}=\mathbf{E P E}^{H} \tag{14.103}
\end{equation*}
$$

for

$$
\mathbf{E}=\left[\begin{array}{llll}
\mathbf{e}_{1} & \mathbf{e}_{2} & \cdots & \mathbf{e}_{n} \tag{14.104}
\end{array}\right]
$$

and $\mathbf{P}$ a diagonal matrix

$$
\begin{equation*}
\mathbf{P}=\operatorname{diag}\left\{\left|A_{1}\right|^{2},\left|A_{2}\right|^{2}, \cdots,\left|A_{m}\right|^{2}\right\} \tag{14.105}
\end{equation*}
$$

If the matrix $\mathbf{R}_{s}$ is $M \times M$, where $M \geq m$, its rank will be equal to the number of complex sinusoids $m$. Another important representation of the autocorrelation matrix $\mathbf{R}$ is via its eigenvalues and eigenvectors, i.e.,

$$
\begin{equation*}
\mathbf{R}=\sum_{i=1}^{m}\left(\lambda_{i}+\sigma^{2}\right) \mathbf{v}_{i} \mathbf{v}_{i}^{H}+\sum_{i=m+1}^{M} \sigma^{2} \mathbf{v}_{i} \mathbf{v}_{i}^{H} \tag{14.106}
\end{equation*}
$$

wherethe $\lambda_{i}$ 's, $i=1,2, \cdots, m$, arethenonzero eigenvalues of $\mathbf{R}_{s}$. Let theeigenvalues of $\mathbf{R}$ bearranged in decreasing order so that $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{M}$, and let $\mathbf{v}_{i}$ be the eigenvector corresponding to $\lambda_{i}$. The space spanned by the eigenvectors $\mathbf{v}_{i}, i=1,2, \cdots, m$, is called the signal subspace, and the space spanned by $\mathbf{v}_{i}, i=m+1, m+2, \cdots, M$, the noise subspace. Since the set of eigenvectors are orthonormal, that is

$$
\mathbf{v}_{i}^{H} \mathbf{v}_{l}= \begin{cases}1, & i=l  \tag{14.107}\\ 0, & i \neq l\end{cases}
$$

the two subspaces are orthogonal. In other words if $\mathbf{s}$ is in the signal subspace, and $\mathbf{z}$ is in the noise subspace, then $\mathbf{s}^{H} \mathbf{z}=0$.

Now suppose that the matrix $\mathbf{R}$ is $(m+1) \times(m+1)$. Pisarenko observed that the noise variance corresponds to the smallest eigenvalue of $\mathbf{R}$ and that the frequencies of the complex sinusoids can be estimated by using the orthogonality of the signal and noise subspaces, that is,

$$
\begin{equation*}
\mathbf{e}_{i}^{H} \mathbf{v}_{m+1}=0, \quad i=1,2, \cdots, m \tag{14.108}
\end{equation*}
$$

We can estimate the $f_{i}$ 's by forming the pseudospectrum

$$
\begin{equation*}
\hat{P}_{\mathrm{PHD}}(f)=\frac{1}{\left|\mathbf{e}^{H}(f) \mathbf{v}_{m+1}\right|^{2}} \tag{14.109}
\end{equation*}
$$

which should theoretically beinfiniteat thefrequencies $f_{i}$. In practice, however, thepseudospectrum does not exhibit peaks exactly at these frequencies because $\mathbf{R}$ is not known and, instead, is estimated from finite data records.

ThePSD estimatein Eq. (14.109) doesnot includeinformation about thepower of thenoiseand the complex sinusoids. The powers, however, can easily beobtained by using Eq. (14.98). First notethat $P_{e}(f)=\sigma^{2}$, and $\hat{\sigma}^{2}=\lambda_{m+1}$. Second, the frequencies $f_{i}$ are determined from the pseudospectrum Eq. (14.109), so it remains to find the powers of the complex sinusoids $P_{i}=\left|A_{i}\right|^{2}$. This can readily be accomplished by using the set of $m$ linear equations

$$
\left[\begin{array}{llll}
\left|\hat{\mathbf{e}}_{1}^{H} \mathbf{v}_{1}\right|^{2} & \left|\hat{\mathbf{e}}_{2}^{H} \mathbf{v}_{1}\right|^{2} & \cdots & \left|\hat{\mathbf{e}}_{m}^{H} \mathbf{v}_{1}\right|^{2}  \tag{14.110}\\
\left|\hat{\mathbf{e}}_{1}^{H} \mathbf{v}_{2}\right|^{2} & \left|\hat{\mathbf{e}}_{2}^{H} \mathbf{v}_{2}\right|^{2} & \cdots & \left|\hat{\mathbf{e}}_{m}^{H} \mathbf{v}_{2}\right|^{2} \\
\vdots & \vdots & \vdots & \vdots \\
\left|\hat{\mathbf{e}}_{1}^{H} \mathbf{v}_{m}\right|^{2} & \left|\hat{\mathbf{e}}_{2}^{H} \mathbf{v}_{m}\right|^{2} & \cdots & \left|\hat{\mathbf{e}}_{m}^{H} \mathbf{v}_{m}\right|^{2}
\end{array}\right]\left[\begin{array}{l}
P_{1} \\
P_{2} \\
\vdots \\
P_{m}
\end{array}\right]=\left[\begin{array}{l}
\lambda_{1}-\hat{\sigma}^{2} \\
\lambda_{2}-\hat{\sigma}^{2} \\
\vdots \\
\lambda_{m}-\hat{\sigma}^{2}
\end{array}\right]
$$

where

$$
\begin{equation*}
\hat{\mathbf{e}}_{i}=\left[1 e^{j 2 \pi \hat{f}_{i}} e^{j 4 \pi \hat{f}_{i}} \cdots e^{j 2 \pi(N-1) \hat{f}_{i}}\right]^{T} \tag{14.111}
\end{equation*}
$$

In summary, Pisarenko's method consists of four steps:

1. Estimate the $(m+1) \times(m+1)$ autocorrelation matrix $\mathbf{R}$ (provided it is known that the number of complex sinusoids is $m$ ).
2. Evaluate the minimum eigenvalue $\lambda_{m+1}$ and the eigenvectors of $\hat{\mathbf{R}}$.
3. Set thewhitenoisepower to $\hat{\sigma^{2}}=\lambda_{m+1}$, estimatethefrequencies of thecomplex sinusoids from the peak locations of $\hat{P}_{\text {PHD }}(f)$ in Eq. (14.109), and compute their powers from Eq. (14.110).
4. Substitute the estimated parameters in Eq. (14.98).

Pisarenko's method is not used frequently in practice becauseits performance ismuch poorer than the performance of some other signal and noise subspace based methods developed later.

### 14.5.5 Multiple Signal Classification (MUSIC)

A procedurevery similar to Pisarenko's istheM UItipleSI gnal Classification (M USIC) method, which was proposed in the late 1970's by Schmidt [18]. Suppose again that the process $\{\tilde{x}[n]\}$ is described by $m$ complex sinusoids in white noise. If we form an $M \times M$ autocorrelation matrix $\mathbf{R}$, find its eigenvalues and eigenvectors and rank them as before, then as mentioned in the previous subsection, its $m$ eigenvectors corresponding to the $m$ largest eigenvalues span the signal subspace, and the remaining eigenvectors, the noise subspace. According to MUSIC, we estimate the noise variance from the $M-m$ smallest eigenvalues of $\hat{\mathbf{R}}$

$$
\begin{equation*}
\hat{\sigma}^{2}=\frac{1}{M-m} \sum_{i=m+1}^{M} \lambda_{i} \tag{14.112}
\end{equation*}
$$

and the frequencies from the peak locations of the pseudospectrum

$$
\begin{equation*}
\hat{P}_{\mathrm{MU}}(f)=\frac{1}{\sum_{i=m+1}^{M}\left|\mathbf{e}(f)^{H} \mathbf{v}_{i}\right|^{2}} \tag{14.113}
\end{equation*}
$$

It should be noted that there are other ways of estimating the $f_{i}$ 's. Finally the powers of the complex sinusoids are determined from Eq. (14.110), and all the estimated parameters substituted in Eq. (14.98).

M USIC has better performance than Pisarenko's method because of the introduced averaging via the extra noise eigenvectors. The averaging reduces the statistical fluctuations present in Pisarenko's pseudospectrum, which arise due to the errors in estimating the autocorrelation matrix. These fluctuationscan further bereduced by applying the Eigenvector method [11], which is a modification of M USIC and whose pseudospectrum is given by

$$
\begin{equation*}
\hat{P}_{\mathrm{EV}}(f)=\frac{1}{\sum_{i=m+1}^{M}\left|\frac{1}{\lambda_{i}} \mathbf{e}(f)^{H} \mathbf{v}_{i}\right|^{2}} . \tag{14.114}
\end{equation*}
$$

Pisarenko's method, M USIC, and its variants exploit the noise subspace to estimate the unknown parameters of the random process. There are, however, approaches that estimate the unknown parameters from vectorsthat lie in thesignal subspace. Themain idea there isto form a reduced rank autocorrelation matrix which is an estimate of the signal autocorrelation matrix. Since this estimate is formed from the $m$ principal eigenvectors and eigenvalues, the methods based on them are called principal component spectrum estimation methods[8, 12]. Oncethesignal autocorrelation matrix is obtained, thefrequencies of thecomplex sinusoids arefound, followed by estimation of theremaining unknown parameters of the model.

### 14.6 Recent Developments

Spectrum estimation continues to attract the attention of many researchers. The answers to many interesting questions are still unknown, and many problems still need better solutions. The field of spectrum estimation is constantly enriched with new theoretical findings and a wide range of results obtained from examinations of various physical processes. In addition, new concepts are being introduced that provide tools for improved processing of the observed signals and that allow for a better understanding. M any new developments aredriven by theneed to solvespecific problems that arise in applications, such as in sonar and communications.

Recently, for example, the notion of canonical autoregressive decomposition has been introduced [14]. It is a parametric approach for estimation of mixed spectra where the continuous part of the spectrum is modeled by an AR model. Another development is related to Bayesian spectrum estimation. Jaynes has introduced it in [10] and some interesting results for spectra of harmonics in white Gaussian noise have been reported in [7]. A Bayesian spectrum estimate is based on

$$
\begin{equation*}
\hat{P}_{\mathrm{BA}}(f)=\int_{\boldsymbol{\Theta}} P(f, \boldsymbol{\theta}) f\left(\boldsymbol{\theta} \mid\{x[n]\}_{0}^{N-1}\right) d \boldsymbol{\theta} \tag{14.115}
\end{equation*}
$$

where $P(f, \boldsymbol{\theta})$ is the theoretical parametric spectrum, $\boldsymbol{\theta}$ denotes the parameters of the process, $\boldsymbol{\Theta}$ is the parameter space, and $f\left(\boldsymbol{\theta} \mid\{x[n]\}_{0}^{N-1}\right)$ is the a posteriori probability density function of the process parameters. Therefore, the Bayesian spectrum estimate is defined as the expected value of the theoretical spectrum over the joint posterior density function of the model parameters.

The processes that wehave addressed hereare wide-sensestationary. The stationarity assumption, however, is often a mathematical abstraction and only an approximation in practice. M any physical processes are actually nonstationary and their spectra change with time. In biomedicine, speech analysis, and sonar, for example, it is typical to observe signals whose power during some time intervals is concentrated at high frequencies and, shortly thereafter, at low or middle frequencies. In such cases it is desirable to describe the PSD of the process at every instant of time, which is possible if we assumethat the spectrum of the process changes smoothly over time. Such description requires a combination of thetime-and frequency-domain concepts of signal processinginto a single framework [6]. So there is an important distinction between the PSD estimation methods discussed here and the time frequency representation approaches. The former provide the PSD of the process for all times, whereasthelatter yield thelocal PSD'sat every instant of time. This area of research is well developed but still far from complete. Although many theories have been proposed and developed, including evolutionary spectra [15], the Wigner-Wille method [13], and the kernel choice approach [1], time-varying spectrum analysis has remained a challenging and fascinating area of research.
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### 15.1 Introduction

Estimation is one of four modeling problems. The other three are representation (how something should be modeled), measurement (which physical quantities should be measured and how they should be measured), and validation (demonstrating confidence in the model). Estimation, which fits in between the problems of measurement and validation, deals with the determination of those physical quantities that cannot be measured from those that can be measured. We shall cover a wide range of estimation techniques including weighted least squares, best linear unbiased, maximumlikelihood, mean-squared, and maximum-a posteriori. These techniques are for parameter or state estimation or a combination of the two, as applied to either linear or nonlinear models.

Thediscrete-timeviewpoint isemphasized in thischapter because: (1) much real data iscollected in a digitized manner, so it is in a form ready to beprocessed by discrete-timeestimation algorithms; and (2) themathematics associated with discrete-timeestimation theory issimpler than with continuoustimeestimation theory. Weview (discrete-time) estimation theory astheextension of classical signal processing to the design of discrete-time (digital) filters that process uncertain data in a optimal manner. Estimation theory can, therefore, be viewed as a natural adjunct to digital signal processing theory. M endel [12] is the primary reference for all the material in this chapter.

Estimation algorithms process data and, as such, must be implemented on a digital computer. Our computation philosophy is, whenever possible, leave it to the experts. M any of our chapter's algorithms can beused with M ATLAB ${ }^{\text {TM }}$ and appropriate toolboxes (M ATLAB is a registered trademark of The M athWorks, Inc.). See [12] for specific connections between M ATLAB ${ }^{\text {TM }}$ and toolbox M -files and the algorithms of this chapter.

The main model that we shall direct our attention to islinear in the unknown parameters, namely

$$
\begin{equation*}
\mathbf{Z}(k)=\mathbf{H}(k) \theta+\mathbf{V}(k) . \tag{15.1}
\end{equation*}
$$

In this model, which we refer to as a "generic linear model," $\mathbf{Z}(k)=\mathrm{Col}(z(k), z(k-1), \ldots, z(k-$ $N+1)$ ), which is $N \times 1$, is called the measurement vector. Its elements are $z(j)=\mathbf{h}^{\prime}(j) \theta+v(j)$; $\theta$ which is $n \times 1$, is called the parameter vector, and contains the unknown deterministic or random parametersthat will beestimated using oneor moreof thischapter'stechniques; $\mathbf{H}(k)$, which is $N \times n$, is called the observation matrix; and, $\mathbf{V}(k)$, which is $N \times 1$, is called the measurement noise vector. By convention, the argument " $k$ " of $\mathbf{Z}(k), \mathbf{H}(k)$, and $\mathbf{V}(k)$ denotes the fact that the last measurement used to construct (15.1) is the $k$ th.

Examples of problems that can be cast into the form of the generic linear model are: identifying the impulse response coefficients in the convolutional summation model for a linear time-invariant system from noisy output measurements; identifying the coefficients of a linear time-invariant finitedifference equation model for a dynamical system from noisy output measurements; function approximation; state estimation; estimating parameters of a nonlinear model using a linearized version of that model; deconvolution; and identifying the coefficients in a discretized Volterra series repre sentation of a nonlinear system.

Thefollowing estimation notation is used throughout this chapter: $\hat{\theta}(k)$ denotes an estimate of $\theta$ and $\tilde{\theta}(k)$ denotestheerror in estimation, i.e., $\tilde{\theta}(k)=\theta-\hat{\theta}(k)$. Thegeneric linear model isthestarting point for thederivation of many classical parameter estimation techniques, and theestimation model for $\mathbf{Z}(k)$ is $\hat{\mathbf{Z}}(k)=\mathbf{H}(k) \hat{\theta}(k)$. In therest of thischapter we develop specific structures for $\hat{\theta}(k)$. These structures are referred to as estimators. Estimates are obtained whenever data are processed by an estimator.

### 15.2 Least-Squares Estimation

The method of least squares dates back to Karl Gauss around 1795 and is the cornerstone for most estimation theory. Theweighted least-squares estimator (WLSE), $\hat{\theta}_{W L s}(k)$, isobtained by minimizing the objective function $J[\hat{\theta}(k)]=\tilde{\mathbf{Z}}^{\prime}(k) \mathbf{W}(k) \tilde{\mathbf{Z}}(k)$, where [using (15.1)] $\tilde{\mathbf{Z}}(k)=\mathbf{Z}(k)-\hat{\mathbf{Z}}(k)=$ $\mathbf{H}(k) \tilde{\theta}(k)+\mathbf{V}(k)$, and weightingmatrix $\mathbf{W}(k)$ must besymmetric and positivedefinite. Thisweighting matrix can be used to weight recent measurements more (or less) heavily than past measurements. If $\mathbf{W}(k)=c \mathbf{l}$, so that all measurements are weighted the same, then weighted least-squares reduces to least squares, in which case, we obtain $\hat{\theta}_{L S}(k)$. Setting $d J[\hat{\theta}(k)] / d \hat{\theta}(k)=\mathbf{0}$, we find that:

$$
\begin{equation*}
\hat{\theta}_{\mathrm{WLS}}(k)=\left[\mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k)\right]^{-1} \mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{Z}(k) \tag{15.2}
\end{equation*}
$$

and, consequently,

$$
\begin{equation*}
\hat{\theta}_{L S}(k)=\left[\mathbf{H}^{\prime}(k) \mathbf{H}(k)\right]^{-1} \mathbf{H}^{\prime}(k) \mathbf{Z}(k) \tag{15.3}
\end{equation*}
$$

Note, also, that $J\left[\hat{\theta}_{\mathrm{WLS}}(k)\right]=\mathbf{Z}^{\prime}(k) \mathbf{W}(k) \mathbf{Z}(k)-\hat{\theta}_{\mathrm{WLS}}^{\prime}(k) \mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k) \hat{\theta}_{\mathrm{WLS}}(k)$.
M atrix $\mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k)$ must be nonsingular for its inverse in (15.2) to exist. This is true if $\mathbf{W}(k)$ is positive definite, as assumed, and $\mathbf{H}(k)$ is of maximum rank. We know that $\hat{\theta}_{\mathrm{WLS}}(k)$ minimizes $J[\hat{\theta} \mathrm{WLS}(k)]$ because $d^{2} J[\hat{\theta}(k)] / d \hat{\theta}^{2}(k)=2 \mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k)>0$, since $\mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k)$ is invertible. Estimator $\hat{\theta} \mathrm{WLS}(k)$ processes the measurements $\mathbf{Z}(k)$ linearly; hence, it is referred to as a linear
estimator. In practice, we do not compute $\hat{\theta_{W L s}}(k)$ using (15.2), because computing the inverse of $\mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k)$ is fraught with numerical difficulties. Instead, the so-called normal equations $\left[\mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{H}(k)\right] \hat{\theta}_{\mathrm{W}} \mathrm{s}(k)=\mathbf{H}^{\prime}(k) \mathbf{W}(k) \mathbf{Z}(k)$ are solved using stable algorithmsfrom numerical linear algebra (e.g., [3] indicating that one approach to solving the normal equations is to convert the original least squares problem into an equivalent, easy-to-solve problem using orthogonal transformations such as H ouseholder or Givenstransformations). Note, also, that (15.2) and (15.3) apply to the estimation of either deterministic or random parameters, because nowhere in the derivation of $\hat{\theta}_{\mathrm{WLS}}(k)$ did we have to assume that $\theta$ was or was not random. Finally, note that WLSEs may not be invariant under changes of scale. One way to circumvent this difficulty is to use normalized data.

Least-squares estimates can also be computed using the singular-value decomposition (SVD) of matrix $\mathbf{H}(k)$. This computation is valid for both theoverdetermined ( $N<n$ ) and underdetermined $(N>n)$ situations and for the situation when $\mathbf{H}(k)$ may or may not be of full rank. The SVD of $K \times M$ matrix $\mathbf{A}$ is:

$$
\mathbf{U}^{\prime} \mathbf{A V}=\left[\begin{array}{c|c}
\Sigma & 0  \tag{15.4}\\
\hline 0 & 0
\end{array}\right]
$$

where $\mathbf{U}$ and $\mathbf{V}$ are unitary matrices, $\sum=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}\right)$, and $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0$. The $\sigma_{i}$ 's are the singular values of $\mathbf{A}$, and $r$ is the rank of $\mathbf{A}$. Let the SVD of $\mathbf{H}(k)$ be given by (15.4). Even if $\mathbf{H}(k)$ is not of maximum rank, then

$$
\hat{\theta}_{L S}(k)=\mathbf{V}\left[\begin{array}{c|c}
\Sigma^{-1} & 0  \tag{15.5}\\
\hline 0 & 0
\end{array}\right] \mathbf{U}^{\prime} \mathbf{Z}(k)
$$

where $\sum^{-1}=\operatorname{diag}\left(\sigma_{1}^{-1} \sigma_{2}^{-1}, \ldots, \sigma_{r}^{-1}\right)$ and $r$ is the rank of $\mathbf{H}(k)$. Additionally, in the overdetermined case,

$$
\begin{equation*}
\hat{\theta}_{L S}(k)=\sum_{i=1}^{r} \frac{\mathbf{v}_{i}(k)}{\sigma_{i}^{2}(k)} \mathbf{v}_{i}^{\prime}(k) \mathbf{H}^{\prime}(k) \mathbf{Z}(k) \tag{15.6}
\end{equation*}
$$

Similar formulas exist for computing $\hat{\theta_{W}} \operatorname{LS}(k)$.
Equations (15.2) and (15.3) are batch equations, because they process all of the measurements at one time. These formulas can be made recursive in time by using simple vector and matrix partitioning techniques. The information form of the recursive WLSE is:

$$
\begin{align*}
\hat{\theta}_{\mathrm{WLS}}(k+1) & =\hat{\theta}_{\mathrm{WLS}}(k)+\mathbf{K}_{\mathbf{w}}(k+1)\left[z(k+1)-\mathbf{h}^{\prime}(k+1) \hat{\theta}_{\mathbf{W L S}}(k)\right]  \tag{15.7}\\
\mathbf{K}_{\mathbf{w}}(k+1) & =\mathbf{P}(k+1) \mathbf{h}(k+1) w(k+1)  \tag{15.8}\\
\mathbf{P}^{-1}(k+1) & =\mathbf{P}^{-1}(k)+\mathbf{h}(k+1) w(k+1) \mathbf{h}^{\prime}(k+1) \tag{15.9}
\end{align*}
$$

Equations (15.8) and (15.9) require the inversion of $n \times n$ matrix $\mathbf{P}$. If $n$ is large, then this will be a costly computation. Applying a matrix inversion lemma to (15.9), one obtains the following alternative covariance form of the recursive WLSE: Equation (15.7), and

$$
\begin{align*}
\mathbf{K}_{\mathbf{w}}(k+1) & =\mathbf{P}(k) \mathbf{h}(k+1)\left[\mathbf{h}^{\prime}(k+1) \mathbf{P}(k) \mathbf{h}(k+1)+\frac{1}{w(k+1)}\right]^{-1}  \tag{15.10}\\
\mathbf{P}(k+1) & =\left[\mathbf{I}-\mathbf{K}_{\mathbf{w}}(k+1) \mathbf{h}^{\prime}(k+1)\right] \mathbf{P}(k) \tag{15.11}
\end{align*}
$$

Equations(15.7)-(15.9) or (15.7), (15.10), and (15.11), areinitialized by $\hat{\theta} \mathrm{WLS}(n)$ and $\mathbf{P}^{-1}(n)$, where $\mathbf{P}(n)=\left[\mathbf{H}^{\prime}(n) \mathbf{W}(n) \mathbf{H}(n)\right]^{-1}$, and are used for $k=n, n+1, \ldots, N-1$.

Equation (15.7) can be expressed as

$$
\begin{equation*}
\hat{\theta}_{\mathbf{W L S}}(k+1)=\left[\mathbf{I}-\mathbf{K}_{\mathbf{w}}(k+1) \mathbf{h}^{\prime}(k+1)\right] \hat{\theta}_{\mathbf{W L S}}(k)+\mathbf{K}_{\mathbf{w}}(k+1) z(k+1) \tag{15.12}
\end{equation*}
$$

which demonstrates that the recursiveW LSE is a time-varying digital filter that is excited by random inputs (i.e., the measurements), one whose plant matrix $\left[\mathbf{I}-\mathbf{K}_{\mathbf{w}}(k+1) \mathbf{h}^{\prime}(k+1)\right]$ may itself be random because $\mathbf{K}_{\mathbf{w}}(k+1)$ and $\mathbf{h}(k+1)$ may be random, depending upon the specific application. The random natures of these matrices make the analysis of this filter exceedingly difficult.

Two recursions are present in the recursive WLSEs. Thefirst is the vector recursion for $\hat{\theta}$ wLs given by (15.7). Clearly, $\hat{\theta}_{\mathrm{WLs}}(k+1)$ cannot becomputed from this expression until measurement $z(k+1)$ is available. The second is the matrix recursion for either $\mathbf{P}^{-1}$ given by (15.9) or $\mathbf{P}$ given by (15.11). Observe that values for these matrices can be precomputed before measurements aremade. A digital computer implementation of (15.7)-(15.9) is $\mathbf{P}^{-1}(k+1) \rightarrow \mathbf{P}(k+1) \rightarrow \mathbf{K}_{\mathbf{w}}(k+1) \rightarrow \hat{\theta}_{\mathbf{W} L S}(k+1)$, whereas for (15.7), (15.10), and (15.11), it is $\mathbf{P}(k) \rightarrow \mathbf{K}_{\mathbf{w}}(k+1) \rightarrow \hat{\theta}_{\mathrm{WLS}}(k+1) \rightarrow \mathbf{P}(k+1)$. Finally, the recursive WLSEs can even be used for $k=0,1, \ldots, N-1$. Often $z(0)=0$, or there is no measurement made at $k=0$, so that we can set $z(0)=0$. In this case we can set $w(0)=0$, and the recursive WLSEs can be initialized by setting $\hat{\theta}$ WLS $(0)=\mathbf{0}$ and $\mathbf{P}(0)$ to a diagonal matrix of very large numbers. This is very commonly donein practice. Fast fixed-order recursiveleast-squares algorithms that are based on the Givens rotation [3] and can be implemented using systolic arrays are described in [5] and the references therein.

### 15.3 Properties of Estimators

How do weknow whether or not the results obtained from theW LSE, or for that matter any estimator, are good? To answer this question, we must make use of the fact that all estimators represent transformations of random data; hence, $\hat{\theta}(k)$ is itself random, so that its properties must be studied from a statistical viewpoint. This fact, and its consequences, which seem so obvious to us today, are due to the eminent statistician R.A. Fischer.

It is common to distinguish between small-sample and large-sample properties of estimators. The term "sample" refers to the number of measurements used to obtain $\hat{\theta}$, i.e., the dimension of $\mathbf{Z}$. The phrase "small sample" means any number of measurements (e.g., $1,2,100,10^{4}$, or even an infinite number), whereas the phrase "large sample" means "an infinite number of measurements." Large-sample properties are also referred to as asymptotic properties. If an estimator possesses as small-sample property, it also possesses the associated large-sample property; but the converse is not always true. Although large sample means an infinite number of measurements, estimators begin to enjoy large-sample properties for much fewer than an infinite number of measurements. How few usually depends on the dimension of $\theta, n$, the memory of the estimators, and in general on the underlying, albeit unknown, probability density function.

A thorough study into $\hat{\theta}$ would mean determining its probability density function $p(\hat{\theta})$. Usually, it is too difficult to obtain $p(\hat{\theta})$ for most estimators (unless $\hat{\theta}$ is multivariate Gaussian); thus, it is customary to emphasize the first-and second-order statistics of $\hat{\theta}$ (or its associated error $\tilde{\theta}=\theta-\hat{\theta}$ ), the mean and the covariance.

Small-sample properties of an estimator areunbiasedness and efficiency. An estimator is unbiased if its mean value is tracking the unknown parameter at every value of time, i.e., the mean value of the estimation error is zero at every value of time. Dispersion about the mean is measured by error variance. Efficiency is related to how small theerror variance will be. Associated with efficiency isthe very famousCramer-Rao inequality (Fisher information matrix, in the case of a vector of parameters) which places a lower bound on the error variance, a bound that does not depend on a particular estimator.

Large-sample properties of an estimator are asymptotic unbiasedness, consistency, asymptotic normality, and asymptotic efficiency. Asymptotic unbiasedness and efficiency are limiting forms of their small sample counterparts, unbiasedness and efficiency. The importance of an estimator being asymptotically normal (Gaussian) is that its entire probabilistic description is then known, and it
can be entirely characterized just by its asymptotic first- and second-order statistics. Consistency is a form of convergence of $\hat{\theta}(k)$ to $\theta$; it is synonymous with convergence in probability. One of the reasons for the importance of consistency in estimation theory is that any continuous function of a consistent estimator is itself a consistent estimator, i.e., "consistency carries over." It is also possible to examine other types of stochastic convergence for estimators, such as mean-squared convergence and convergence with probability 1 . A general carry-over property does not exist for these two types of convergence; it must be established case-by case (e.g., [11]).

Generally speaking, it is very difficult to establish small sample or large sample properties for leastsquares estimators, except in the very special case when $\mathbf{H}(k)$ and $\mathbf{V}(k)$ are statistically independent. While this condition is satisfied in the application of identifying an impulse response, it is violated in the important application of identifying the coefficients in a finite difference equation, as well as in many other important engineering applications. M any large sample properties of LSEs are determined by establishing that the LSE is equivalent to another estimator for which it is known that the large sample property holds true. We pursue this below.

Least-squares estimators require no assumptions about the statistical nature of the generic model. Consequently, theformula for theW LSE is easy to derive. Theprice paid for not making assumptions about the statistical nature of the generic linear model is great difficulty in establishing small or large sample properties of the resulting estimator.

### 15.4 Best Linear Unbiased Estimation

Our second estimator is both unbiased and efficient by design, and is a linear function of measurements $\mathbf{Z}(k)$. It is called a best linear unbiased estimator (BLUE), $\hat{\theta}_{B L U}(k)$. As in the derivation of the WLSE, we begin with our generic linear model; but, now we make two assumptions about this model, namely: (1) $\mathbf{H}(k)$ must be deterministic, and (2) $\mathbf{V}(k)$ must be zero mean with positive definite known covariance matrix $\mathbf{R}(k)$. The derivation of the BLUE is more complicated than the derivation of theWLSE because of the design constraints; however, its performance analysis is much easier because we build good performance into its design.

We begin by assuming the following linear structure for $\hat{\theta}_{\mathrm{BLU}}(k), \hat{\theta}_{\mathrm{BLU}}(k)=\mathbf{F}(k) \mathbf{Z}(k)$. M atrix $\mathbf{F}(k)$ is designed such that: (1) $\hat{\theta}_{\mathrm{BLU}}(k)$ is an unbiased estimator of $\theta$, and (2) the error variance for each of the $n$ parameters is minimized. In this way, $\hat{\theta}_{\mathrm{BLL}}(k)$ will be unbiased and efficient (within the class of linear estimators) by design. The resulting BLUE estimator is:

$$
\begin{equation*}
\hat{\theta}_{\mathrm{BLU}}(k)=\left[\mathbf{H}^{\prime}(k) \mathbf{R}^{-1}(k) \mathbf{H}(k)\right] \mathbf{H}^{\prime}(k) \mathbf{R}^{-1}(k) \mathbf{Z}(k) \tag{15.13}
\end{equation*}
$$

A very remarkable connection exists between the BLUE and WLSE, namely, the BLUE of $\theta$ is the special case of the WLSE of $\theta$ when $\mathbf{W}(k)=\mathbf{R}^{-1}(k)$. Consequently, all results obtained in our section above for $\hat{\theta}_{\mathrm{WLS}}(k)$ can be applied to $\hat{\theta}_{\mathrm{BLU}}(k)$ by setting $\mathbf{W}(k)=\mathbf{R}^{-1}(k)$. Matrix $\mathbf{R}^{-1}(k)$ weights the contributions of precise measurements heavily and deemphasizes the contributions of imprecisemeasurements. Thebest linear unbiased estimation design techniquehasled to a weighting matrix that is quite sensible.

If $\mathbf{H}(k)$ is deterministic and $\mathbf{R}(k)=\sigma_{v}^{2} \mathbf{I}$, then $\hat{\theta}_{\mathrm{BLU}}(k)=\hat{\theta}_{L S}(k)$. This result, known as the Gauss-M arkov theorem, is important because we haveconnected two seemingly different estimators, one of which, $\hat{\theta}_{\mathrm{BLU}}(k)$, has the properties of unbiasedness and minimum variance by design; hence, in this case $\hat{\theta}_{L S}(k)$ inherits these properties.

In a recursive WLSE, matrix $\mathbf{P}(k)$ has no special meaning. In a recursive BLUE [which is obtained by substituting $\mathbf{W}(k)=\mathbf{R}^{-1}(k)$ into (15.7)-(15.9), or (15.7), (15.10) and (15.11)], matrix $\mathbf{P}(k)$ is the covariance matrix for the error between $\theta$ and $\hat{\theta}_{\text {BLU }}(k)$, i.e., $\mathbf{P}(k)=\left[\mathbf{H}^{\prime}(k) \mathbf{R}^{-1}(k) \mathbf{H}(k)\right]^{-1}=$ $\operatorname{cov}\left[\tilde{\theta}_{\mathrm{BLU}}(k)\right]$. Hence, every time $\mathbf{P}(k)$ is calculated in the recursive BLUE, we obtain a quantitative measure of how well we are estimating $\theta$.

Recall that we stated that W LSEs may change in numerical value under changes in scale. BLUEs are invariant under changes in scale. This is accomplished automatically by setting $\mathbf{W}(k)=\mathbf{R}^{-1}(k)$ in the WLSE.

Thefact that $\mathbf{H}(k)$ must be deterministic severely limits the applicability of BLUEs in engineering applications.

### 15.5 Maximum-Likelihood Estimation

Probability is associated with a forward experiment in which the probability model, $p(\mathbf{Z}(k) \mid \theta)$, is specified, including values for the parameters, $\theta$, in that model (e.g., mean and variancein a Gaussian density function), and data (i.e., realizations) are generated using this model. Likelihood, $l(\theta \mid \mathbf{Z}(k)$ ), is proportional to probability. In likelihood, the data is given as well as the nature of the probability model; but the parameters of the probability model are not specified. They must be determined from the given data. Likelihood is, therefore, associated with an inverse experiment.

The maximum-likelihood method is based on the relatively simple idea that different (statistical) populations generate different samples and that any given sample (i.e., set of data) is more likely to have come from some populations than from others.

In order to determinethemaximum-likelihood estimate(MLE) of deterministic $\theta$, $\hat{\theta}_{M L}$, weneed to determine a formulafor thelikelihood function and then maximize that function. Because likelihood is proportional to probability, we need to know the entire joint probability density function of the measurements in order to determine a formula for the likelihood function. This, of course, is much more information about $\mathbf{Z}(k)$ than was required in the derivation of the BLUE. In fact, it is the most information that we can ever expect to know about the measurements. Thepricewe pay for knowing so much information about $\mathbf{Z}(k)$ is complexity in maximizing the likelihood function. Generally, mathematical programming must be used in order to determine $\hat{\theta}_{M L}$.

Maximum-likelihood estimates are very popular and widely used because they enjoy very good large sample properties. They are consistent, asymptotically Gaussian with mean $\theta$ and covariance matrix $\frac{1}{N} \mathbf{J}^{-1}$, in which $\mathbf{J}$ istheFisher information matrix, and are asymptotically efficient. Functions of maximum-likelihood estimates are themselves maximum-likelihood estimates, i.e., if $\mathbf{g}(\theta)$ is a vector function mapping $\theta$ into an interval in $r$-dimensional Euclidean space, then $\mathbf{g}\left(\hat{\theta}_{M L}\right)$ is a M LE of $\mathbf{g}(\theta)$. This "invariance" property is usually not enjoyed by WLSEs or BLUEs.

In one special case it is very easy to compute $\hat{\theta}_{M L}$, i.e., for our generic linear model in which $\mathbf{H}(k)$ is deterministic and $\mathbf{V}(k)$ is Gaussian. In this case $\hat{\theta}_{M L}=\hat{\theta}_{\mathrm{BLU}}$. These estimators are: unbiased, because $\hat{\theta}_{\mathrm{BLU}}$ is unbiased; efficient (within the class of linear estimators), because $\hat{\theta}_{\mathrm{BLU}}$ is efficient; consistent, because $\hat{\theta}_{M L}$ is consistent; and, Gaussian, because they depend linearly on $\mathbf{Z}(k)$, which is Gaussian. If, in addition, $\mathbf{R}(k)=\sigma_{v}^{2} \mathbf{I}$, then $\hat{\theta}_{M L}(k)=\hat{\theta}_{\mathrm{BLU}}(k)=\hat{\theta}_{L S}(k)$, and these estimators are unbiased, efficient (within the class of linear estimators), consistent, and Gaussian.

Themethod of maximum-likelihood islimited to deterministic parameters. In the case of random parameters, we can still use the WLSE or the BLUE, or, if additional information is available, we can use either a mean-squared or maximum-a posteriori estimator, as described below. The former does not use statistical information about the random parameters, whereas the latter does.

### 15.6 Mean-Squared Estimation of Random Parameters

Given measurementsz(1), $\mathbf{z}(2), \ldots, \mathbf{z}(k)$, themean-squared estimator (MSE) of random $\theta, \hat{\theta}_{M S}(k)=$ $\phi[\mathbf{z}(i), i=1,2, \ldots, k]$, minimizes the mean-squared error $J\left[\tilde{\theta}_{M S}(k)\right]=\mathbf{E}\left\{\tilde{\theta}_{M S}^{\prime}(k) \tilde{\theta}_{M S}(k)\right\}$ [where $\left.\tilde{\theta}_{M S}(k)=\theta-\hat{\theta}_{M S}(k)\right]$. Thefunction $\phi[\mathbf{z}(i), i=1,2, \ldots, k]$ may be nonlinear or linear. Its exact structure is determined by minimizing $J\left[\tilde{\theta}_{M S}(k)\right]$.

The solution to this mean-squared estimation problem, which is known as the fundamental theorem of estimation theory is:

$$
\begin{equation*}
\hat{\theta}_{M S}(k)=\mathbf{E}\{\theta \mid \mathbf{Z}(k)\} \tag{15.14}
\end{equation*}
$$

As it stands, (15.14) is not terribly useful for computing $\hat{\theta}_{M S}(k)$. In general, we must first compute $p[\theta \mid \mathbf{Z}(k)]$ and then perform the requisite number of integrations of $\theta p[\theta \mid \mathbf{Z}(k)]$ to obtain $\hat{\theta}_{M S}(k)$. It is useful to separate this computation into two major cases; (1) $\theta$ and $\mathbf{Z}(k)$ are jointly Gaussian the Gaussian case, and (2) $\theta$ and $\mathbf{Z}(k)$ are not jointly Gaussian - the non-Gaussian case.

When $\theta$ and $\mathbf{Z}(k)$ are jointly Gaussian, the estimator that minimizes the mean-squared error is

$$
\begin{equation*}
\hat{\theta}_{M S}(k)=\mathbf{m}_{\theta}+\mathbf{P}_{\theta z}(k) \mathbf{P}_{z}^{-1}(k)\left[\mathbf{Z}(k)-\mathbf{m}_{z}(k)\right] \tag{15.15}
\end{equation*}
$$

where $\mathbf{m}_{\theta}$ is the mean of $\theta, \mathbf{m}_{z}(k)$ is the mean of $\mathbf{Z}(k), \mathbf{P}_{z}(k)$ is the covariance matrix of $\mathbf{Z}(k)$, and $\mathbf{P}_{\theta z}(k)$ is the cross-covariance between $\theta$ and $\mathbf{Z}(k)$. Of course, to compute $\hat{\theta}_{M S}(k)$ using (15.15), we must somehow know all of these statistics, and we must be sure that $\theta$ and $\mathbf{Z}(k)$ arejointly Gaussian. For the generic linear model, $\mathbf{Z}(k)=\mathbf{H}(k) \theta+\mathbf{V}(k)$, in which $\mathbf{H}(k)$ isdeterministic, $\mathbf{V}(k)$ isGaussian noise with known invertible covariance matrix $\mathbf{R}(k), \theta$ is Gaussian with mean $\mathbf{m}_{\theta}$ and covariance matrix $\mathbf{P}_{\theta}$, and, $\theta$ and $\mathbf{V}(k)$ are statistically independent, then $\theta$ and $\mathbf{Z}(k)$ are jointly Gaussian, and, (15.15) becomes

$$
\begin{equation*}
\hat{\theta}_{M S}(k)=\mathbf{m}_{\theta}+\mathbf{P}_{\theta} \mathbf{H}^{\prime}(k)\left[\mathbf{H}(k) \mathbf{P}_{\theta} \mathbf{H}^{\prime}(k)+\mathbf{R}(k)\right]^{-1}\left[\mathbf{Z}(k)-\mathbf{H}(k) \mathbf{m}_{\theta}\right] \tag{15.16}
\end{equation*}
$$

where error-covariance matrix $\mathbf{P}_{M S}(k)$, which is associated with $\hat{\theta}_{M S}(k)$, is

$$
\begin{align*}
\mathbf{P}_{M S}(k) & =\mathbf{P}_{\theta}-\mathbf{P}_{\theta} \mathbf{H}^{\prime}(k)\left[\mathbf{H}(k) \mathbf{P}_{\theta} \mathbf{H}^{\prime}(k)+\mathbf{R}(k)\right]^{-1} \mathbf{H}(k) \mathbf{P}_{\theta} \\
& =\left[\mathbf{P}_{\theta}^{-1}+\mathbf{H}^{\prime}(k) \mathbf{R}^{-1}(k) \mathbf{H}(k)\right]^{-1} \tag{15.17}
\end{align*}
$$

Using (15.17) in (15.16), $\hat{\theta}_{M S}(k)$ can be reexpressed as

$$
\begin{equation*}
\hat{\theta}_{M S}(k)=\mathbf{m}_{\theta}+\mathbf{P}_{M S}(k) \mathbf{H}^{\prime}(k) \mathbf{R}^{-1}(k)\left[\mathbf{Z}(k)-\mathbf{H}(k) \mathbf{m}_{\theta}\right] \tag{15.18}
\end{equation*}
$$

Suppose $\theta$ and $\mathbf{Z}(k)$ are not jointly Gaussian and that we know $\mathbf{m}_{\theta}, \mathbf{m}_{z}(k), \mathbf{P}_{z}(k)$, and $\mathbf{P}_{\theta z}(k)$. In this case, the estimator that is constrained to be an affinetransformation of $\mathbf{Z}(k)$ and that minimizes the mean-squared error is also given by (15.15).

We now know the answer to the following important question: When is the linear (affine) meansquared estimator thesame as themean-squared estimator? Theanswer is when $\theta$ and $\mathbf{Z}(k)$ arejointly Gaussian. If $\theta$ and $\mathbf{Z}(k)$ are not jointly Gaussian, then $\hat{\theta}_{M S}(k)=\mathbf{E}\{\theta \mid \mathbf{Z}(k)\}$, which, in general, is a nonlinear function of measurements $\mathbf{Z}(k)$, i.e., it is a nonlinear estimator.

Associated with mean-squared estimation theory is the orthogonality principle: Supposef[Z $(k)]$ is any function of the data $\mathbf{Z}(k)$; then theerror in themean-squared estimator isorthogonal to $\mathbf{f}[\mathbf{Z}(k)]$ in the sense that $\mathbf{E}\left\{\left[\theta-\hat{\theta}_{M S}(k)\right] \mathbf{f}^{\prime}[\mathbf{Z}(k)]\right\}=\mathbf{0}$. A frequently encountered special case of this occurs when $\mathbf{f}[\mathbf{Z}(k)]=\hat{\theta}_{M S}(k)$, in which case $\mathbf{E}\left\{\tilde{\theta}_{M S}(k) \tilde{\theta}_{M S}^{\prime}(k)\right\}=0$.

When $\theta$ and $\mathbf{Z}(k)$ are jointly Gaussian, $\hat{\theta}_{M S}(k)$ in (15.15) has the following properties: (1) it is unbiased; (2) each of its components has the smallest error variance; (3) it is a "linear" (affine) estimator; (4) it is unique; and, (5) both $\hat{\theta}_{M S}(k)$ and $\tilde{\theta}_{M S}(k)$ are multivariate Gaussian, which means that these quantities are completely characterized by their first- and second-order statistics. Tremendous simplifications occur when $\theta$ and $\mathbf{Z}(k)$ are jointly Gaussian!

Many of the results presented in this section are applicable to objective functions other than the mean-squared objectivefunction. Seethesupplementary material at the end of Lesson 13 in [12] for discussions on a wide number of objective functions that lead to $\mathbf{E}\{\theta \mid \mathbf{Z}(k)\}$ as the optimal estimator of $\theta$, as well as discussions on a full-blown nonlinear estimator of $\theta$.

There is a connection between the BLUE and theM SE. The connection requires a slightly different BLUE, onethat incorporates the a priori statistical information about random $\theta$. To do this, we treat $\mathbf{m}_{\theta}$ as an additional measurement that is augmented to $\mathbf{Z}(k)$. The additional measurement equation is obtained by adding and subtracting $\theta$ in the identity $\mathbf{m}_{\theta}=\mathbf{m}_{\theta}$, i.e., $\mathbf{m}_{\theta}=\theta+\left(\mathbf{m}_{\theta}-\theta\right)$. Quantity $\left(\mathbf{m}_{\theta}-\theta\right)$ is now treated as zero-mean measurement noise with covariance $\mathbf{P}_{\theta}$. Theaugmented linear model is

$$
\begin{equation*}
\left(\frac{\mathbf{Z}(k)}{\mathbf{m}_{\theta}}\right)=\left(\frac{\mathbf{H}(k)}{\mathbf{I}}\right) \theta+\left(\frac{\mathbf{V}(k)}{\mathbf{m}_{\theta}-\theta}\right) \tag{15.19}
\end{equation*}
$$

Let the BLUE estimator for this augmented model be denoted $\hat{\theta}_{\mathrm{BLU}}^{a}(k)$. Then it is always true that $\hat{\theta}_{M S}(k)=\hat{\theta}_{\mathrm{BLU}}^{a}(k)$. Note that the weighted least-squares objective function that is associated with $\hat{\theta}_{\mathrm{BLU}}^{a}(k)$ is $J_{a}\left[\hat{\theta}^{a}(k)\right]=\left[\mathbf{m}_{\theta}-\hat{\theta}^{a}(k)\right]^{\prime} \mathbf{P}_{\theta}^{-1}\left[\mathbf{m}_{\theta}-\hat{\theta}^{a}(k)\right]+\tilde{\mathbf{Z}}^{\prime}(k) \mathbf{R}^{-1}(k) \tilde{\mathbf{Z}}(k)$.

### 15.7 Maximum A Posteriori Estimation of Random Parameters

M aximum a posteriori (MAP) estimation is also known as Bayesian estimation. Recall Bayes's rule: $p(\theta \mid \mathbf{Z}(k))=p(\mathbf{Z}(k) \mid \theta) p(\theta) / p(\mathbf{Z}(k))$ in which density function $p(\theta \mid \mathbf{Z}(k))$ is known as thea posteriori (or posterior) conditional density function, and $p(\theta)$ is the prior density function for $\theta$. Observe that $p(\theta \mid \mathbf{Z}(k))$ is related to likelihood function $l\{\theta \mid \mathbf{Z}(k)\}$, because $l\{\theta \mid \mathbf{Z}(k)\} \propto p(\mathbf{Z}(k) \mid \theta)$. Additionally, because $p(\mathbf{Z}(k))$ does not depend on $\theta, p(\theta \mid \mathbf{Z}(k)) \propto p(\mathbf{Z}(k) \mid \theta) p(\theta)$. In M AP estimation, values of $\theta$ are found that maximize $p(\mathbf{Z}(k) \mid \theta) p(\theta)$. Obtaining a M AP estimate involves specifying both $p(\mathbf{Z}(k) \mid \theta)$ and $p(\theta)$ and finding the value of $\theta$ that maximizes $p(\theta \mid \mathbf{Z}(k))$. It is the knowledge of the a priori probability model for $\theta, p(\theta)$, that distinguishes the problem formulation for M AP estimation from M S estimation.

If $\theta_{1}, \theta_{2}, \ldots, \theta_{n}$ are uniformly distributed, then $p(\theta \mid \mathbf{Z}(k)) \propto p(\mathbf{Z}(k) \mid \theta)$, and the M AP estimator of $\theta$ equals the ML estimator of $\theta$. Generally, M AP estimates are quite different from ML estimates. For example, the invariance property of MLEs usually does not carry over to MAP estimates. One reason for this can be seen from the formula $p(\theta \mid \mathbf{Z}(k)) \propto p(\mathbf{Z}(k) \mid \theta) p(\theta)$. Suppose, for example, that $\phi=\mathbf{g}(\theta)$ and we want to determine $\hat{\phi}_{\text {M AP }}$ by first computing $\hat{\theta}_{\text {M AP }}$. Because $p(\theta)$ depends on the Jacobian matrix of $\mathbf{g}^{-1}(\phi), \hat{\phi}_{\text {MAP }} \neq \mathbf{g}\left(\hat{\theta}_{\text {MAP }}\right)$. Usually $\hat{\theta}_{\text {MAP }}$ and $\hat{\theta}_{M L}(k)$ are asymptotically identical to one another since in the large sample case the knowledge of the observations tends to swamp the knowledge of the prior distribution [10].

Generally speaking, optimization must be used to compute $\hat{\theta}_{\text {MAP }}(k)$. In the special but important case, when $\mathbf{Z}(k)$ and $\theta$ are jointly Gaussian, then $\hat{\theta}_{M A P}(k)=\hat{\theta}_{M S}(k)$. This result is true regardless of the nature of the model relating $\theta$ to $\mathbf{Z}(k)$. Of course, in order to use it, we must first establish that $\mathbf{Z}(k)$ and $\theta$ are jointly Gaussian. Except for the generic linear model, this is very difficult to do.

When $\mathbf{H}(k)$ is deterministic, $\mathbf{V}(k)$ is white Gaussian noise with known covariance matrix $\mathbf{R}(k)$, and $\theta$ is multivariate Gaussian with known mean $\mathbf{m}_{\theta}$ and covariance $\mathbf{P}_{\theta}, \hat{\theta}_{\mathrm{MAP}}(k)=\hat{\theta}_{\mathrm{BLU}}^{a}(k)$; hence, for the generic linear Gaussian model, MS, MAP, and BLUE estimates of $\theta$ are all the same, i.e., $\hat{\theta}_{M S}(k)=\hat{\theta}_{\mathrm{BLU}}^{a}(k)=\hat{\theta}_{\mathrm{MAP}}(k)$.

### 15.8 The Basic State-Variable Model

In the rest of this chapter we shall describe a variety of mean-squared state estimators for a linear, (possibly) time varying, discrete-time, dynamical system, which werefer to as the basic state-variable model. This system is characterized by $n \times 1$ state vector $\mathbf{x}(k)$ and $m \times 1$ measurement vector $\mathbf{z}(k)$, and is:

$$
\begin{equation*}
\mathbf{x}(k+1)=\Phi(k+1, k) \mathbf{x}(k)+\Gamma(k+1, k) \mathbf{w}(k)+\Psi(k+1, k) \mathbf{u}(k) \tag{15.20}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{z}(k+1)=\mathbf{H}(k+1) \mathbf{x}(k+1)+\mathbf{v}(k+1) \tag{15.21}
\end{equation*}
$$

where $k=0,1, \ldots$. In thismodel $\mathbf{w}(k)$ and $\mathbf{v}(k)$ are $p \times 1$ and $m \times 1$ mutually uncorrelated (possibly nonstationary) jointly Gaussian whitenoisesequences; i.e., $\mathbf{E}\left\{\mathbf{w}(i) \mathbf{w}^{\prime}(j)\right\}=\mathbf{Q}(i) \delta_{i j}, \mathbf{E}\left\{\mathbf{v}(i) \mathbf{v}^{\prime}(j)\right\}=$ $\mathbf{R}(i) \delta_{i j}$, and $\mathbf{E}\left\{\mathbf{w}(i) \mathbf{v}^{\prime}(j)\right\}=\mathbf{S}=\mathbf{0}$, for all $i$ and $j$. Covariance matrix $\mathbf{Q}(i)$ is positive semidefinite and $\mathbf{R}(i)$ is positive definite [so that $\mathbf{R}^{-1}(i)$ exists]. Additionally, $\mathbf{u}(k)$ is an $l \times 1$ vector of known system inputs, and initial state vector $\mathbf{x}(0)$ is multivariateGaussian, with mean $\mathbf{m}_{\mathbf{x}}(0)$ and covariance $\mathbf{P}_{\mathbf{x}}(0)$, and $\mathbf{x}(0)$ is not correlated with $\mathbf{w}(k)$ and $\mathbf{v}(k)$. The dimensions of matrices $\Phi, \Gamma, \Psi, \mathbf{H}, \mathbf{Q}$, and $\mathbf{R}$ are $n \times n, n \times p, n \times l, m \times n, p \times p$, and $m \times m$, respectively. The double arguments in matrices $\Phi, \Gamma$, and $\Psi$ may not always be necessary, in which case we replace $(k+1, k)$ by $k$.

Disturbancew $(k)$ is often used to model disturbanceforcesacting on thesystem, errorsin modeling the system, or errors due to actuators in the translation of the known input, $\mathbf{u}(k)$, into physical signals. Vector $\mathbf{v}(k)$ is often used to model errors in measurements made by sensing instruments, or unavoidable disturbances that act directly on the sensors.

Not all systems are described by this basic model. In general, $\mathbf{w}(k)$ and $\mathbf{v}(k)$ may be correlated, some measurements may be made so accurate that, for all practical purposes, they are "perfect" (i.e., no measurement noise is associated with them), and either $\mathbf{w}(k)$ or $\mathbf{v}(k)$, or both, may be nonzero mean or colored noise processes. How to handle these situations is described in Lesson 22 of [12].

When $\mathbf{x}(0)$ and $\{\mathbf{w}(k), k=0,1, \ldots\}$ are jointly Gaussian, then $\{\mathbf{x}(k), k=0,1, \ldots\}$ is a GaussM arkov sequence. N otethat if $\mathbf{x}(0)$ and $\mathbf{w}(k)$ are individually Gaussian and statistically independent, they will be jointly Gaussian. Consequently, the mean and covariance of the state vector completely characterize it. Let $\mathbf{m}_{\mathbf{x}}(k)$ denote the mean of $\mathbf{x}(k)$. For our basic state-variable model, $\mathbf{m}_{\mathbf{x}}(k)$ can be computed from the vector recursive equation

$$
\begin{equation*}
\mathbf{m}_{\mathbf{x}}(k+1)=\Phi(k+1, k) \mathbf{m}_{\mathbf{x}}(k)+\Psi(k+1, k) \mathbf{u}(k) \tag{15.22}
\end{equation*}
$$

where $k=0,1, \ldots$, and $\mathbf{m}_{\mathbf{x}}(0)$ initializes (15.22). Let $\mathbf{P}_{\mathbf{x}}(k)$ denote the covariance matrix of $\mathbf{x}(k)$. For our basic state-variable model, $\mathbf{P}_{\mathbf{x}}(k)$ can be computed from the matrix recursive equation

$$
\begin{equation*}
\mathbf{P}_{\mathbf{x}}(k+1)=\Phi(k+1, k) \mathbf{P}_{\mathbf{x}}(k) \Phi^{\prime}(k+1, k)+\Gamma(k+1, k) \mathbf{Q}(k) \Gamma^{\prime}(k+1, k) \tag{15.23}
\end{equation*}
$$

where $k=0,1, \ldots$, and $\mathbf{P}_{\mathbf{x}}(0)$ initializes (15.23). Equations (15.22) and (15.23) are easily programmed for a digital computer.

For our basic state-variablemodel, when $\mathbf{x}(0), \mathbf{w}(k)$, and $\mathbf{v}(k)$ arejointly Gaussian, then $\{\mathbf{z}(k), k=$ $1,2, \ldots\}$ is Gaussian, and

$$
\begin{equation*}
\mathbf{m}_{\mathbf{z}}(k+1)=\mathbf{H}(k+1) \mathbf{m}_{\mathbf{x}}(k+1) \tag{15.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{P}_{\mathbf{z}}(k+1)=\mathbf{H}(k+1) \mathbf{P}_{\mathbf{x}}(k+1) \mathbf{H}^{\prime}(k+1)+\mathbf{R}(k+1) \tag{15.25}
\end{equation*}
$$

where $\mathbf{m}_{\mathbf{x}}(k+1)$ and $\mathbf{P}_{\mathbf{x}}(k+1)$ are computed from (15.22) and (15.23), respectively.
For our basic state-variable model to be stationary, it must be time-invariant, and the probability density functions of $\mathbf{w}(k)$ and $\mathbf{v}(k)$ must be the same for all values of time. Because $\mathbf{w}(k)$ and $\mathbf{v}(k)$ arezero-mean and Gaussian, this means that $\mathbf{Q}(k)$ must equal the constant matrix $\mathbf{Q}$ and $\mathbf{R}(k)$ must equal the constant matrix $\mathbf{R}$. Additionally, either $\mathbf{x}(0)=\mathbf{0}$ or $\Phi(k, 0) \mathbf{x}(0) \approx \mathbf{0}$ when $k>k_{0}$; in both cases $\mathbf{x}(k)$ will be in its steady-state regime, so stationarity is possible.

If the basic state-variable model is time-invariant and stationary and if $\Phi$ is associated with an asymptotically stable system (i.e., one whose poles all lie within the unit circle), then [1] matrix $\mathbf{P}_{\mathbf{x}}(k)$ reaches a limiting (steady-state) solution $\overline{\mathbf{P}}_{\mathbf{x}}$ and $\overline{\mathbf{P}}_{\mathbf{x}}$ is the solution of the following steady-state version of (15.23): $\overline{\mathbf{P}}_{\mathbf{x}}=\Phi \overline{\mathbf{P}}_{\mathbf{x}} \Phi^{\prime}+\Gamma \mathbf{Q} \Gamma^{\prime}$. This equation is called a discrete-time Lyapunov equation.

### 15.9 State Estimation for the Basic State-Variable Model

Prediction, filtering, and smoothing are three types of mean-squared state estimation that have been developed since 1959. A predicted estimate of a state vector $\mathbf{x}(k)$ uses measurements which occur earlier than $t_{k}$ and a model to make the transition from the last time point, say $t_{j}$, at which a measurement is available, to $t_{k}$. The success of prediction depends on the quality of the model. In state estimation we use the state equation model. Without a model, prediction is dubious at best.

A recursive mean-squared state filter is called a Kalman filter, because it was developed by Kalman around 1959 [9]. Although it was originally developed within a community of control theorists, and is regarded asthe most widely used result of so-called "modern control theory," it is no longer viewed as a control theory result. It is a result within estimation theory; consequently, wenow prefer to view it as a signal processing result. A filtered estimate of state vector $\mathbf{x}(k)$ uses all of the measurements up to and including the one made at time $t_{k}$.

A smoothed estimate of state vector $\mathrm{x}(k)$ not only uses measurements which occur earlier than $t_{k}$ plus the one at $t_{k}$, but also uses measurements to the right of $t_{k}$. Consequently, smoothing can never be carried out in real time, because we have to collect "future" measurements before we can compute a smoothed estimate. If we don't look too far into the future, then smoothing can be performed subject to a delay of $L T$ seconds, where $T$ is our data sampling time and $L$ is a fixed positive integer that describes how many sample points to the right of $t_{k}$ are to be used in smoothing.

Depending upon how many futuremeasurements areused and how they are used, it is possible to create three types of smoother: (1) the fixed-interval smoother, $\hat{\mathbf{x}}(k \mid N), k=0,1, \ldots, N-1$, where $N$ is a fixed positive integer; (2) the fixed-point smoother, $\hat{\mathbf{x}}(k \mid j), j=k+1, k+2, \ldots$, where $k$ is a fixed positive integer; and (3) the fixed-lag smoother, $\hat{\mathbf{x}}(k \mid k+L), k=0,1, \ldots$, where $L$ is a fixed positive integer.

### 15.9.1 Prediction

A singlestage predicted estimate of $\mathbf{x}(k)$ is denoted $\hat{\mathbf{x}}(k \mid k-1)$. It is the mean-squared estimate of $\mathbf{x}(k)$ that uses all the measurements up to and including the one made at time $t_{k-1}$; hence, a single-stage predicted estimate looks exactly one time point into the future. This estimate is needed by the Kalman filter. From the fundamental theorem of estimation theory, we know that $\hat{\mathbf{x}}(k \mid k-1)=\mathbf{E}\{\mathbf{x}(k) \mid \mathbf{Z}(k-1)\}$ where $\mathbf{Z}(k-1)=\operatorname{col}(\mathbf{z}(1), \mathbf{z}(2), \ldots, \mathbf{z}(k-1))$, from which it follows that

$$
\begin{equation*}
\hat{\mathbf{x}}(k \mid k-1)=\Phi(k, k-1) \hat{\mathbf{x}}(k-1 \mid k-1)+\Psi(k, k-1) \mathbf{u}(k-1) \tag{15.26}
\end{equation*}
$$

where $k=1,2, \ldots$ Observe that $\hat{\mathbf{x}}(k \mid k-1)$ depends on the filtered estimate $\hat{\mathbf{x}}(k-1 \mid k-1)$ of the preceding state vector $\mathbf{x}(k-1)$. Therefore, Equation (15.26) cannot be used until we provide the Kalman filter.

Let $\mathbf{P}(k \mid k-1)$ denote the error-covariance matrix that is associated with $\hat{\mathbf{x}}(k \mid k-1)$, i.e.,

$$
\mathbf{P}(k \mid k-1)=\mathbf{E}\left\{\left[\tilde{\mathbf{x}}(k \mid k-1)-\mathbf{m}_{\tilde{\mathbf{x}}}(k \mid k-1)\right]\left[\tilde{\mathbf{x}}(k \mid k-1)-\mathbf{m}_{\tilde{\mathbf{x}}}(k \mid k-1)\right]^{\prime}\right\}
$$

where $\tilde{\mathbf{x}}(k \mid k-1)=\mathbf{x}(k)-\hat{\mathbf{x}}(k \mid k-1)$. Additionally, let $\mathbf{P}(k-1 \mid k-1)$ denote the error-covariance matrix that is associated with $\hat{\mathbf{x}}(k-1 \mid k-1)$, i.e.,
$\mathbf{P}(k-1 \mid k-1)=\mathbf{E}\left\{\left[\tilde{\mathbf{x}}(k-1 \mid k-1)-\mathbf{m}_{\tilde{\mathbf{x}}}(k-1 \mid k-1)\right]\left[\tilde{\mathbf{x}}(k-1 \mid k-1)-\mathbf{m}_{\tilde{\mathbf{x}}}(k-1 \mid k-1)\right]^{\prime}\right\}$,
where $\tilde{\mathbf{x}}(k-1 \mid k-1)=\mathbf{x}(k-1)-\hat{\mathbf{x}}(k-1 \mid k-1)$. Then

$$
\begin{equation*}
\mathbf{P}(k \mid k-1)=\Phi(k, k-1) \mathbf{P}(k-1 \mid k-1) \Phi^{\prime}(k, k-1)+\Gamma(k, k-1) \mathbf{Q}(k-1) \Gamma^{\prime}(k, k-1) \tag{15.27}
\end{equation*}
$$

where $k=1,2, \ldots$.
Observe, from (15.26) and (15.27), that $\hat{\mathbf{x}}(0 \mid 0)$ and $\mathbf{P}(0 \mid 0)$ initializethe single-stage predictor and its error covariance, where $\hat{\mathbf{x}}(0 \mid 0)=\mathbf{m}_{\mathbf{x}}(0)$ and $\mathbf{P}(0 \mid 0)=\mathbf{P}(0)$.

A more general state predictor is possible, one that looks further than just one step. See ([12] Lesson 16) for its details.

The single-stage predicted estimate of $\mathbf{z}(k+1), \hat{\mathbf{z}}(k+1 \mid k)$, is given by $\hat{\mathbf{z}}(k+1 \mid k)=\mathbf{H}(k+1) \hat{\mathbf{x}}(k+$ $1 \mid k)$. The error between $\mathbf{z}(k+1)$ and $\hat{\mathbf{z}}(k+1 \mid k)$, is $\tilde{\mathbf{z}}(k+1 \mid k) ; \tilde{\mathbf{z}}(k+1 \mid k)$ is called the innovations process (or, prediction error process, or, measurement residual process), and this process plays a very important role in mean-squared filtering and smoothing. The following representations of the innovations process $\tilde{\mathbf{z}}(k+1 \mid k)$ are equivalent:

$$
\begin{align*}
\tilde{\mathbf{z}}(k+1 \mid k) & =\mathbf{z}(k+1)-\hat{\mathbf{z}}(k+1 \mid k)=\mathbf{z}(k+1)-\mathbf{H}(k+1) \hat{\mathbf{x}}(k+1 \mid k) \\
& =\mathbf{H}(k+1) \tilde{\mathbf{x}}(k+1 \mid k)+\mathbf{v}(k+1) \tag{15.28}
\end{align*}
$$

The innovations is a zero-mean Gaussian white noise sequence, with

$$
\begin{equation*}
\mathbf{E}\left\{\tilde{\mathbf{z}}(k+1 \mid k) \tilde{\mathbf{z}}^{\prime}(k+1 \mid k)\right\}=\mathbf{H}(k+1) \mathbf{P}(k+1 \mid k) \mathbf{H}^{\prime}(k+1)+\mathbf{R}(k+1) \tag{15.29}
\end{equation*}
$$

Thepaper by Kailath [7] gives an excellent historical perspective of estimation theory and includes a very good historical account of the innovations process.

### 15.9.2 Filtering (the Kalman Filter)

The Kalman filter (KF) and its later extensions to nonlinear problems represent the most widely applied by-product of modern control theory. We begin by presenting the KF, which is the meansquared filtered estimator of $\mathbf{x}(k+1), \hat{\mathbf{x}}(k+1 \mid k+1)$, in predictor-corrector format:

$$
\begin{equation*}
\hat{\mathbf{x}}(k+1 \mid k+1)=\hat{\mathbf{x}}(k+1 \mid k)+\mathbf{K}(k+1) \tilde{\mathbf{z}}(k+1 \mid k) \tag{15.30}
\end{equation*}
$$

for $k=0,1, \ldots$, where $\hat{\mathbf{x}}(0 \mid 0)=\mathbf{m}_{\mathbf{x}}(0)$ and $\tilde{\mathbf{z}}(k+1 \mid k)$ is the innovations sequence in (15.28) (use the second equality to implement the KF). Kalman gain matrix $\mathbf{K}(k+1)$ is $n \times m$, and is specified by the set of relations:

$$
\begin{align*}
\mathbf{K}(k+1) & =\mathbf{P}(k+1 \mid k) \mathbf{H}^{\prime}(k+1)\left[\mathbf{H}(k+1) \mathbf{P}(k+1 \mid k) \mathbf{H}^{\prime}(k+1)+\mathbf{R}(k+1)\right]^{-1}(15.31) \\
\mathbf{P}(k+1 \mid k) & =\Phi(k+1, k) \mathbf{P}(k \mid k) \Phi^{\prime}(k+1, k)+\Gamma(k+1, k) \mathbf{Q}(k) \Gamma^{\prime}(k+1, k) \tag{15.32}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{P}(k+1 \mid k+1)=[\mathbf{I}-\mathbf{K}(k+1) \mathbf{H}(k+1)] \mathbf{P}(k+1 \mid k) \tag{15.33}
\end{equation*}
$$

for $k=0,1, \ldots$, where I is the $n \times n$ identity matrix, and $\mathbf{P}(0 \mid 0)=\mathbf{P}_{\mathbf{x}}(0)$.
The KF involves feedback and contains within its structure a model of the plant. The feedback nature of the KF manifests itself in two different ways: in the calculation of $\hat{\mathbf{x}}(k+1 \mid k+1)$ and also in the calculation of the matrix of gains, $\mathbf{K}(k+1)$. Observe, also, from (15.26) and (15.32), that the predictor equations, which compute $\hat{\mathbf{x}}(k+1 \mid k)$ and $\mathbf{P}(k+1 \mid k)$, use information only from the state equation, whereas the corrector equations, which compute $\mathbf{K}(k+1), \hat{\mathbf{x}}(k+1 \mid k+1)$, and $\mathbf{P}(k+1 \mid k+1)$, use information only from the measurement equation. Once the gain is computed, then (15.30) represents a time-varying recursive digital filter. This is seen more clearly when (15.26) and (15.28) are substituted into (15.30). The resulting equation can be rewritten as

$$
\begin{align*}
\hat{\mathbf{x}}(k+1 \mid k+1)= & {[\mathbf{I}-\mathbf{K}(k+1) \mathbf{H}(k+1)] \Phi(k+1, k) \hat{\mathbf{x}}(k \mid k)+\mathbf{K}(k+1) \mathbf{z}(k+1) } \\
& +[\mathbf{I}-\mathbf{K}(k+1) \mathbf{H}(k+1)] \Psi(k+1, k) \mathbf{u}(k) \tag{15.34}
\end{align*}
$$

for $k=0,1, \ldots$ This is a state equation for state vector $\hat{\mathbf{x}}$, whose time varying plant matrix is $[\mathbf{I}-\mathbf{K}(k+1) \mathbf{H}(k+1)] \Phi(k+1, k)$. Equation (15.34) is time varying even if our basic state variable model is time-invariant and stationary, because gain matrix $\mathbf{K}(k+1)$ is still time-varying in that case. It is possible, however, for $\mathbf{K}(k+1)$ to reach a limiting value (i.e., steady-state value, $\overline{\mathbf{K}}$ ), in which case (15.34) reduces to a recursive constant coefficient filter. Equation (15.34) is in recursive filter form, in that it relates the filtered estimate of $\mathbf{x}(k+1), \hat{\mathbf{x}}(k+1 \mid k+1)$, to the filtered estimate of $\mathbf{x}(k), \hat{\mathbf{x}}(k \mid k)$. Using substitutions similar to those in the derivation of (15.34), we can also obtain the following recursive predictor form of the KF:

$$
\begin{align*}
\hat{\mathbf{x}}(k+1 \mid k)= & \Phi(k+1, k)[\mathbf{I}-\mathbf{K}(k) \mathbf{H}(k)] \hat{\mathbf{x}}(k \mid k-1) \\
& +\Phi(k+1, k) \mathbf{K}(k) \mathbf{z}(k)+\Psi(k+1, k) \mathbf{u}(k) \tag{15.35}
\end{align*}
$$

Observe that in (15.35) the predicted estimate of $\mathbf{x}(k+1), \hat{\mathbf{x}}(k+1 \mid k)$, is related to the predicted estimate of $\mathbf{x}(k), \hat{\mathbf{x}}(k \mid k-1)$, and that the time-varying plant matrix in (15.35) is different from the time varying plant matrix in (15.34).

Embedded within therecursiveKF isanother set of recursiveequations, (15.31) to (15.33). Because $\mathbf{P}(0 \mid 0)$ initializes these calculations, these equations must be ordered as follows: $\mathbf{P}(k \mid k) \rightarrow \mathbf{P}(k+$ $1 \mid k) \rightarrow \mathbf{K}(k+1) \rightarrow \mathbf{P}(k+1 \mid k+1) \rightarrow$, etc. By combining these equations, it is possible to get a matrix equation for $\mathbf{P}(k+1 \mid k)$ as a function of $\mathbf{P}(k \mid k-1)$ or a similar equation for $\mathbf{P}(k+1 \mid k+1)$ as a function of $\mathbf{P}(k \mid k)$. These equations are nonlinear and are known as matrix Riccati equations.

A measure of recursive predictor performance is provided by matrix $\mathbf{P}(k+1 \mid k)$, and a measure of recursivefilter performanceisprovided by matrix $\mathbf{P}(k+1 \mid k+1)$. Thesecovariances can becalculated prior to any processing of real data, using (15.31) to (15.33). These calculations are often referred to as a performance analysis, and $\mathbf{P}(k+1 \mid k+1) \neq \mathbf{P}(k+1 \mid k)$. It is indeed interesting that the KF utilizes a measure of its mean-squared error during its real-time operation.

Because of the equivalence between mean-squared, BLU E, and WLS filtered estimates of our state vector $\mathbf{x}(k)$ in theGaussian case, wemust realizethat theKF equations arejust a recursive solution to a system of normal equations. Other implementations of the KF that solvethenormal equationsusing stablealgorithmsfrom numerical linear algebra(see, e.g.,[2]) and involveorthogonal transformations have better numerical properties than (15.30) to (15.33) (see, e.g., [4]).

A recursiveBLUE of a random parameter vector $\theta$ can beobtained from theKF equationsby setting $\mathbf{x}(k)=\theta, \Phi(k+1, k)=\mathbf{I}, \Gamma(k+1, k)=\mathbf{0}, \Psi(k+1, k)=\mathbf{0}$ and $\mathbf{Q}(k)=\mathbf{0}$. Under these conditions we see that $\mathbf{w}(k)=\mathbf{0}$ for all $k$, and $\mathbf{x}(k+1)=\mathbf{x}(k)$, which means, of course, that $\mathbf{x}(k)$ is a vector of constants, $\theta$. The KF equations reduce to: $\hat{\theta}(k+1 \mid k+1)=\hat{\theta}(k \mid k)+\mathbf{K}(k+1)[\mathbf{z}(k+1)-\mathbf{H}(k+$ 1) $\hat{\theta}(k \mid k)], \mathbf{P}(k+1 \mid k)=\mathbf{P}(k \mid k), \mathbf{K}(k+1)=\mathbf{P}(k \mid k) \mathbf{H}^{\prime}(k+1)\left[\mathbf{H}(k+1) \mathbf{P}(k \mid k) \mathbf{H}^{\prime}(k+1)+\mathbf{R}(k+1)\right]^{-1}$, and $\mathbf{P}(k+1 \mid k+1)=[\mathbf{I}-\mathbf{K}(k+1) \mathbf{H}(k+1)] \mathbf{P}(k \mid k)$. Notethat it is no longer necessary to distinguish between filtered and predicted quantities, because $\hat{\theta}(k+1 \mid k)=\hat{\theta}(k \mid k)$ and $\mathbf{P}(k+1 \mid k)=\mathbf{P}(k \mid k)$; hence, the notation $\hat{\theta}(k \mid k)$ can besimplified to $\hat{\theta}(k)$, for example, which is consistent with our earlier notation for the estimate of a vector of constant parameters.

A divergencephenomenon may occur when either the process noise or measurement noiseor both are too small. In these cases the Kalman filter may lock onto wrong values for the state, but believes them to the true values; i.e., it "learns" the wrong state too well. A number of different remedies have been proposed for controlling divergence effects, including: (1) adding fictitious process noise, (2) finite-memory filtering, and (3) fading memory filtering. Fading memory filtering seems to be the most successful and popular way to control divergence effects. See [6] or [12] for discussions about these remedies.

For time invariant and stationary systems, if $\lim _{k \rightarrow \infty} \mathbf{P}(k+1 \mid k)=\mathbf{P}_{p}$ exists, then $\lim _{k \rightarrow \infty} \mathbf{K}(k)=$ $\overline{\mathbf{K}}$ and the Kalman filter becomes a constant coefficient filter. Because $\mathbf{P}(k+1 \mid k)$ and $\mathbf{P}(k \mid k)$ are intimately related, then if $\mathbf{P}_{p}$ exists, $\lim _{k \rightarrow \infty} \mathbf{P}(k \mid k)=\mathbf{P}_{f}$ also exists. If thebasic state-variablemodel is time-invariant, stationary, and asymptotically stable, then: (a) for any nonnegative symmetric
initial condition $\mathbf{P}(0 \mid-1)$, we have $\lim _{k \rightarrow \infty} \mathbf{P}(k+1 \mid k)=\mathbf{P}_{p}$ with $\mathbf{P}_{p}$ independent of $\mathbf{P}(0 \mid-1)$ and satisfying the following steady-state algebraic matrix Riccati equation,

$$
\begin{equation*}
\mathbf{P}_{p}=\Phi \mathbf{P}_{p}\left[\mathbf{I}-\mathbf{H}^{\prime}\left(\mathbf{H} \mathbf{P}_{p} \mathbf{H}^{\prime}+\mathbf{R}\right)^{-1} \mathbf{H} \mathbf{P}_{p}\right] \Phi^{\prime}+\Gamma \mathbf{Q} \Gamma^{\prime} \tag{15.36}
\end{equation*}
$$

(b) Theeigenvalues of the steady-stateKF, $\lambda[\Phi-\overline{\mathbf{K}} \mathbf{H} \Phi]$, all lie within the unit circle, so that thefilter is asymptotically stable, i.e., $|\lambda[\Phi-\overline{\mathbf{K}} \mathbf{H} \Phi]|<1$. If the basic state-variable model is time invariant and stationary, but is not necessarily asymptoti cally stable(e.g., it may have a poleon the unit circle), the points (a) and (b) still hold as long asthe basic state-variable model is completely stabilizable and detectable (e.g., [8]). To design a steady-state KF: (1) Given ( $\Phi, \Gamma, \Psi, \mathbf{H}, \mathbf{Q}, \mathbf{R}$ ), compute $\mathbf{P}_{p}$, the positive definite solution of (15.36); (2) compute $\overline{\mathbf{K}}$, as $\overline{\mathbf{K}}=\mathbf{P}_{p} \mathbf{H}^{\prime}\left(\mathbf{H} \mathbf{P}_{p} \mathbf{H}^{\prime}+\mathbf{R}\right)^{-1}$; and (3) use $\overline{\mathbf{K}}$ in

$$
\begin{align*}
\hat{\mathbf{x}}(k+1 \mid k+1) & =\Phi \hat{\mathbf{x}}(k \mid k)+\Psi \mathbf{u}(k)+\overline{\mathbf{K}} \tilde{\mathbf{z}}(k+1 \mid k) \\
& =(\mathbf{I}-\overline{\mathbf{K}} \mathbf{H}) \Phi \hat{\mathbf{x}}(k \mid k)+\overline{\mathbf{K}} \mathbf{z}(k+1)+(\mathbf{I}-\overline{\mathbf{K}} \mathbf{H}) \Psi \mathbf{u}(k) \tag{15.37}
\end{align*}
$$

Equation (15.37) is a steady-state filter state equation. The main advantage of the steady-state filter is a drastic reduction in on-line computations.

### 15.9.3 Smoothing

Although there are three types of smoothers, the most useful one for digital signal processing is the fixed-interval smoother, hence, we only discuss it here. The fixed-interval smoother is $\hat{\mathbf{x}}(k \mid N), k=$ $0,1, \ldots, N-1$, where $N$ is a fixed positive integer. The situation here is as follows: with an experiment completed, we have measurements available over thefixed interval $1 \leq k \leq N$. For each time point within this interval we wish to obtain the optimal estimate of the state vector $\mathbf{x}(k)$, which is based on all the available measurement data $\{\mathbf{z}(j), j=1,2, \ldots, N\}$. Fixed-interval smoothing is very useful in signal processing situations, wherethe processingis done after all the data arecollected. It cannot be carried out on-line during an experiment like filtering can. Because all the available data are used, we cannot hope to do better (by other forms of smoothing) than by fixed-interval smoothing.

A mean-squared fixed-interval smoothed estimate of $\mathbf{x}(k), \hat{\mathbf{x}}(k \mid N)$, is

$$
\begin{equation*}
\hat{\mathbf{x}}(k \mid N)=\hat{\mathbf{x}}(k \mid k-1)+\mathbf{P}(k \mid k-1) \mathbf{r}(k \mid N) \tag{15.38}
\end{equation*}
$$

where $k=N-1, N-2, \ldots, 1$, and $n \times 1$ vector $\mathbf{r}$ satisfies the backward-recursive equation

$$
\begin{equation*}
\mathbf{r}(j \mid N)=\Phi_{p}^{\prime}(j+1, j) \mathbf{r}(j+1 \mid N)+\mathbf{H}^{\prime}(j)\left[\mathbf{H}(j) \mathbf{P}(j \mid j-1) \mathbf{H}^{\prime}(j)+\mathbf{R}(j)\right]^{-1} \tilde{\mathbf{z}}(j \mid j-1) \tag{15.39}
\end{equation*}
$$

where $\Phi_{p}(k+1, k)=\Phi(k+1, k)[\mathbf{I}-\mathbf{K}(k) \mathbf{H}(k)]$ and $j=N, N-1, \ldots, 1$, and, $\mathbf{r}(N+1 \mid N)=\mathbf{0}$. The smoothing error-covariance matrix $\mathbf{P}(k \mid N)$, is

$$
\begin{equation*}
\mathbf{P}(k \mid N)=\mathbf{P}(k \mid k-1)-\mathbf{P}(k \mid k-1) \mathbf{S}(k \mid N) \mathbf{P}(k \mid k-1) \tag{15.40}
\end{equation*}
$$

where $k=N-1, N-2, \ldots, 1$, and $n \times n$ matrix $\mathbf{S}(j \mid N)$, which is the covariance matrix of $\mathbf{r}(j \mid N)$, satisfies the backward-recursive equation

$$
\begin{align*}
\mathbf{S}(j \mid N)= & \Phi_{p}^{\prime}(j+1, j) \mathbf{S}(j+1 \mid N) \Phi_{p}(j+1, j) \\
& +\mathbf{H}^{\prime}(j)\left[\mathbf{H}(j) \mathbf{P}(j \mid j-1) \mathbf{H}^{\prime}(j)+\mathbf{R}(j)\right]^{-1} \mathbf{H}(j) \tag{15.41}
\end{align*}
$$

where $j=N, N-1, \ldots, 1$, and $\mathbf{S}(N+1 \mid N)=\mathbf{0}$. Observethat fixed-interval smoothing involves a forward pass over the data, using a KF, and then a backward pass over the innovations, using (15.39).

The smoothing error-covariance matrix, $\mathbf{P}(k \mid N)$, can be precomputed; but, it is not used during the computation of $\hat{\mathbf{x}}(k \mid N)$. This is quite different than the active use of the filtering error-covariance matrix in the KF.

An important application for fixed-interval smoothingisdeconvolution. Consider thesingle input single-output system

$$
\begin{equation*}
z(k)=\sum_{i=1}^{k} \mu(i) h(k-i)+v(k) \quad k=1,2, \ldots, N \tag{15.42}
\end{equation*}
$$

where $\mu(j)$ is the system's input, which is assumed to be white, and not necessarily Gaussian, and $h(j)$ isthesystem'simpulseresponse. Deconvolution isthesignal-processing procedurefor removing the effects of $h(j)$ and $v(j)$ from the measurements so that we are left with an estimate of $\mu(j)$. In order to obtain a fixed-interval smoothed estimate of $\mu(j)$, we must first convert (15.42) into an equivalent state-variablemodel. Thesingle-channel state-variable model $\mathbf{x}(k+1)=\Phi \mathbf{x}(k)+\gamma \mu(k)$ and $z(k)=\mathbf{h}^{\prime} \mathbf{x}(k)+v(k)$ is equivalent to (15.42) when $\mathbf{x}(0)=\mathbf{0}, \mu(0)=0, h(0)=0$, and $h(l)=$ $\mathbf{h}^{\prime} \Phi^{l-i} \gamma(l=1,2, \ldots)$. A two-passfixed-interval smoother for $\mu(k)$ is $\hat{\mu}(k \mid N)=q(k) \gamma^{\prime} \mathbf{r}(k+1 \mid N)$ where $k=N-1, N-2, \ldots, 1$. Thesmoothingerror variance, $\sigma_{\mu}^{2}(k \mid N)$, is $\sigma_{\mu}^{2}(k \mid N)=q(k)-q(k) \gamma^{\prime}$ $\mathbf{S}(k+1 \mid N) \gamma q(k)$. In these formulas $\mathbf{r}(k \mid N)$ and $\mathbf{S}(k \mid N)$ are computed using (15.39) and (15.41), respectively, and $\mathbf{E}\left\{\mu^{2}(k)\right\}=q(k)$.

### 15.10 Digital Wiener Filtering

The steady-state KF is a recursive digital filter with filter coefficients equal to $h_{f}(j), j=0,1, \ldots$. Quiteoften $h_{f}(j) \approx 0$ for $j \geq J$, so that the transfer function of this filter, $H_{f}(z)$, can be buncated, i.e., $H_{f}(z) \approx h_{f}(0)+h_{f}(1) z^{-1}+\ldots+h_{f}(J) z^{-J}$. The truncated steady-state, KF can then be implemented as a finite-impulse response (FIR) digital filter. There is, however, a more direct way for designing a FIR minimum mean-squared error filter, i.e., a digital Wiener filter (WF).

Consider the scalar measurement case, in which measurement $z(k)$ is to be processed by a digital filter $F(z)$, whose coefficients, $f(0), f(1), \ldots, f(\eta)$, areobtained by minimizing the mean-squared error $I(\mathbf{f})=\mathbf{E}\left\{[d(k)-y(k)]^{2}\right\}=\mathbf{E}\left\{e^{2}(k)\right\}$, where $y(k)=f(k) * z(k)=\sum_{i=0}^{n} f(i) z(k-i)$ and $d(k)$ is a desired filter output signal. Using calculus, it is straightforward to show that the filter coefficients that minimize $I(f)$ satisfy the following discrete-time W iener-H opf equations:

$$
\begin{equation*}
\sum_{i=0}^{\eta} f(i) \phi_{z z}(i-j)=\phi_{z d}(j) \quad j=0,1, \ldots, \eta \tag{15.43}
\end{equation*}
$$

where $\phi_{z d}(i)=\mathbf{E}\{d(k) z(k-i)\}$ and $\phi_{z z}(i-m)=\mathbf{E}\{z(k-i) z(k-m)\}$. Observe that (15.43) are a system of normal equations and can be solved in many different ways, including the Levinson algorithm. The minimum mean-squared error, $I^{*}(\mathbf{f})$, in general, approaches a nonzero limiting value which is often reached for modest values of filter length $\eta$.

To relate this FIR WF to the truncated steady-state KF, we must first assume a signal-plus-noise model for $z(k)$, because a KF uses a system model, i.e., $z(k)=s(k)+v(k)=h(k) * w(k)+v(k)$, where $h(k)$ is the IR of a linear time invariant system and, as in our basic state-variable model, $w(k)$ and $v(k)$ are mutually uncorrelated (stationary) white noise sequences with variances $q$ and $r$, respectively. We must also specify an explicit form for "desired signal" $d(k)$. We shall require that $d(k)=s(k)=h(k) * w(k)$, which means that we want the output of the FIR digital WF to be as close as possible to signal $s(k)$. The resulting W iener-H opf equations are

$$
\begin{equation*}
\sum_{i=0}^{\eta} f(i)\left[\frac{q}{r} \phi_{h h}(j-i)+\delta(j-i)\right]=\frac{q}{r} \phi_{h h}(j), \quad j=0,1, \ldots, \eta \tag{15.44}
\end{equation*}
$$

where $\phi_{h h}(i)=\sum_{l=0}^{\infty} h(l) h(l+i)$. The truncated steady-state KF is a FIR digital WF. For a detailed comparison of Kalman and Wiener filters, see ([12] Lesson 19).

To obtain a digital Wiener deconvolution filter, we assume that filter $F(z)$ is an infinite impulse response(IIR) filter, with coefficients $\{f(j), j=0, \pm 1, \pm 2, \ldots\} ; d(k)=\mu(k)$ where $\mu(k)$ is a white noise sequence and $\mu(k)$ and $v(k)$ are stationary and uncorrelated. In this case, (15.43) becomes

$$
\begin{equation*}
\sum_{i=-\infty}^{\infty} f(i) \phi_{z z}(i-j)=\phi_{z \mu}(j)=q h(-j) \quad j=0, \pm 1, \pm 2 \ldots \tag{15.45}
\end{equation*}
$$

This system of equations cannot be solved as a linear system of equations, because there are a doubly infinite number of them. Instead, wetake the discrete-timeFourier transform of (15.45), i.e., $F(\omega) \Phi_{z z}(\omega)=q H^{*}(\omega)$, but, from (15.42), $\Phi_{z z}(\omega)=q|H(\omega)|^{2}+r$; hence,

$$
\begin{equation*}
F(\omega)=\frac{q H^{*}(\omega)}{q|H(\omega)|^{2}+r} \tag{15.46}
\end{equation*}
$$

The inverse Fourier transform of (15.46), or spectral factorization, gives $\{f(j), j=0, \pm 1, \pm 2, \ldots\}$.

### 15.11 Linear Prediction in DSP, and Kalman Filtering

A well-studied problem in digital signal processing (e.g., [5]), is the linear prediction problem, in which the structure of the predictor is fixed ahead of time to be a linear transformation of the data. The "forward" linear prediction problem is to predict a future value of stationary discrete-time random sequence $\{y(k), k=1,2, \ldots\}$ using a set of past samples of the sequence. Let $\hat{y}(k)$ denote the predicted value of $y(k)$ that uses $M$ past measurements; i.e.,

$$
\begin{equation*}
\hat{y}(k)=\sum_{i=1}^{M} a_{M, i} y(k-i) \tag{15.47}
\end{equation*}
$$

The forward prediction error filter (PEF) coefficients, $a_{M, 1}, \ldots, a_{M, M}$, are chosen so that either the mean-squared or least-squared forward prediction error (FPE), $f_{M}(k)$, is minimized, where $f_{M}(k)=y(k)-\hat{y}(k)$. Note that in this filter design problem the length of the filter, $M$, is treated as a design variable, which is why the PEF coefficients are argumented by $M$. Note, also, that the PEF coefficients do not depend on $t_{k}$; i.e., the PEF is a constant coefficient predictor, whereas our mean-squared state-predictor and filter aretime-varying digital filters.

Predictor $\hat{y}(k)$ uses a finite window of past measurements: $y(k-1), y(k-2), \ldots, y(k-M)$. This window of measurements is different for different values of $t_{k}$. This use of measurements is quite different than our use of the measurements in state prediction, filtering, and smoothing. The latter are based on an expanding memory, whereas the former is based on a fixed memory.

Digital signal-processing specialists have invented a related type of linear prediction named backward linear prediction in which the objective is to predict a past value of a stationary discrete-time random sequence using a set of future values of the sequence. Of course, backward linear prediction is not prediction at all; it is smoothing. But theterm backward linear prediction is firmly entrenched in the DSP literature. Both forward and backward PEFs have a filter architecture associated with them that is known as a tapped delay line. Remarkably, when the two filter design problems are considered simultaneously, their solutionscan beshown to becoupled, and theresulting architecture is called a lattice. Thelatticefilter is doubly recursive in both time, $k$, and filter order, $M$. Thetapped delay line is only recursive in time. Changing its filter length leads to a completely new set of filter coefficients. Adding another stage to the lattice filter does not affect the earlier filter coefficients.

Consequently, the lattice filter is a very powerful architecture. No such lattice architecture is known for mean-squared state estimators.

In a second approach to the design of theFPE coefficients, the constraint that the FPE coefficients are constant is transformed into the state equations:

$$
a_{M, 1}(k+1)=a_{M, 1}(k), a_{M, 2}(k+1)=a_{M, 2}(k), \ldots, a_{M, M}(k+1)=a_{M, M}(k)
$$

Equation (15.47) then plays the role of the observation equation in our basic state-variable model, and is onein which theobservation matrix istime-varying. Theresulting mean-squared error design is then referred to as the Kalman filter solution for thePEF coefficients. Of course, we saw above that this solution is a very special case of the KF, the BLUE. In yet a third approach, the PEF coefficients aremodeled as:

$$
\begin{aligned}
a_{M, 1}(k+1) & =a_{M, 1}(k)+w_{1}(k), a_{M, 2}(k+1) \\
& =a_{M, 2}(k)+w_{2}(k), \ldots, a_{M, M}(k+1)=a_{M, M}(k)+w_{M}(k)
\end{aligned}
$$

where $w_{i}(k)$ are white noises with variances $q_{i}$. Equation (15.47) again plays the role of the measurement equation in our basic state-variable model and is one in which the observation matrix is time-varying. The resulting mean-squared error design is now a full-blown KF.

### 15.12 Iterated Least Squares

Iterated least squares (ILS) is a procedure for estimating parameters in a nonlinear model. Because it can be viewed as the basis for the extended KF, which is described in the next section, we describe ILS briefly here. To keep things simple, we describe ILS for the scalar parameter model $z(k)=$ $f(\theta, k)+v(k)$ where $k=1,2, \ldots, N$. ILS is basically a four-step procedure: (1) Linearize $f(\theta, k)$ about a nominal value of $\theta, \theta^{*}$. Doing this, we obtain the perturbation measurement equation

$$
\begin{equation*}
\delta z(k)=F_{\theta}\left(k ; \theta^{*}\right) \delta \theta+\nu(k) \quad k=1,2, \ldots, N \tag{15.48}
\end{equation*}
$$

where $\delta z(k)=z(k)-z^{*}(k)=z(k)-f\left(\theta^{*}, k\right), \delta \theta=\theta-\theta^{*}$, and $F_{\theta}\left(k ; \theta^{*}\right)=\partial f(\theta, k) /\left.\partial \theta\right|_{\theta=\theta^{*}} ;$ (2) Concatenate (15.48) for the $N$ values of $k$ and compute $\hat{\delta} \theta \mathrm{wLS}(N)$ using (15.2); (3) Solve the equation $\hat{\delta} \theta_{\mathrm{WLS}}(N)=\hat{\theta}_{\mathrm{WLS}}(N)-\theta^{*}$ for $\hat{\theta}_{\mathrm{WLS}}(N)$, i.e., $\hat{\theta_{\mathrm{WLS}}}(N)=\theta^{*}+\hat{\delta} \theta_{\mathrm{WLS}}(N)$; (4) Replace $\theta^{*}$ with $\hat{\theta}_{\mathrm{WLS}}(N)$ and return to step 1. Iteratethrough thesestepsuntil convergenceoccurs. Let $\hat{\theta}_{\mathrm{WLS}}^{i}(N)$ and $\hat{\theta}_{\mathrm{WLS}}^{i+1}(N)$ denoteestimates of $\theta$ obtained at iterations $i$ and $i+1$, respectively. Convergence of the ILS method occurs when $\left|\hat{\theta}_{\text {WLS }}^{i+1}(N)-\hat{\theta}_{\text {WLS }}^{i}(N)\right|<\varepsilon$ where $\varepsilon$ is a prespecified small positive number.

O bservefrom thisfour-step procedurethat ILSusestheestimateobtained from thelinearized model to generate the nominal value of $\theta$ about which the nonlinear model is relinearized. Additionally, in each complete cycle of this procedure, we use both the nonlinear and linearized models. The nonlinear model is used to compute $z^{*}(k)$ and subsequently $\delta z(k)$. The notions of relinearizing about a filter output and using both the nonlinear and linearized models are also at the very heart of the extended KF.

### 15.13 Extended Kalman Filter

M any real-world systemsarecontinuous-timein natureand areal so nonlinear. Theextended Kalman filter (EKF) is the heuristic, but very widely used, application of the KF to estimation of the state vector for the following nonlinear dynamical system:

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathbf{f}[\mathbf{x}(t), \mathbf{u}(t), t]+\mathbf{G}(t) \mathbf{w}(t)  \tag{15.49}\\
\mathbf{z}(t) & =\mathbf{h}[\mathbf{x}(t), \mathbf{u}(t), t]+\mathbf{v}(t) \quad t=t_{i}, \quad i=1,2, \ldots \tag{15.50}
\end{align*}
$$

In this model measurement equation (15.50) is treated as a discrete-time equation, whereas state equation (15.49) is treated as a continuous-time equation; $\dot{\mathbf{x}}(t)$ is short for $d \mathbf{x}(t) / d t$; both $\mathbf{f}$ and $\mathbf{h}$ are continuous and continuously differentiable with respect to all elements of $\mathbf{x}$ and $\mathbf{u} ; \mathbf{w}(t)$ is a zero-mean continuous-time white noise process, with $\mathbf{E}\left\{\mathbf{w}(t) \mathbf{w}^{\prime}(\tau)\right\}=\mathbf{Q}(t) \delta(t-\tau)$; $\mathbf{v}\left(t_{i}\right)$ is a discrete-time zero-mean white noise sequence, with $\mathbf{E}\left\{\mathbf{v}\left(t_{i}\right) \mathbf{v}^{\prime}\left(t_{j}\right)\right\}=\mathbf{R}\left(t_{i}\right) \delta_{i j}$; and, $\mathbf{w}(t)$ and $\mathbf{v}\left(t_{i}\right)$ are mutually uncorrelated at all $t=t_{i}$, i.e., $\mathbf{E}\left\{\mathbf{w}(t) \mathbf{v}^{\prime}\left(t_{i}\right)\right\}=\mathbf{0}$ for $t=t_{i}, i=1,2, \ldots$.

In order to apply the KF to (15.49) and (15.50) we must linearize and discretize these equations. Linearization is done about a nominal input $\mathbf{u}^{*}(t)$ and nominal trajectory $\mathbf{x}^{*}(t)$, whose choices we discuss below. If we are given a nominal input $\mathbf{u}^{*}(t)$, then $\mathbf{x}^{*}(t)$ satisfies the nonlinear differential equation.

$$
\begin{equation*}
\dot{\mathbf{x}}^{*}(t)=\mathbf{f}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \tag{15.51}
\end{equation*}
$$

and associated with $\mathbf{x}^{*}(t)$ and $\mathbf{u}^{*}(t)$ is the following nominal measurement, $\mathbf{z}^{*}(t)$, where

$$
\begin{equation*}
\mathbf{z}^{*}(t)=\mathbf{h}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \quad t=t_{i}, \quad i=1,2, \ldots \tag{15.52}
\end{equation*}
$$

Equations (15.51) and (15.52) are referred to as the nominal system model. Letting $\delta \mathbf{x}(t)=\mathbf{x}(t)-$ $\mathbf{x}^{*}(t), \delta \mathbf{u}(t)=\mathbf{u}(t)-\mathbf{u}^{*}(t)$, and $\delta \mathbf{z}(t)=\mathbf{z}(t)-\mathbf{z}^{*}(t)$, we have the following linear perturbation state-variable model:

$$
\begin{align*}
& \delta \dot{\mathbf{x}}(t)= \mathbf{F}_{\mathbf{x}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \delta \mathbf{x}(t)+\mathbf{F}_{\mathbf{u}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \delta \mathbf{u}(t)+\mathbf{G}(t) \mathbf{w}(t)  \tag{15.53}\\
& \delta \mathbf{z}(t)= \mathbf{H}_{\mathbf{x}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \delta \mathbf{x}(t)+\mathbf{H}_{\mathbf{u}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \delta \mathbf{u}(t)+\mathbf{v}(t), \\
& t=t_{i}, \quad i=1,2, \ldots \tag{15.54}
\end{align*}
$$

Where $\mathbf{F}_{\mathbf{X}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right]$, for example, is the following time-varying Jacobian matrix,

$$
\mathbf{F}_{\mathbf{x}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right]=\left(\begin{array}{ccc}
\partial f_{1} / \partial x_{1}^{*} & \cdots & \partial f_{1} / \partial x_{n}^{*}  \tag{15.55}\\
\vdots & \ddots & \vdots \\
\partial f_{n} / \partial x_{1}^{*} & \cdots & \partial f_{n} / \partial x_{n}^{*}
\end{array}\right)
$$

in which $\partial f_{i} / \partial x_{j}^{*}=\partial f_{i}[\mathbf{x}(t), \mathbf{u}(t), t] / \partial x_{j}(t) \mid \mathbf{x}(t)=\mathbf{x}^{*}(t), \mathbf{u}(t)=\mathbf{u}^{*}(t)$.
Starting with (15.53) and (15.54), we obtain the following discretized perturbation state variable model:

$$
\begin{align*}
\delta \mathbf{x}(k+1) & =\Phi\left(k+1, k ;^{*}\right) \delta \mathbf{x}(k)+\Psi\left(k+1, k ;^{*}\right) \delta \mathbf{u}(k)+\mathbf{w}_{d}(k)  \tag{15.56}\\
\delta \mathbf{z}(k+1) & =\mathbf{H}_{\mathbf{x}}\left(k+1 ;^{*}\right) \delta \mathbf{x}(k+1)+\mathbf{H}_{\mathbf{u}}\left(k+1 ;^{*}\right) \delta \mathbf{u}(k+1)+\mathbf{v}(k+1) \tag{15.57}
\end{align*}
$$

where the notation $\Phi\left(k+1, k ;{ }^{*}\right)$, for example, denotes the fact that this matrix depends on $\mathbf{x}^{*}(t)$ and $\mathbf{u}^{*}(t)$. $\operatorname{In}(15.56), \Phi\left(k+1, k ;{ }^{*}\right)=\Phi\left(t_{k+1}, t_{k} ;{ }^{*}\right)$, where

$$
\begin{equation*}
\dot{\Phi}\left(t, \tau ;{ }^{*}\right)=\mathbf{F}_{\mathbf{X}}\left[\mathbf{x}^{*}(t), \mathbf{u}^{*}(t), t\right] \Phi\left(t, \tau ;{ }^{*}\right), \Phi\left(t, t ;{ }^{*}\right)=\mathbf{I} \tag{15.58}
\end{equation*}
$$

Additionally,

$$
\begin{equation*}
\Psi\left(k+1, k ;^{*}\right)=\int_{t_{k}}^{t_{k+1}} \Phi\left(t_{k+1}, \tau ;^{*}\right) \mathbf{F}_{\mathbf{u}}\left[\mathbf{x}^{*}(\tau), \mathbf{u}^{*}(\tau), \tau\right] d \tau \tag{15.59}
\end{equation*}
$$

and $\mathbf{w}_{d}(k)$ is azero-mean noisesequencethat isstatistically equivalentto $\int_{t_{k}}^{t_{k+1}} \Phi\left(t_{k+1}, \tau\right) \mathbf{G}(\tau) \mathbf{w}(\tau) d \tau$; hence, its covariance matrix, $\mathbf{Q}_{d}(k+1, k)$, is

$$
\begin{equation*}
\mathbf{E}\left\{\mathbf{w}_{d}(k) \mathbf{w}_{d}^{\prime}(k)\right\}=\mathbf{Q}_{d}(k+1, k)=\int_{t_{k}}^{t_{k+1}} \Phi\left(t_{k+1}, \tau\right) \mathbf{G}(\tau) \mathbf{Q}(\tau) \mathbf{G}^{\prime}(\tau) \Phi^{\prime}\left(t_{k+1}, \tau\right) d \tau \tag{15.60}
\end{equation*}
$$

Great simplifications of the calculations in (15.58), (15.59), and (15.60) occur if $\mathbf{F}(t), \mathbf{B}(t), \mathbf{G}(t)$, and $\mathbf{Q}(t)$ are approximately constant during thetimeinterval $t \in\left[t_{k}, t_{k+1}\right]$, i.e., if $\mathbf{F}(t) \approx \mathbf{F}_{k}, \mathbf{B}(t) \approx$ $\mathbf{B}_{k}, \mathbf{G}(t) \approx \mathbf{G}_{k}$, and $\mathbf{Q}(t) \approx \mathbf{Q}_{k}$ for $t \in\left[t_{k}, t_{k+1}\right]$. In this case: $\Phi(k+1, k)=e^{\mathbf{F}_{k} T}, \Psi(k+1, k) \approx$ $\mathbf{B}_{k} T=\Psi(k)$, and $\mathbf{Q}_{d}(k+1, k) \approx \mathbf{G}_{k} \mathbf{Q}_{k} \mathbf{G}_{k}^{\prime} T=\mathbf{Q}_{d}(k)$ where $T=t_{k+1}-t_{k}$.

Suppose $\mathbf{x}^{*}(t)$ is given a priori; then we can compute predicted, filtered, or smoothed estimates of $\delta \mathbf{x}(k)$ by applying all of our previously derived state estimators to the discretized perturbation statevariable model in (15.56) and (15.57). We can precompute $\mathbf{x}^{*}(t)$ by solving the nominal differential equation (15.51). The KF associated with using a precomputed $\mathbf{x}^{*}(t)$ is known as a relinearized KF. A relinearized KF usually gives poor results, because it relies on an openloop strategy for choosing $\mathbf{x}^{*}(t)$. When $\mathbf{x}^{*}(t)$ is precomputed, there is no way of forcing $\mathbf{x}^{*}(t)$ to remain close to $\mathbf{x}(t)$, and this must be done or else the perturbation state-variable model is invalid.

The relinearized KF is based only on the discretized perturbation state-variable model. It does not usethenonlinear natureof theoriginal system in an activemanner. TheEKF relinearizesthenonlinear system about each new estimate as it becomes available, i.e., at $k=0$, the system is linearized about $\hat{\mathbf{x}}(0 \mid 0)$. Once $\mathbf{z}(1)$ is processed by the EKF so that $\hat{\mathbf{x}}(1 \mid 1)$ is obtained, the system is linearized about $\hat{\mathbf{x}}(1 \mid 1)$. By "linearize about $\hat{\mathbf{x}}(1 \mid 1)$," we mean $\hat{\mathbf{x}}(1 \mid 1)$ is used to calculate all the quantities needed to make the transition from $\hat{\mathbf{x}}(1 \mid 1)$ to $\hat{\mathbf{x}}(2 \mid 1)$ and subsequently $\hat{\mathbf{x}}(2 \mid 2)$. The purpose of relinearizing about the filter's output is to use a better reference trajectory for $\mathbf{x}^{*}(t)$. Doing this, $\delta \mathbf{x}=\mathbf{x}-\hat{\mathbf{x}}$ will be held as small as possible, so that our linearization assumptions are less likely to be violated than in the case of the relinearized KF.

The EKF is available only in predictor-corrector format [6]. Its prediction equation is obtained by integrating the nominal differential equation for $\mathbf{x}^{*}(t)$ from $t_{k}$ to $t_{k+1}$. Its correction equation is obtained by applying the KF to the discretized perturbation state-variable model. The equationsfor the EKF are:

$$
\begin{equation*}
\hat{\mathbf{x}}(k+1 \mid k)=\hat{\mathbf{x}}(k \mid k)+\int_{t_{k}}^{t_{k+1}} \mathbf{f}\left[\hat{\mathbf{x}}\left(t \mid t_{k}\right), \mathbf{u}^{*}(t), t\right] d t \tag{15.61}
\end{equation*}
$$

which must beevaluated by numerical integration formulasthat areinitialized by $\mathbf{f}\left[\hat{\mathbf{x}}\left(t_{k} \mid t_{k}\right), \mathbf{u}^{*}\left(t_{k}\right), t_{k}\right]$,

$$
\begin{align*}
\hat{\mathbf{x}}(k+1 \mid k+1)= & \hat{\mathbf{x}}(k+1 \mid k)+\mathbf{K}\left(k+1 ;^{*}\right) \\
& \left\{\mathbf{z}(k+1)-\mathbf{h}\left[\hat{\mathbf{x}}(k+1 \mid k), \mathbf{u}^{*}(k+1), k+1\right]\right. \\
& \left.-\mathbf{H}_{\mathbf{u}}\left(k+1 ;^{*}\right) \delta \mathbf{u}(k+1)\right\}  \tag{15.62}\\
\mathbf{K}\left(k+1 ;^{*}\right)= & \mathbf{P}\left(k+1 \mid k ;^{*}\right) \mathbf{H}_{\mathbf{x}}^{\prime}\left(k+1 ;^{*}\right) \\
& {\left[\mathbf{H}_{\mathbf{x}}\left(k+1 ;{ }^{*}\right) \mathbf{P}\left(k+1 \mid k ;^{*}\right) \mathbf{H}_{\mathbf{x}}^{\prime}\left(k+1 ;^{*}\right)+\mathbf{R}(k+1)\right]^{-1} }  \tag{15.63}\\
\mathbf{P}\left(k+1 \mid k ;^{*}\right)= & \Phi\left(k+1, k *^{*}\right) \mathbf{P}\left(k \mid k ;^{*}\right) \Phi^{\prime}\left(k+1, k ;^{*}\right)+\mathbf{Q}_{d}\left(k+1, k ;^{*}\right)  \tag{15.64}\\
\mathbf{P}\left(k+1 \mid k+1 ;^{*}\right)= & {\left[\mathbf{I}-\mathbf{K}\left(k+1 ;^{*}\right) \mathbf{H}_{\mathbf{x}}\left(k+1 ;^{*}\right)\right] \mathbf{P}\left(k+1 \mid k ;^{*}\right) } \tag{15.65}
\end{align*}
$$

In these equations, $\mathbf{K}\left(k+1 ;^{*}\right), \mathbf{P}\left(k+1 \mid k ;^{*}\right)$, and $\mathbf{P}\left(k+1 \mid k+1 ;^{*}\right)$ depend on the nominal $\mathbf{x}^{*}(t)$ that results from prediction, $\hat{\mathbf{x}}(k+1 \mid k)$. For a completeflowchart of the EKF, see Figure 24-2 in [12].

TheEKF is very widely used; however, it does not providean optimal estimate of $\mathbf{x}(k)$. Theoptimal mean-squared estimate of $\mathbf{x}(k)$ is still $\mathbf{E}\{\mathbf{x}(k) \mid \mathbf{Z}(k)\}$, regardless of the linear or nonlinear nature of the system's model. The EKF is a first-order approximation of $\mathbf{E}\{\mathbf{x}(k) \mid \mathbf{Z}(k)\}$ that sometimes works quite well, but cannot be guaranteed to always work well. No convergence results are known for the EKF; hence, the EKF must be viewed as an ad hoc filter. Alternatives to the EKF, which are based on nonlinear filtering, are quite complicated and are rarely used.

The EKF is designed to work well as long as $\delta \mathbf{x}(k)$ is "small." The iterated EKF [6] is designed to keep $\delta \mathbf{x}(k)$ as small as possible. The iterated EKF differs from the EKF in that it iterates the correction equation $L$ times until $\left\|\hat{\mathbf{x}}_{L}(k+1 \mid k+1)-\hat{\mathbf{x}}_{L-1}(k+1 \mid k+1)\right\| \leq \varepsilon$. Corrector 1
computes $\mathbf{K}\left(k+1 ;^{*}\right), \mathbf{P}\left(k+1 \mid k ;{ }^{*}\right)$, and $\mathbf{P}\left(k+1 \mid k+1 ;^{*}\right)$ using $\mathbf{x}^{*}=\hat{\mathbf{x}}(k+1 \mid k)$; corrector 2 computes these quantities using $\mathbf{x}^{*}=\hat{\mathbf{x}}_{1}(k+1 \mid k+1)$; corrector 3 computes these quantities using $\mathbf{x}^{*}=\hat{\mathbf{x}}_{2}(k+1 \mid k+1)$; etc. Often, just adding one additional corrector (i.e., $L=2$ ) leads to substantially better results for $\hat{\mathbf{x}}(k+1 \mid k+1)$ than are obtained using the EKF.
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## Further Information

Recent articlesabout estimation theory appear in many journals, includingthefollowing engineering journals: AIAA J., Automatica, IEEE Trans. on Aerospace and Electronic Systems, IEEE Trans. on Automatic Control, IEEE Trans. on Information Theory, IEEE Trans. on Signal Processing, Int. J. Adaptive Control and Signal Processing, Int. J. Control, and Signal Processing. Nonengineering journals that also publish articles about estimation theory include: Annals Inst. Statistical M ath., Ann. M ath Statistics, Ann. Statistics, Bull. Inst. Internat. Stat., and Sankhya.

Someengineering conferences that continue to have sessions devoted to aspects of estimation theory, include: American Automatic Control Conference, IEEE Conference on Decision and Control, IEEE International Conference on Acoustics, Speech and Signal Processing, IFAC International Congress, and, some IFAC Workshops.

M ATLAB toolboxes that implement some of the algorithms described in this chapter are: Control Systems, O ptimization, and System Identification. See[12], at theend of each lesson, for descriptions of which $M$-files in these toolboxes are appropriate. Additionally, [12] lists six estimation al gorithm M - files that do not appear in any M athWorks toolboxes or in M ATLAB. They arerwlse - a recursive least-squares algorithm; $\mathbf{k f}$ - a recursive KF; $\mathbf{k p}$ - a recursive Kalman predictor; sof - a recursive suboptimal filter in which the gain matrix must be prespecified; sop - a recursive suboptimal predictor in which the gain matrix must be prespecified; and, fis - a fixed-interval smoother.
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### 16.1 Introduction

Linear parametric models of stationary random processes, whether signal or noise, have been found to be useful in a wide variety of signal processing tasks such as signal detection, estimation, filtering, and classification, and in a wide variety of applications such as digital communications, automatic control, radar and sonar, and other engineering disciplines and sciences. A general representation of a linear discrete-time stationary signal $x(t)$ is given by

$$
\begin{equation*}
x(t)=\sum_{i=0}^{\infty} h(i) \epsilon(t-i) \tag{16.1}
\end{equation*}
$$

where $\{\epsilon(t)\}$ is a zero-mean, i.i.d. (independent and identically distributed) random sequence with finite variance, and $\{h(i), i \geq 0\}$ is the impulse response of the linear system such that $\sum_{i=-\infty}^{\infty} h^{2}(i)<\infty$. Much effort has been expended on developing approaches to linear model fitting given a single measurement record of the signal (or noisy signal). Parsimonious parametric models such as AR (autoregressive), M A (moving average), ARM A or state-space, as opposed to impulse response modeling, have been popular together with the assumption of Gaussianity of the data.

Define

$$
\begin{equation*}
H(q)=\sum_{i=0}^{\infty} h(i) q^{-i} \tag{16.2}
\end{equation*}
$$

where $q^{-1}$ is the backward shift operator (i.e., $q^{-1} x(t)=x(t-1)$, etc.). If $q$ is replaced with the complex variable $z$, then $H(z)$ is the Z-transform of $\{h(i)\}$, i.e., it is the system transfer function.

Using (16.2), (16.1) may be rewritten as

$$
\begin{equation*}
x(t)=H(q) \epsilon(t) \tag{16.3}
\end{equation*}
$$

Fittinglinear modelsto themeasurement record requiresestimation of $H(q)$, or equivalently of $\{h(i)\}$ ( without observing $\{\epsilon(t)\}$ ). Typically $H(q)$ is parameterized by a finite number of parameters, say by the parameter vector $\theta^{(M)}$ of dimension $M$. For instance, an AR model representation of order $M$ means that

$$
\begin{equation*}
H_{A R}\left(q ; \theta^{(M)}\right)=\frac{1}{1+\sum_{i=1}^{M} a_{i} q^{-i}}, \quad \theta^{(M)}=\left(a_{1}, a_{2}, \cdots, a_{M}\right)^{T} \tag{16.4}
\end{equation*}
$$

This reduces the number of estimated parameters from a "large" number to $M$.
In this section several aspects of fitting models such as (16.1) to (16.3) to the given measurement record are considered. These aspects are (see also Fig. 16.1):

- Is the model of the type (16.1) appropriate to the given record? This requires testing for linearity and stationarity of the data.
- Linear Gaussian models havelong been dominant both for signals as well as for noiseprocesses. Assumption of Gaussianity allows implementation of statistically efficient parameter estimatorssuch asmaximum likelihood estimators. A Gaussian process is completely characterized by its second-order statistics (autocorrelation function or, equivalently, its power spectral density). Since the power spectrum of $\{x(t)\}$ of (16.1) is given by

$$
\begin{equation*}
S_{x x}(\omega)=\sigma_{\epsilon}^{2}\left|H\left(e^{j \omega}\right)\right|^{2}, \quad \sigma_{\epsilon}^{2}=E\left\{\epsilon^{2}(t)\right\} \tag{16.5}
\end{equation*}
$$

one cannot determine the phase of $H\left(e^{j \omega}\right)$ independent of $\left|H\left(e^{j \omega}\right)\right|$. Determination of the true phase characteristic is crucial in several applications such as blind equalization of digital communications channels. Use of higher-order statistics allows one to uniquely identify nonminimum-phase parametric models. Higher-order cumulants of Gaussian processes vanish, hence, if the data are stationary Gaussian, a minimum-phase (or maximum-phase) model isthe "best" that onecan estimate. Therefore, another aspect considered in this section is testing for non-Gaussianity of the given record.

- If the data areGaussian, one may fit models based solely upon the second-order statistics of thedata - elseuseof higher-order statisticsin addition to or in lieu of thesecond-order statistics is indicated, particularly if the phase of thelinear system is crucial. In either case, one typically fits a model $H\left(q ; \theta^{(M)}\right)$ by estimating the $M$ unknown parameters through optimization of some cost function. In practice, (themodel order) $M$ is unknown and its choice has a significant impact on the quality of the fitted model. In this section another aspect of the model-fitting problem considered is that of order selection.
- Havingfitted amodel $H\left(q ; \theta^{(M)}\right)$, onewould also liketo know how good aretheestimated parameters? Typically this is expressed in terms of error bounds or confidence intervals on the fitted parameters and on the corresponding model transfer function.
- Having fitted a model, a final step is that of model falsification. Is the fitted model an appropriate representation of the underlying system? This is referred to variously as model validation, model verification, or model diagnostics.
- Finally, variousmodelsofunivariatenoisepdf (probability density function) arediscussed to complete the discussion of model fitting.


FIGURE 16.1: Section outline (SOS - second-order statistics; HOS - higher-order statistics).

### 16.2 Gaussianity, Linearity, and Stationarity Tests

Given azero-mean, stationary random sequence $\{x(t)\}$, its third-order cumulant function $C_{x x x}(i, k)$ is given by [12]

$$
\begin{equation*}
C_{x x x}(i, k):=E\{x(t+i) x(t+k) x(t)\} . \tag{16.6}
\end{equation*}
$$

Its bispectrum $B_{x x x}\left(\omega_{1}, \omega_{2}\right)$ is defined as [12]

$$
\begin{equation*}
B_{x x x}\left(\omega_{1}, \omega_{2}\right)=\sum_{i=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} C_{x x x}(i, k) e^{-j\left(\omega_{1} i+\omega_{2} k\right)} \tag{16.7}
\end{equation*}
$$

Similarly, its fourth-order cumulant function $C_{x x x x}(i, k, l)$ is given by [12]

$$
\begin{align*}
C_{x x x x}(i, k, l):= & E\{x(t) x(t+i) x(t+k) x(t+l)\} \\
& -E\{x(t) x(t+i)\} E\{x(t+k) x(t+l)\} \\
& -E\{x(t) x(t+k)\} E\{x(t+l) x(t+i)\} \\
& -E\{x(t) x(t+l)\} E\{x(t+k) x(t+i)\} . \tag{16.8}
\end{align*}
$$

Its trispectrum is defined as [12]

$$
\begin{equation*}
T_{x x x x}\left(\omega_{1}, \omega_{2}, \omega_{3}\right):=\sum_{i=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} C_{x x x x}(i, k, l) e^{-j\left(\omega_{1} i+\omega_{2} k+\omega_{3} l\right)} . \tag{16.9}
\end{equation*}
$$

If $\{x(t)\}$ obeys (16.1), then [12]

$$
\begin{equation*}
B_{x x x}\left(\omega_{1}, \omega_{2}\right)=\gamma_{3 \epsilon} H\left(e^{j \omega_{1}}\right) H\left(e^{j \omega_{2}}\right) H^{*}\left(e^{j\left(\omega_{1}+\omega_{2}\right)}\right) \tag{16.10}
\end{equation*}
$$

and

$$
\begin{equation*}
T_{x x x x}\left(\omega_{1}, \omega_{2}, \omega_{3}\right)=\gamma_{4 \epsilon} H\left(e^{j \omega_{1}}\right) H\left(e^{j \omega_{2}}\right) H\left(e^{j \omega_{3}}\right) H^{*}\left(e^{j\left(\omega_{1}+\omega_{2}+\omega_{3}\right)}\right) \tag{16.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{3 \epsilon}=C_{\epsilon \epsilon \epsilon}(0,0,0) \text { and } \gamma_{4 \epsilon}=C_{\epsilon \epsilon \epsilon \epsilon}(0,0,0,0) . \tag{16.12}
\end{equation*}
$$

For Gaussian processes, $B_{x x x}\left(\omega_{1}, \omega_{2}\right) \equiv 0$ and $T_{x x x x}\left(\omega_{1}, \omega_{2}, \omega_{3}\right) \equiv 0$; equivalently, $C_{x x x}(i, k) \equiv$ 0 and $C_{x x x x}(i, k, l) \equiv 0$. This forms a basis for testing Gaussianity of a given measurement record. When $\{x(t)\}$ is linear (i.e., it obeys (16.1)), then using (16.5) and (16.10),

$$
\begin{equation*}
\frac{\left|B_{x x x}\left(\omega_{1}, \omega_{2}\right)\right|^{2}}{S_{x x}\left(\omega_{1}\right) S_{x x}\left(\omega_{1}\right) S_{x x}\left(\omega_{1}+\omega_{2}\right)}=\frac{\gamma_{3 \epsilon}}{\sigma_{\epsilon}^{6}}=\text { constant } \forall \omega_{1}, \omega_{2}, \tag{16.13}
\end{equation*}
$$

and using (16.5) and (16.11),

$$
\begin{equation*}
\frac{\left|T_{x x x x}\left(\omega_{1}, \omega_{2}, \omega_{3}\right)\right|^{2}}{S_{x x}\left(\omega_{1}\right) S_{x x}\left(\omega_{1}\right) S_{x x}\left(\omega_{3}\right) S_{x x}\left(\omega_{1}+\omega_{2}+\omega_{3}\right)}=\frac{\gamma_{4 \epsilon}}{\sigma_{\epsilon}^{8}}=\text { constant } \forall \omega_{1}, \omega_{2}, \omega_{3} . \tag{16.14}
\end{equation*}
$$

The above two relations form a basis for testing linearity of a given measurement record. How the tests are implemented depends upon the statistics of the estimators of the higher-order cumulant spectra as well as that of the power spectra of the given record.

### 16.2.1 Gaussianity Tests

Suppose that the given zero-mean measurement record is of length $N$ denoted by $\{x(t), t=$ $1,2, \cdots, N\}$. Suppose that the given sample sequence of length $N$ is divided into $K$ nonoverlapping segments each of size $N_{B}$ samples so that $N=K N_{B}$. Let $X^{(i)}(\omega)$ denotethediscrete Fourier transform (DFT) of the ith block $\left\{x\left(t+(i-1) N_{B}\right), \quad 1 \leq t \leq N_{B}\right\}(i=1,2, \cdots, K)$ given by

$$
\begin{equation*}
X^{(i)}\left(\omega_{m}\right)=\sum_{l=0}^{N_{B}-1} x\left(l+1+(i-1) N_{B}\right) \exp \left(-j \omega_{m} l\right) \tag{16.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{m}=\frac{2 \pi}{N_{B}} m, \quad m=0,1, \cdots, N_{B}-1 . \tag{16.16}
\end{equation*}
$$

Denote the estimate of the bispectrum $B_{x x x}\left(\omega_{m}, \omega_{n}\right)$ at bifrequency ( $\omega_{m}=\frac{2 \pi}{N_{B}} m, \omega_{n}=\frac{2 \pi}{N_{B}} n$ ) as $\widehat{B}_{x x x}(m, n)$, given by averaging over $K$ blocks

$$
\begin{equation*}
\widehat{B}_{x x x}(m, n)=\frac{1}{K} \sum_{i=1}^{K}\left\{\frac{1}{N_{B}} X^{(i)}\left(\omega_{m}\right) X^{(i)}\left(\omega_{n}\right)\left[X^{(i)}\left(\omega_{m}+\omega_{n}\right)\right]^{*}\right\} \tag{16.17}
\end{equation*}
$$

where $X^{*}$ denotes the complex conjugate of $X$. A principal domain of $\widehat{B}_{x x x}(m, n)$ is the triangular grid

$$
\begin{equation*}
D=\left\{(m, n) \left\lvert\, 0 \leq m \leq \frac{N_{B}}{2}\right., \quad 0 \leq n \leq m, \quad 2 m+n \leq N_{B}\right\} . \tag{16.18}
\end{equation*}
$$

Values of $\widehat{B}_{x x x}(m, n)$ outside $D$ can be inferred from that in $D$.


FIGURE 16.2: Coarse and finegrids in the principal domain.

Select a coarse frequency grid ( $\bar{m}, \bar{n}$ ) in the principal domain $D$ as follows. Let $d$ denote the distance between two adjacent coarse frequency pairs such that $d=2 r+1$ with $r$ a positive integer. Set $n_{0}=2+r$ and $\bar{n}=n_{0}, n_{0}+d, \cdots, n_{0}+\left(L_{\bar{n}}-1\right) d$ where $L_{\bar{n}}=\left\lfloor\frac{\left\lfloor\frac{N_{B}}{3}\right\rfloor-1}{d}\right\rfloor$. For a given $\bar{n}$, set $m_{0, \bar{n}}=\left\lfloor\frac{N_{B}-\bar{n}}{2}\right\rfloor-r, \bar{m}=\bar{m}_{\bar{n}}=m_{0, \bar{n}}, m_{0, \bar{n}}-d, \cdots, m_{0, \bar{n}}-\left(L_{\bar{m}, \bar{n}}-1\right) d$ where $L_{\bar{m}, \bar{n}}=$ $\left\lfloor\frac{m_{0, \bar{n}}-(\bar{n}+r+1)}{d}\right\rfloor+1$. Let $P$ denote the number of points on the coarse frequency grid as defined above so that $P=\sum_{\bar{n}=1}^{L_{\bar{n}}} L_{\bar{m}, \bar{n}}$. Suppose that $(\bar{m}, \bar{n})$ is a coarse point, then select a fine grid ( $\bar{m}, n_{\bar{n} k}$ ) and ( $m_{\bar{m} i}, n_{\bar{n} k}$ ) consisting of

$$
\begin{equation*}
m_{\bar{m} i}=\bar{m}+i, \quad|i| \leq r, \quad n_{\bar{n} k}=\bar{n}+k, \quad|k| \leq r, \tag{16.19}
\end{equation*}
$$

for someinteger $r>0$ such that $(2 r+1)^{2}>P$; seealso Fig. 16.2. Order the $L\left(=(2 r+1)^{2}\right)$ estimates $\widehat{B}_{x x x}\left(m_{\bar{m} i}, n_{\bar{n} k}\right)$ on the fine grid around the bifrequency pair $(\bar{m}, \bar{n})$ into an $L$-vector, which after relabeling, may be denoted as $v_{m l}, l=1,2, \cdots, L, m=1,2, \cdots, P$, where $m$ indexes the coarse grid and $l$ indexes the fine grid. Define $P$-vectors

$$
\begin{equation*}
\bar{\Psi}_{i}=\left(v_{1 i}, v_{2 i}, \cdots, v_{P i}\right)^{T} \quad(i=1,2, \cdots, L) . \tag{16.20}
\end{equation*}
$$

Consider the estimates

$$
\begin{equation*}
\overline{\mathcal{M}}=\frac{1}{L} \sum_{i=1}^{L} \bar{\Psi}_{i} \text { and } \bar{\Sigma}=\frac{1}{L} \sum_{i=1}^{L}\left(\bar{\Psi}_{i}-\overline{\mathcal{M}}\right)\left(\bar{\Psi}_{i}-\overline{\mathcal{M}}\right)^{\mathcal{H}} . \tag{16.21}
\end{equation*}
$$

Define

$$
\begin{equation*}
\mathcal{F}_{G}=\frac{2(L-P)}{2 P} \overline{\mathcal{M}}^{\mathcal{H}} \bar{\Sigma}^{-1} \overline{\mathcal{M}} \tag{16.22}
\end{equation*}
$$

If $\{x(t)\}$ is Gaussian, then $\mathcal{F}_{G}$ is distributed as a central $F$ (Fisher) with $(2 P, 2(L-P)$ ) degrees of freedom. A statistical test for testing Gaussi anity of $\{x(t)\}$ isto declareit to bea non-Gaussian sequence if $\mathcal{F}_{G}>T_{\alpha}$ where $T_{\alpha}$ is selected to achieve a fixed probability of false alarm $\alpha\left(=\operatorname{Pr}\left\{\mathcal{F}_{G}>T_{\alpha}\right\}\right.$ with $\mathcal{F}_{G}$ distributed as a central $F$ with $\left(2 P, 2(L-P)\right.$ ) degrees of freedom). If $\mathcal{F}_{G} \leq T_{\alpha}$, then either $\{x(t)\}$ is Gaussian or it has zero bispectrum.

The above test is patterned after [3]. It treats the bispectral estimates on the "fine" bifrequency grid as a "data set" from a multivariable Gaussian distribution with unknown covariance matrix. Hinich [4] has simplified the test of [3] by using the known asymptotic expression for the covariance matrix involved, and his test is based upon $\chi^{2}$ distributions. Notice that $\mathcal{F}_{G} \leq T_{\alpha}$ does not
necessarily imply that $\{x(t)\}$ is Gaussian; it may result from that fact that $\{x(t)\}$ is non-Gaussian with zero bispectrum. Therefore, a next logical step would beto test for vanishing trispectrum of the record. This has been done in [14] using the approach of [4]; extensions of [3] are too complicated. Computationally simpler testsusing "integrated polyspectrum" of thedata havebeen proposed in [6]. Theintegrated polyspectrum (bispectrum or trispectrum) iscomputed as cross-power spectrum and it is zero for Gaussian processes. Alternatively, onemay test if $C_{x x x}(i, k) \equiv 0$ and $C_{x x x x}(i, k, l) \equiv 0$. This has been done in [8].

Other tests that do not rely on higher-order cumulant spectra of the record may be found in [13].

### 16.2.2 Linearity Tests

Denote the estimate of the power spectral density $S_{x x}\left(\omega_{m}\right)$ of $\{x(t)\}$ at frequency $\omega_{m}=\frac{2 \pi}{N_{B}} m$ as $\widehat{S}_{x x}(m)$ given by

$$
\begin{equation*}
\widehat{S}_{x x}(m)=\frac{1}{K} \sum_{i=1}^{K}\left\{\frac{1}{N_{B}} X^{(i)}\left(\omega_{m}\right)\left[X^{(i)}\left(\omega_{m}\right)\right]^{*}\right\} \tag{16.23}
\end{equation*}
$$

Consider

$$
\begin{equation*}
\widehat{\gamma}_{x}(m, n)=\frac{\left|\widehat{B}_{x x x}(m, n)\right|^{2}}{\widehat{S}_{x x}(m) \widehat{S}_{x x}(n) \widehat{S}_{x x}(m+n)} . \tag{16.24}
\end{equation*}
$$

It turns out that $\widehat{\gamma}_{x}(m, n)$ is a consistent estimator of the left side of (16.13), and it is asymptotically distributed as a Gaussian random variable, independent at distinct bifrequencies in the interior of $D$. These properties have been used by Subba Rao and Gabr [3] to design a test of linearity.

Construct a coarse grid and a fine grid of bifrequencies in $D$ as before. Order the $L$ estimates $\widehat{\gamma}_{x}\left(m_{\bar{m} i}, n_{\bar{n} k}\right)$ on the fine grid around the bifrequency pair $(\bar{m}, \bar{n})$ into an $L$-vector, which after relabeling, may be denoted as $\beta_{m l}, l=1,2, \cdots, L, m=1,2, \cdots, P$, where $m$ indexes the coarse grid and $l$ indexes the fine grid. Define $P$-vectors

$$
\begin{equation*}
\Psi_{i}=\left(\beta_{1 i}, \beta_{2 i}, \cdots, \beta_{P i}\right)^{T}, \quad(i=1,2, \cdots, L) . \tag{16.25}
\end{equation*}
$$

Consider the estimates

$$
\begin{equation*}
\mathcal{M}=\frac{1}{L} \sum_{i=1}^{L} \Psi_{i} \text { and } \Sigma=\frac{1}{L} \sum_{i=1}^{L}\left(\Psi_{i}-\mathcal{M}\right)\left(\Psi_{i}-\mathcal{M}\right)^{T} \tag{16.26}
\end{equation*}
$$

Definea $(P-1) \times P$ matrix $\boldsymbol{B}$ whose $i j$ th element $\boldsymbol{B}_{i j}$ isgiven by $\boldsymbol{B}_{i j}=1$ if $i=j ;=-1$ if $j=i+1$; $=0$ otherwise. Define

$$
\begin{equation*}
\mathcal{F}_{L}=\frac{L-P+1}{P-1}(\boldsymbol{B} \mathcal{M})^{T}\left(\boldsymbol{B} \Sigma \mathbf{B}^{T}\right)^{-1} \boldsymbol{B} \mathcal{M} \tag{16.27}
\end{equation*}
$$

If $\{x(t)\}$ is linear, then $\mathcal{F}_{L}$ is distributed as a central $F$ with $(P-1, L-P+1)$ degrees of freedom. A statistical test for testinglinearity of $\{x(t)\}$ isto declare it to bea nonlinear sequence if $\mathcal{F}_{L}>T_{\alpha}$ where $T_{\alpha}$ is selected to achieve a fixed probability of false alarm $\alpha\left(=\operatorname{Pr}\left\{\mathcal{F}_{L}>T_{\alpha}\right\}\right.$ with $\mathcal{F}_{L}$ distributed as a central $F$ with $\left(P-1, L-P+1\right.$ ) degrees of freedom). If $\mathcal{F}_{L} \leq T_{\alpha}$, then either $\{x(t)\}$ is linear or it has zero bispectrum.

The above test is patterned after [3]. Hinich [4] has "simplified" the test of [3]. Notice that $\mathcal{F}_{L} \leq T_{\alpha}$ does not necessarily imply that $\{x(t)\}$ is nonlinear; it may result from that fact that $\{x(t)\}$ is non-Gaussian with zero bispectrum. Therefore, a next logical step would be to test if (16.14) holds true. This has been donein [14] using the approach of [4]; extensions of [3] aretoo complicated. The approaches of [3] and [4] will fail if the data arenoisy. A modification to [3] is presented in [7] when additive Gaussian noise is present. Finally, other tests that do not rely on higher-order cumulant spectra of the record may befound in [13].

### 16.2.3 Stationarity Tests

Various methods exist for testing whether a given measurement record may be regarded as a sample sequence of a stationary random sequence. A crude yet effective way to test for stationarity is to divide the record into several (at least two) nonoverlapping segments and then test for equivalency (or compatibility) of certain statistical properties (mean, mean-square value, power spectrum, etc.) computed from these segments. M ore sophisticated tests that do not require a priori segmentation of the record are also available.

Consider a record of length $N$ divided into two nonoverlapping segments each of length $N / 2$. Let $K N_{B}=N / 2$ and use the estimators such as (16.23) to obtain the estimator $\widehat{S}_{x x}^{(l)}(m)$ of the power spectrum $S_{x x}^{(l)}\left(\omega_{m}\right)$ of the $l$-th segment $(l=1,2)$, where $\omega_{m}$ is given by (16.16). Consider the test statistic

$$
\begin{equation*}
Y=\frac{2}{N_{B}-2} \sqrt{\frac{K}{2}} \sum_{m=1}^{\frac{N_{B}}{2}-1}\left[\ln \widehat{S}_{x x}^{(1)}(m)-\ln \widehat{S}_{x x}^{(2)}(m)\right] \tag{16.28}
\end{equation*}
$$

Then, asymptotically $Y$ is distributed as zero-mean, unit variance Gaussian if $\{x(t)\}$ is stationary. Therefore, if $|Y|>T_{\alpha}$, then $\{x(t)\}$ is declared to be nonstationary where the threshold $T_{\alpha}$ is chosen to achieve a false-alarm probability of $\alpha\left(=\operatorname{Pr}\left\{|Y|>T_{\alpha}\right\}\right.$ with $Y$ distributed as zero-mean, unit variance Gaussian). If $|Y| \leq T_{\alpha}$, then $\{x(t)\}$ is declared to be stationary. Notice that similar tests based upon higher-order cumulant spectra can also be devised.

The above test is patterned after [10]. M ore sophisticated tests involving two model comparisons as above but without prior segmentation of the record are available in [11] and references therein. A test utilizing evolutionary power spectrum may befound in [9].

### 16.3 Order Selection, Model Validation, and Confidence Intervals

As noted earlier, onetypically fits a model $H\left(q ; \theta^{(M)}\right)$ to thegiven data by estimating the $M$ unknown parameters through optimization of some cost function. A fundamental difficulty here is the choice of $M$. There are two basic philosophical approaches to this problem: one consists of an iterative process of model fitting and diagnostic checking (model validation), and the other utilizes a more "objective" approach of optimizing a cost w.r.t. $M$ (in addition to $\theta^{(M)}$ ).

### 16.3.1 Order Selection

Let $f_{\theta(M)}(\mathbf{X})$ denotetheprobability density function of $\mathbf{X}=[x(1), x(2), \cdots, x(N)]^{T}$ parameterized by the parameter vector $\theta^{(M)}$ of dimension $M$. A popular approach to model order selection in the context of linear Gaussian models is to compute the Akaike information criterion (AIC)

$$
\begin{equation*}
\operatorname{AIC}(M)=-2 \ln f_{\widehat{\theta}(M)}(\mathbf{X})+2 M \tag{16.29}
\end{equation*}
$$

where $\widehat{\theta}^{(M)}$ maximizes $f_{\theta^{(M)}}(\mathbf{X})$ given the measurement record $\mathbf{X}$. Let $\bar{M}$ denote an upper bound on the true model order. Then the minimum AIC estimate (M AICE), the selected model order, is given by the minimizer of $A I C(M)$ over $M=1,2, \cdots, \bar{M}$. Clearly one needs to solve the problem of maximization of $\ln f_{\theta^{(M)}}(\boldsymbol{X})$ w.r.t. $\theta^{(M)}$ for each value of $M=1,2, \cdots, \bar{M}$. The second term on the right side of (16.29) penalizes overparametrization.

Rissanen's minimum description length (MDL) criterion is given by

$$
\begin{equation*}
M D L(M)=-2 \ln f_{\widehat{\theta}(M)}(\boldsymbol{X})+M \ln N . \tag{16.30}
\end{equation*}
$$

It is known that if $\{x(t)\}$ is a Gaussian AR model, then AIC is an inconsistent estimator of the model order whereas M DL is consistent, i.e., M DL picks the correct model order with probability one as the data length tends to infinity, whereas there is a nonzero probability that AIC will not. Several other variations of these criteria exist [15].

Although the derivation of these order selection criteria is based upon Gaussian distribution, they have frequently been used for non-Gaussian processes with success provided attention is confined to the use of second-order statistics of the data. They may fail if one fits models using higher-order statistics.

### 16.3.2 Model Validation

Model validation involves testing to see if the fitted model is an appropriate representation of the underlying (true) system. It involves devising appropriate statistical tools to test the validity of the assumptions made in obtaining the fitted model. It is also known as model falsification, model verification, or diagnostic checking. It can also be used as a tool for model order selection. It is an essential part of any model fitting methodology.

Suppose that $\{x(t)\}$ obeys (16.1). Suppose that the fitted model corresponding to the estimated parameter $\widehat{\theta}^{(M)}$ is $H\left(q ; \widehat{\theta}^{(M)}\right)$. Assuming that the true model $H(q)$ isinvertible, in theideal caseone should get $\epsilon(t)=H^{-1}(q) x(t)$ where $\{\epsilon(t)\}$ iszero-mean, i.i.d. (or at least white when using secondorder statistics). Hence, if the fitted model $H\left(q ; \widehat{\theta}^{(M)}\right)$ is a valid description of the underlying true system, one expects $\epsilon^{\prime}(t)=H^{-1}\left(q ; \widehat{\theta}^{(M)}\right) x(t)$ to bezero-mean, i.i.d. One of the diagnostic checks then is to test for whiteness or independence of the inverse filtered data (or the residuals or linear innovations, in case second-order statistics are used). If the fitted model is unable to "adequately" capture the underlying true system, one expects $\left\{\epsilon^{\prime}(t)\right\}$ to deviate from i.i.d. distribution. This is one of the most widely used and useful diagnostic checks for model validation.

A test for second-order whiteness of $\left\{\epsilon^{\prime}(t)\right\}$ is as follows [15]. Construct the estimates of the covariancefunction as

$$
\begin{equation*}
\widehat{r}_{\epsilon}(\tau)=N^{-1} \sum_{t=1}^{N-\tau} \epsilon^{\prime}(t+\tau) \epsilon^{\prime}(t) \quad(\tau \geq 0) \tag{16.31}
\end{equation*}
$$

Consider the test statistic

$$
\begin{equation*}
R=\frac{N}{\widehat{r}_{\epsilon}^{2}(0)} \sum_{i=1}^{m} \widehat{r}_{\epsilon}^{2}(i) \tag{16.32}
\end{equation*}
$$

where $m$ is some a priori choice of the maximum lag for whiteness testing. If $\left\{\epsilon^{\prime}(t)\right\}$ is zero-mean white, then $R$ is distributed as $\chi^{2}(m)\left(\chi^{2}\right.$ with $m$ degrees of freedom). A statistical test for testing whiteness of $\left\{\epsilon^{\prime}(t)\right\}$ isto declareit to bea nonwhitesequence(henceinvalidatethemodel) if $R>T_{\alpha}$ where $T_{\alpha}$ is selected to achievea fixed probability of false alarm $\alpha\left(=\operatorname{Pr}\left\{R>T_{\alpha}\right\}\right.$ with $R$ distributed as $\chi^{2}(m)$ ). If $R \leq T_{\alpha}$, then $\left\{\epsilon^{\prime}(t)\right\}$ is second-order white, hence the model is validated.

The above procedure only tests for second-order whiteness. In order to test for higher-order whiteness, one needs to examine either the higher-order cumulant functions or the higher-order cumulant spectra (or the integrated polyspectra) of the inverse filtered data. A statistical test using bispectrum is availablein [5]. It is particularly useful if the model fitting is carried out using higherorder statistics. If $\left\{\epsilon^{\prime}(t)\right\}$ is third-order white, then its bispectrum is a constant for all bifrequencies. Let $\widehat{B}_{\epsilon^{\prime} \epsilon^{\prime} \epsilon^{\prime}}(m, n)$ denotetheestimateof thebispectrum $B_{\epsilon^{\prime} \epsilon^{\prime} \epsilon^{\prime}}\left(\omega_{m}, \omega_{n}\right)$ mimicking (16.17). Construct a coarse grid and a fine grid of bifrequencies in $D$ as before. Order the $L$ estimates $\widehat{B}_{\epsilon^{\prime} \epsilon^{\prime} \epsilon^{\prime}}\left(m_{\bar{m} i}, n_{\bar{n} k}\right)$ on the fine grid around the bifrequency pair $(\bar{m}, \bar{n})$ into an $L$-vector, which after relabeling may be denoted as $\mu_{m l}, l=1,2, \cdots, L, m=1,2, \cdots, P$, where $m$ indexes the coarse grid and $l$ indexes
the fine grid. Define $P$-vectors

$$
\begin{equation*}
\widetilde{\Psi}_{i}=\left(\mu_{1 i}, \mu_{2 i}, \cdots, \mu_{P i}\right)^{T}, \quad(i=1,2, \cdots, L) . \tag{16.33}
\end{equation*}
$$

Consider the estimates

$$
\begin{equation*}
\widetilde{\mathcal{M}}=\frac{1}{L} \sum_{i=1}^{L} \widetilde{\Psi}_{i} \text { and } \widetilde{\Sigma}=\frac{1}{L} \sum_{i=1}^{L}\left(\widetilde{\Psi}_{i}-\widetilde{\mathcal{M}}\right)\left(\widetilde{\Psi}_{i}-\widetilde{\mathcal{M}}\right)^{\mathcal{H}} \tag{16.34}
\end{equation*}
$$

Definea $(P-1) \times P$ matrix $\boldsymbol{B}$ whose $i j$ th element $\boldsymbol{B}_{i j}$ isgiven by $\boldsymbol{B}_{i j}=1$ if $i=j ;=-1$ if $j=i+1$; $=0$ otherwise. Define

$$
\begin{equation*}
\mathcal{F}_{W}=\frac{2(L-P+1)}{2 P-2}(\boldsymbol{B} \widetilde{\mathcal{M}})^{\mathcal{H}}\left(\boldsymbol{B} \widetilde{\Sigma} \boldsymbol{B}^{T}\right)^{-1} \boldsymbol{B} \widetilde{\mathcal{M}} \tag{16.35}
\end{equation*}
$$

If $\left\{\epsilon^{\prime}(t)\right\}$ is third-order white, then $\mathcal{F}_{W}$ is distributed as a central $F$ with $(2 P-2,2(L-P+1))$ degrees of freedom. A statistical test for testing third-order whiteness of $\left\{\epsilon^{\prime}(t)\right\}$ is to declare it to be a nonwhite sequence if $\mathcal{F}_{W}>T_{\alpha}$ where $T_{\alpha}$ is selected to achieve a fixed probability of false alarm $\alpha\left(=\operatorname{Pr}\left\{\mathcal{F}_{W}>T_{\alpha}\right\}\right.$ with $\mathcal{F}_{W}$ distributed as a central $F$ with $(2 P-2,2(L-P+1))$ degrees of freedom). If $\mathcal{F}_{W} \leq T_{\alpha}$, then either $\left\{\epsilon^{\prime}(t)\right\}$ is third-order white or it has zero bispectrum.
The above model validation test can be used for model order selection. Fix an upper bound on the model orders. For every admissible model order, fit a linear model and test its validity. From among the validated models, select the "smallest" order as the correct order. It is easy to see that this procedure will work only so long as the various candidate orders are nested. Further details may be found in [5] and [15].

### 16.3.3 Confidence Intervals

Having settled upon a model order estimate $M$, let $\widehat{\theta}_{N}^{(M)}$ be the parameter estimator obtained by minimizing a cost function $V_{N}\left(\theta^{(M)}\right)$, given a record of length $N$, such that $V_{\infty}(\theta):=\lim _{N \rightarrow \infty} V_{N}(\theta)$ exists. For instance, using the notation of the section on order selection, one may take $V_{N}\left(\theta^{(M)}\right)=$ $-N^{-1} \ln f_{\theta^{(M)}}(\boldsymbol{X})$. How reliable arethese estimates? An assessment of this is provided by confidence intervals.

Under some general technical conditions, it usually follows that asymptotically (i.e., for large $N$ ), $\sqrt{N}\left(\widehat{\theta}_{N}^{(M)}-\theta_{0}\right)$ is distributed as a Gaussian random vector with zero-mean and covariancematrix $\mathcal{P}$ where $\theta_{0}$ denotes the true value of $\theta^{(M)}$. A general expression for $\mathcal{P}$ is given by [15]

$$
\begin{equation*}
\mathcal{P}=\left[V_{\infty}^{\prime \prime}\left(\theta_{0}\right)\right]^{-1} P_{\infty}\left[V_{\infty}^{\prime \prime}\left(\theta_{0}\right)\right]^{-1} \tag{16.36}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{\infty}=\lim _{N \rightarrow \infty} E\left\{N V_{N}^{\prime T}\left(\theta_{0}\right) V_{N}^{\prime}\left(\theta_{0}\right)\right\} \tag{16.37}
\end{equation*}
$$

and $V^{\prime}$ (a row vector) and $V^{\prime \prime}$ (a square matrix) denote the gradient and the Hessian, respectively, of $V$.

The above result can be used to evaluate the reliability of the parameter estimator. It follows from the above results that

$$
\begin{equation*}
\eta_{N}=N\left(\widehat{\theta}_{N}^{(M)}-\theta_{0}\right)^{T} \mathcal{P}^{-1}\left(\widehat{\theta}_{N}^{(M)}-\theta_{0}\right) \tag{16.38}
\end{equation*}
$$

is asymptotically $\chi^{2}(M)$. Define $\chi_{\alpha}^{2}(M)$ via $\operatorname{Pr}\left\{y>\chi_{\alpha}^{2}(M)\right\}=\alpha$ where $y$ is distributed as $\chi^{2}(M)$. For instance, $\chi_{0.05}^{2}=9.49$ so that $\operatorname{Pr}\left\{\eta_{N}>9.49\right\}=0.05$. The ellipsoid $\eta_{N} \leq \chi_{\alpha}^{2}(M)$ then defines
the $95 \%$ confidence ellipsoid for the estimate $\widehat{\theta}_{N}^{(M)}$. It implies that $\theta_{0}$ will lie with probability 0.95 in this ellipsoid around $\widehat{\theta}_{N}^{(M)}$.

In practice obtaining expression for $\mathcal{P}$ is not easy; it requires knowledge of $\theta_{0}$. Typically, one replaces $\theta_{0}$ with $\widehat{\theta}_{N}^{(M)}$. If a closed-form expression for $\mathcal{P}$ is not available, it may be approximated by a sample average [16].

### 16.4 Noise Modeling

As for signal models, Gaussian modeling of noise processes has long been dominant. Typically the central limit theorem is invoked to justify this assumption; thermal noise is indeed Gaussian. Another reason is analytical tractability when the Gaussian assumption is made. Nevertheless, nonGaussian noise occurs often in practice. For instance, underwater acoustic noise, low-frequency atmospheric noise, radar clutter noise, and urban and man-made radio-frequency noise all are highly non-Gaussian [17]. All thesetypes of noise are impulsive in character, i.e., the noise produces large-magnitude observations more often than predicted by a Gaussian model. This fact has led to development of several models of univariatenon-Gaussian noise probability density functions(pdf), all of which have their tails decay at rates lower than the rate of decay of the Gaussian pdf tails. Also, the proposed models are parameterized in such a way as to include Gaussian pdf as a special case.

### 16.4.1 Generalized Gaussian Noise

A generalized Gaussian pdf ischaracterized by two constants, variance $\sigma^{2}$, and an exponential decayrate parameter $k>0$. It is symmetric and unimodal, given by [17]

$$
\begin{equation*}
f_{k}(x)=\frac{k}{2 A(k) \Gamma(1 / k)} e^{-[|x| / A(k)]^{k}} \tag{16.39}
\end{equation*}
$$

where

$$
\begin{equation*}
A(k)=\left[\sigma^{2} \frac{\Gamma(1 / k)}{\Gamma(3 / k)}\right]^{1 / 2} \tag{16.40}
\end{equation*}
$$

and $\Gamma$ is the gamma function

$$
\begin{equation*}
\Gamma(\alpha):=\int_{o}^{\infty} x^{\alpha-1} e^{-x} d x \tag{16.41}
\end{equation*}
$$

When $k=2$, (16.39) reduces to a Gaussian pdf. For $k<2$, the tails of $f_{k}$ decay at a lower rate than for the Gaussian case $f_{2}$. The value $k=1$ leads to the Laplace density (two-sided exponential). It is known that generalized Gaussian density with $k$ around 0.5 can be used to model certain impulsive atmospheric noise[17].

### 16.4.2 Middleton Class A Noise

Unlike most of the other noise models, the Middleton classA modeis based upon physical modeling considerations rather than an empirical fit to observed data. It is a canonical model based upon the assumption that thenoise bandwidth is comparableto, or lessthan, that of the receiver. The observed noise process is assumed to have two independent components:

$$
\begin{equation*}
X(t)=X_{G}(t)+X_{P}(t) \tag{16.42}
\end{equation*}
$$

where $X_{G}(t)$ is a stationary background Gaussian noise component and $X_{P}(t)$ is the impulsive component. The component $X_{P}(t)$ is represented by

$$
\begin{equation*}
X_{P}(t)=\sum_{i} U_{i}(t, \theta) \tag{16.43}
\end{equation*}
$$

where $U_{i}$ denotes the $i$ th waveform from an interfering source and $\theta$ represents a set of random parameters that describe the scale and structure of the waveform. The arrival time of these independent impulsive events at the receiver is assumed to be Poisson distributed. Under these and some additional assumptions, the classA pdf for the normalized instantaneous amplitude of noise is given by

$$
\begin{equation*}
f_{A}(x)=e^{-A} \sum_{m=0}^{\infty} \frac{A^{m}}{m!\sqrt{2 \pi \sigma_{m}^{2}}} e^{-x^{2} /\left(2 \sigma_{m}^{2}\right)} \tag{16.44}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{m}^{2}=\frac{(m / A)+\Gamma^{\prime}}{1+\Gamma^{\prime}} \tag{16.45}
\end{equation*}
$$

The parameter $A$, called the impulsive index, determines how impulsive noise is: a small value of $A$ implies highly impulsive interference (although $A=0$ degenerates into purely Gaussian $X(t)$ ). The parameter $\Gamma^{\prime}$ is the ratio of power in the Gaussian component of the noise to the power in the Poisson mechanism interference. The term in (16.44) corresponding to $m=0$ represents the background component of the noise with no impulsive waveform present, whereas the higher-order terms represent the occurrence of $m$ impulsive events overlapping simultaneously at the receiver input.

The class A model has been found to provide very good fits to a variety of noise and interference measurements [17].

### 16.4.3 Stable Noise Distribution

This is another useful noise distribution model which has a drawback that its variance may not be finite. It is most conveniently described by its characteristic function. A stable univariate probability distribution function (PDF) has characteristic function $\varphi(t)$ of the form [18]

$$
\begin{equation*}
\varphi(t)=\exp \left\{j a t-\gamma|t|^{\alpha}[1+j \beta \operatorname{sgn}(t) \omega(t, \alpha)]\right\} \tag{16.46}
\end{equation*}
$$

where

$$
\begin{align*}
\omega(t, \alpha) & = \begin{cases}\tan (\alpha \pi / 2) & \text { for } \alpha \neq 1 \\
(2 / \pi) \log (|t|) & \text { for } \alpha=1\end{cases}  \tag{16.47}\\
\operatorname{sgn}(t) & = \begin{cases}1 & \text { for } t>0 \\
0 & \text { for } t=0 \\
-1 & \text { for } t<0\end{cases} \tag{16.48}
\end{align*}
$$

and

$$
\begin{equation*}
-\infty<a<\infty, \quad \gamma>0, \quad 0<\alpha \leq 2, \quad-1 \leq \beta \leq 1 \tag{16.49}
\end{equation*}
$$

A stable distribution is completely determined by four parameters: location parameter $a$, the scale parameter $\gamma$, the index of skewness $\beta$, and the characteristic exponent $\alpha$. A stable distribution with characteristic exponent $\alpha$ is called alpha- stable.

The characteristic exponent $\alpha$ is a shape parameter and it measures the "thickness" of the tails of the pdf. A small value of $\alpha$ implies longer tails. When $\alpha=2$, the corresponding stable distribution is Gaussian. When $\alpha=1$ and $\beta=0$, then the corresponding stable distribution is Cauchy.

Inverse Fourier transform of $\varphi(t)$ yields the PDF and, therefore, the pdf of noise. No closed-form solution exists in general for thetwo; however, power series expansion of thepdf is available - details may befound in [18] and references therein.

### 16.5 Concluding Remarks

In thischapter several fundamental aspects of fitting linear time-invariant parametric (rational transfer function) models to a given measurement record were considered. Before a linear model isfitted, one needs to test for stationarity, linearity, and Gaussianity of the given data. Statistical test for these properties were discussed in the second section. After a model is fitted, one needs to validate the model and assess the reliability of thefitted model parameters. This aspect was discussed in the third section. A cautionary note is appropriate at this point. All of the tests and procedures discussed in this chapter are based upon asymptotic considerations (as record length tends to $\infty$ ). In practice, this implies that sufficiently long record length should be available, particularly when higher-order statistics are exploited.
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### 17.1 Introduction

Processes encountered in statistical signal processing, communications, and time series analysis applications are often assumed stationary. The plethora of available algorithms testifies to the need for processing and spectral analysis of stationary signals (see, e.g., [42]). Due to the varying nature of physical phenomena and certain man-made operations, however, time-invariance and the related notion of stationarity are often violated in practice. Hence, study of time-varying systems and nonstationary processes is well motivated.

Research in nonstationary signals and time-varying systems has led both to the development of adaptive algorithms and to several elegant tools, including short-time (or running) Fourier transforms, time frequency representations such as the Wigner-Ville (a member of Cohen's class of distributions), Loeve's and Karhunen's expansions (leading to the notion of evolutionary spectra), and time scale representations based on wavelet expansions (see [37, 45] and references therein). Adaptive algorithms derived from stationary models assume slow variations in the underlying system. On the other hand, time-frequency and time-scale representations promise applicability to general nonstationarities and provide useful visual cues for preprocessing. When it comes to nonstationary signal analysis and estimation in the presence of noise, however, they assume availability of multiple independent realizations.

In fact, it is impossible to perform spectral analysis, detection, and estimation tasks on signals involving generally unknown nonstationarities, when only a single data record is available. For instance, consider extracting a deterministic signal $s(n)$ observed in stationary noise $v(n)$, using regression techniques based on nonstationary data $x(n)=s(n)+v(n), n=0,1, \ldots, N-1$. Unless $s(n)$ is finitely parameterized by a $d_{\theta_{s}} \times 1$ vector $\boldsymbol{\theta}_{s}$ ( with $d_{\theta_{s}}<N$ ), the problem is ill-posed because
adding a new datum, say $x\left(n_{0}\right)$, adds a new unknown, $s\left(n_{0}\right)$, to be determined. Thus, only structured nonstationarities can be handled when rapid variations are present; and only for classes of finitely parameterized nonstationary processes can reliablestatistical descriptors be computed using a single time series. One such class is that of (wide-sense) cyclostationary processes which are characterized by the periodicity they exhibit in their mean, correlation, or spectral descriptors.

An overview of cyclostationary signal analysis and applications are the main goals of this section. Periodicity is omnipresent in physical as well as manmade processes, and cyclostationary signals occur in various real life problems entailing phenomena and operations of repetitive nature: communications [15], geophysical and atmospheric sciences (hydrology [66], oceanography [14], meteorology [35], and climatology [4]), rotating machinery [43], econometrics [50], and biological systems [48].

In 1961 Gladysev [34] introduced key representations of cyclostationary time series, while in 1969 Hurd's thesis [38] offered an excellent introduction to continuous time cyclostationary processes. Since 1975 [22], Gardner and co-workers have contributed to the theory of continuous-time cyclostationary signals, and especially their applications to communications engineering. Gardner [15] adopts a "non-probabilistic" viewpoint of cyclostationarity (see [19] for an overview and also [36] and [18] for comments on this approach). Responding to a recent interest in digital periodically varying systems and cyclostationary time series, the exposition here is probabilistic and focuses on discrete-time signals and systems, with emphasis on their second-order statistical characterization and their applications to signal processing and communications.

The material in the remaining sections is organized as follows: Section 17.2 provides definitions, properties, and representations of cyclostationary processes, along with their relationswith stationary and general classes of nonstationary processes. Testingatime series for cyclostationarity and retrieval of possibly hidden cycles along with single record estimation of cyclic statistics are the subjects of Section 17.3. Typical signal classes and operations inducing cyclostationarity are delineated in Section 17.4 to motivate the key uses and selected applications described in Section 17.5. Finally, Section 17.6 concludes and presents trade-offs, topics not covered, and future directions.

### 17.2 Definitions, Properties, Representations

Let $x(n)$ be a discrete-index random process (i.e., a time series) with mean $\mu_{x}(n):=E\{x(n)\}$, and covariance $c_{x x}(n ; \tau):=E\left\{\left[x(n)-\mu_{x}(n)\right]\left[x(n+\tau)-\mu_{x}(n+\tau)\right]\right\}$. For $x(n)$ complex valued, let also $\bar{c}_{x x}(n ; \tau):=c_{x x *}(n ; \tau)$, where $*$ denotes complex conjugation, and $n, \tau$ are in the set of integers $\mathcal{Z}$.

DEFINITION 17.1 Process $x(n)$ is (wide-sense) cyclostationary (CS) iff there exists an integer $P$ such that $\mu_{x}(n)=\mu_{x}(n+l P), c_{x x}(n ; \tau)=c_{x x}(n+l P ; \tau)$, or, $\bar{c}_{x x}(n ; \tau)=\bar{c}_{x x}(n+l P ; \tau)$, $\forall n, l \in \mathcal{Z}$. The smallest of all such $P$ s is called the period. Being periodic, they all accept Fourier Series expansions over complex harmonic cycles with the set of cycles defined as: $A_{x x}^{c}:=\left\{\alpha_{k}=\right.$ $2 \pi k / P, k=0, \ldots, P-1\}$; e.g., $c_{x x}(n ; \tau)$ and its Fourier coefficients called cyclic correlations are related by:

$$
\begin{equation*}
c_{x x}(n ; \tau)=\sum_{k=0}^{P-1} C_{x x}\left(\frac{2 \pi}{P} k ; \tau\right) e^{j \frac{2 \pi}{P} k n} \quad \stackrel{F S}{\longleftrightarrow} \quad C_{x x}\left(\frac{2 \pi}{P} k ; \tau\right)=\frac{1}{P} \sum_{n=0}^{P-1} c_{x x}(n ; \tau) e^{-j \frac{2 \pi}{P} k n} . \tag{17.1}
\end{equation*}
$$

Strict sense cyclostationarity, or, periodic (non-) stationarity, can also be defined in terms of probability distributions or density functions when these functions vary periodically (in $n$ ). But
the focus in engineering is on periodically and almost periodically correlated ${ }^{1}$ time series, since real data are often zero-mean, correlated, and with unknown distributions. Almost periodicity is very common in discrete-time because sampling a continuous-time periodic process will rarely yield a discrete-time periodic signal; e.g., sampling $\cos \left(\omega_{c} t+\theta\right)$ every $T_{s}$ seconds results in $\cos \left(\omega_{c} n T_{s}+\theta\right)$ for which an integer period exists only if $\omega_{c} T_{s}=2 \pi / P$. Because $2 \pi /\left(\omega_{c} T_{s}\right)$ is "almost an integer" period, such signals accept generalized (or limiting) Fourier expansions (see also Eq. (17.2) and [9] for rigorous definitions of almost periodic functions).

DEFINITION 17.2 Process $x(n)$ is (wide-sense) almost cyclostationary (ACS) iff its mean and correlation(s) are almost periodic sequences. For $x(n)$ zero-mean and real, the time-varying and cyclic correlations are defined as the generalized Fourier Series pair:

$$
\begin{align*}
c_{x x}(n ; \tau) & =\sum_{\alpha_{k} \in A_{x x}^{c}} C_{x x}\left(\alpha_{k} ; \tau\right) e^{j \alpha_{k} n} \stackrel{F S}{\longleftrightarrow} \\
C_{x x}\left(\alpha_{k} ; \tau\right) & =\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} c_{x x}(n ; \tau) e^{-j \alpha_{k} n} . \tag{17.2}
\end{align*}
$$

The set of cycles, $A_{x x}^{c}(\tau):=\left\{\alpha_{k}: C_{x x}\left(\alpha_{k} ; \tau\right) \neq 0,-\pi<\alpha_{k} \leq \pi\right\}$, must be countable and the limit is assumed to exist at least in the mean-square sense [9, Thm. 1.15].

Definition 17.2 and Eq. (17.2) for ACS, subsume CS Definition 17.1 and Eq. (17.1). Note that the latter require integer period and a finite set of cycles. In the $\alpha$-domain, ACS signals exhibit lines but not necessarily at harmonically related cycles. The following example will illustrate the cyclic quantities defined thus far:

EXAMPLE 17.1: Harmonic in multiplicative and additive noise
Let

$$
\begin{equation*}
x(n)=s(n) \cos \left(\omega_{0} n\right)+v(n) \tag{17.3}
\end{equation*}
$$

where $s(n), v(n)$ are assumed real, stationary, and mutually independent. Such signals appear when communicating through flat-fading channels, and with weather radar or sonar returns when, in addition to sensor noise $v(n)$, backscattering, target scintillation, or fluctuating propagation media give rise to random amplitude variations modeled by $s(n)$ [33]. We will consider two cases:
Case 1: $\mu_{s} \neq 0$. The mean in (17.3) is $\mu_{x}(n)=\mu_{s} \cos \left(\omega_{0} n\right)+\mu_{v}$, and the cyclic mean:

$$
\begin{equation*}
C_{x}(\alpha):=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \mu_{x}(n) e^{-j \alpha n}=\frac{\mu_{s}}{2}\left[\delta\left(\alpha-\omega_{0}\right)+\delta\left(\alpha+\omega_{0}\right)\right]+\mu_{v} \delta(\alpha), \tag{17.4}
\end{equation*}
$$

where in (17.4) we used the definition of Kronecker's delta

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} e^{j \alpha n}=\delta(\alpha):= \begin{cases}1 & \alpha=0  \tag{17.5}\\ 0 & \text { else }\end{cases}
$$

[^21]Signal $x(n)$ in (17.3) is thus (first-order) cyclostationary with set of cycles $A_{x}^{c}=\left\{ \pm \omega_{0}, 0\right\}$. If $X_{N}(\omega):=\sum_{n=0}^{N-1} x(n) \exp (-j \omega n)$, then from (17.4) we find $C_{x}(\alpha)=\lim _{N \rightarrow \infty} N^{-1} E\left\{X_{N}(\alpha)\right\}$; thus, the cyclic mean can be interpreted as an averaged DFT and $\omega_{0}$ can be retrieved by picking the peak of $\left|X_{N}(\omega)\right|$ for $\omega \neq 0$.
Case 2: $\mu_{s}=0$. From (17.3) we find the correlation $c_{x x}(n ; \tau)=c_{s s}(\tau)\left[\cos \left(2 \omega_{0} n+\omega_{0} \tau\right)+\right.$ $\left.\cos \left(\omega_{0} \tau\right)\right] / 2+c_{v v}(\tau)$. Because $c_{x x}(n ; \tau)$ is periodic in $n, x(n)$ is (second-order) CS with cyclic correlation [c.f. (17.2) and (17.5)]

$$
\begin{align*}
C_{x x}(\alpha ; \tau)= & \frac{c_{s s}(\tau)}{4}\left[\delta\left(\alpha+2 \omega_{0}\right) e^{j \omega_{0} \tau}+\delta\left(\alpha-2 \omega_{0}\right) e^{-j \omega_{0} \tau}\right] \\
& +\left[\frac{c_{s s}(\tau)}{2} \cos \left(\omega_{0} \tau\right)+c_{v v}(\tau)\right] \delta(\alpha) . \tag{17.6}
\end{align*}
$$

The set of cycles is $A_{x x}^{c}(\tau)=\left\{ \pm 2 \omega_{0}, 0\right\}$ provided that $c_{s s}(\tau) \neq 0$ and $c_{v v}(\tau) \neq 0$. The set $A_{x x}^{c}(\tau)$ is lag-dependent in the sense that some cycles may disappear while others may appear for different $\tau \mathrm{s}$. To illustrate the $\tau$-dependence, let $s(n)$ be an MA process of order $q$. Clearly, $c_{s s}(\tau)=0$ for $|\tau|>q$, and thus $A_{x x}^{c}(\tau)=\{0\}$ for $|\tau|>q$.

The CS process in (17.3) is just one example of signals involving products and sums of stationary processes such as $s(n)$ with (almost) periodic deterministic sequences $d(n)$, or, CS processes $x(n)$. For such signals, the following properties are useful:

Property 1 Finite sums and products of ACS signals are ACS. If $x_{i}(n)$ is CS with period $P_{i}$, then for $\lambda_{i}$ constants, $y_{1}(n):=\sum_{i=1}^{I_{1}} \lambda_{i} x_{i}(n)$ and $y_{2}(n):=\prod_{i=1}^{I_{2}} \lambda_{i} x_{i}(n)$ are also CS. Unless cyde cancellations occur among $x_{i}(n)$ components, the period of $y_{1}(n)$ and $y_{2}(n)$ equals the least common multiple of the $P_{i} \mathrm{~s}$. Similarly, finite sums and products of stationary processes with deterministic (almost) periodic signals are also ACS processes.

As examples of random-deterministic mixtures, consider

$$
\begin{equation*}
x_{1}(n)=s(n)+d(n) \quad \text { and } \quad x_{2}(n)=s(n) d(n), \tag{17.7}
\end{equation*}
$$

where $s(n)$ is zero-mean, stationary, and $d(n)$ is deterministic (almost) periodic with Fourier Series coefficients $D(\alpha)$. Time varying correlations are, respectively,

$$
\begin{equation*}
c_{x_{1} x_{1}}(n ; \tau)=c_{s s}(\tau)+d(n) d(n+\tau) \quad \text { and } \quad c_{x_{2} x_{2}}(n ; \tau)=c_{s s}(\tau) d(n) d(n+\tau) \tag{17.8}
\end{equation*}
$$

Both are (almost) periodic in $n$, with cyclic correlations

$$
\begin{equation*}
C_{x_{1} x_{1}}(\alpha ; \tau)=c_{s s}(\tau) \delta(\alpha)+D_{2}(\alpha ; \tau) \quad \text { and } \quad C_{x_{2} x_{2}}(\alpha ; \tau)=c_{s s}(\tau) D_{2}(\alpha ; \tau), \tag{17.9}
\end{equation*}
$$

where $D_{2}(\alpha ; \tau)=\sum_{\beta} D(\beta) D(\alpha-\beta) \exp [j(\alpha-\beta) \tau]$, since the Fourier Series coefficients of the product $d(n) d(n+\tau)$ are given by the convolution of each component's coefficients in the $\alpha$-domain. To reiterate the dependence on $\tau$, notice that if $d(n)$ is a periodic $\pm 1$ sequence, then $c_{x_{2} x_{2}}(n ; 0)=c_{s s}(0) d^{2}(n)=c_{s s}(0)$, and hence periodicity disappears at $\tau=0$.

ACS signals appear often in nature with the underlying periodicity hidden, unknown, or inaccessible. In contrast, CS signals are often man-made and arise as a result of, e.g., oversampling (by a known integer factor $P$ ) digital communication signals, or by sampling a spatial waveform with $P$ antennas (see also Section 17.4).

Both CS and ACS definitions could also be given in terms of the Fourier Transforms ( $\tau \rightarrow \omega$ ) of $c_{x x}(n ; \tau)$ and $C_{x x}(\alpha ; \tau)$, namely the time varying and the cyclic spectra which we denote by $S_{x x}(n ; \omega)$ and $S_{x x}(\alpha ; \omega)$. Suppose $c_{x x}(n ; \tau)$ and $C_{x x}(\alpha ; \tau)$ are absolutely summable w.r.t. $\tau$ for all
$n$ in $\mathcal{Z}$ and $\alpha_{k}$ in $A_{x x}^{c}(\tau)$. We can then define and relatetime varying and cyclic spectra as follows:

$$
\begin{align*}
S_{x x}(n ; \omega) & :=\sum_{\tau=-\infty}^{\infty} c_{x x}(n ; \tau) e^{-j \omega \tau}=\sum_{\alpha_{k} \in A_{x x}^{s}} S_{x x}\left(\alpha_{k} ; \omega\right) e^{j \alpha_{k} n}  \tag{17.10}\\
S_{x x}\left(\alpha_{k} ; \omega\right) & :=\sum_{\tau=-\infty}^{\infty} C_{x x}\left(\alpha_{k} ; \tau\right) e^{-j \omega \tau}=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} S_{x x}(n ; \omega) e^{-j \alpha_{k} n} . \tag{17.11}
\end{align*}
$$

Absolute summability w.r.t. $\tau$ implies vanishing memory as the lag separation increases, and many real life signals satisfy these so called mixing conditions [5, Ch. 2]. Power signals are not absolutely summable, but it is possible to define cyclic spectra equivalently [for real-valued $x(n)$ ] as

$$
\begin{equation*}
S_{x x}\left(\alpha_{k} ; \omega\right):=\lim _{N \rightarrow \infty} \frac{1}{N} E\left\{X_{N}(\omega) X_{N}\left(\alpha_{k}-\omega\right)\right\}, \quad X_{N}(\omega):=\sum_{n=0}^{N-1} x(n) e^{-j \omega n} \tag{17.12}
\end{equation*}
$$

If $x(n)$ is complex ACS, then onealso needs $\bar{S}_{x x}\left(\alpha_{k} ; \omega\right):=\lim _{N \rightarrow \infty} N^{-1} E\left\{X_{N}^{*}(-\omega) X_{N}\left(\alpha_{k}-\omega\right)\right\}$. Both $S_{x x}$ and $\bar{S}_{x x}$ reveal presence of spectral correlation. This must be contrasted to stationary processes whosespectral components, $X_{N}\left(\omega_{1}\right), X_{N}\left(\omega_{2}\right)$ areknown to beasymptotically uncorrelated unless $\left|\omega_{1} \pm \omega_{2}\right|=0(\bmod 2 \pi)[5, C h .4]$. Specifically, we have from (17.12) that:

Property 2 If $x(n)$ is ACS or CS, the $N$-point Fourier transform $X_{N}\left(\omega_{1}\right)$ is correlated with $X_{N}\left(\omega_{2}\right)$ for $\left|\omega_{1} \pm \omega_{2}\right|=\alpha_{k}(\bmod 2 \pi)$, and $\alpha_{k} \in A_{x x}^{s}$.

Before dwelling further on spectral characterization of ACS processes, it is useful to notethe diversity of tools availablefor processing. Stationary signals are analyzed with time invariant correlations (lag-domain analysis), or with power spectral densities (frequency-domain analysis). However, CS, ACS, and generally nonstationary signals entail four variables: $(n, \tau, \alpha, \omega):=($ time, lag, cycle, frequency). Grouping two variables at a time, four domains of analysis become available and their relationship is summarized in Fig. 17.1. Note that pairs $(n ; \tau) \leftrightarrow(\alpha ; \tau)$, or, $(n ; \omega) \leftrightarrow(\alpha ; \omega)$, have $\tau$ or $\omega$ fixed and are Fourier Series pairs; whereas $(n ; \tau) \leftrightarrow(n ; \omega)$, or, $(\alpha ; \tau) \leftrightarrow(\alpha ; \omega)$, have $n$ or $\alpha$ fixed and are related by Fourier Transforms. Further insight on the links between stationary and


FIGURE 17.1: Four domains for analyzing cyclostationary signals.
cyclostationary processes is gained through the uniform shift (or phase) randomization concept. Let
$x(n)$ beCS with period $P$, and define $y(n):=x(n+\theta)$, where $\theta$ is uniformly distributed in $[0, P)$ and independent of $x(n)$. With $c_{y y}(n ; \tau):=E_{\theta}\left\{E_{x}[x(n+\theta) x(n+\tau+\theta)]\right\}$, we find:

$$
\begin{equation*}
c_{y y}(n ; \tau)=\frac{1}{P} \sum_{p=0}^{P-1} c_{x x}(p ; \tau):=C_{x x}(0 ; \tau):=c_{y y}(\tau), \tag{17.13}
\end{equation*}
$$

where the first equality follows because $\theta$ is uniform and the second uses the CS definition in (17.1). Noting that $c_{y y}$ is not a function of $n$, we have established (see also [15, 38]):
Property 3 A CS process $x(n)$ can be mapped to a stationary process $y(n)$ using a shift $\theta$, uniformly distributed over its period, and the transformation $y(n):=x(n+\theta)$.

Such a mapping is often used with harmonic signals; e.g., $x(n)=A \exp [j(2 \pi n / P+\theta)]+v(n)$ is according to Property 2 a CS signal, but can be stationarized by uniform phase randomization. An alternative trick for stationarizing signals which involve complex harmonics is conjugation. Indeed, $c_{x x *}(n ; \tau)=A^{2} \exp (-j 2 \pi \tau / P)+c_{v v}(\tau)$ is not a function of $n-$ but why deal with CS or ACS processes if conjugation or phase randomization can render them stationary?

Revisiting Case 2 of Example 17.1 offers a partial answer when thegoal isto estimatethe frequency $\omega_{0}$. Phase randomization of $x(n)$ in (17.3) leads to a stationary $y(n)$ with correlation found by substituting $\alpha=0$ in (17.6). This leads to $c_{y y}(\tau)=(1 / 2) c_{s s}(\tau) \cos \left(\omega_{0} \tau\right)+c_{v v}(\tau)$, and shows that if $s(n)$ has multiple spectral peaks, or if $s(n)$ is broadband, then multiple peaks or smearing of the spectral peak hamper estimation of $\omega_{0}$ (in fact, it is impossible to estimate $\omega_{0}$ from the spectrum of $y(n)$ if $s(n)$ is white). In contrast, picking the peak of $C_{x x}(\alpha ; \tau)$ in (17.6) yields $\omega_{0}$, provided that $\omega_{0} \in(0, \pi)$ so that spectral folding is prevented [33]. Equation (17.13) provides a more general answer. Phase randomization restricts aCS process only to one cycle, namely $\alpha=0$. In other words, the cyclic correlation $C_{x x}(\alpha ; \tau)$ contains the "stationarized correlation" $C_{x x}(0 ; \tau)$ and additional information in cycles $\alpha \neq 0$.

SinceCS and ACS processes form a superset of stationary ones, it is useful to know how astationary process can be viewed as a CS process. Note that if $x(n)$ is stationary, then $c_{x x}(n ; \tau)=c_{x x}(\tau)$ and on using (17.2) and (17.5) we find:

$$
\begin{equation*}
C_{x x}(\alpha ; \tau)=c_{x x}(\tau)\left[\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} e^{-j \alpha n}\right]=c_{x x}(\tau) \delta(\alpha) . \tag{17.14}
\end{equation*}
$$

Intuitively, (17.14) is justified if we think that stationarity reflects"zero time variation" in the correIation $c_{x x}(\tau)$. Formally, (17.14) implies:

Property 4 Stationary processes can be viewed as ACS or CS with cyclic correlation $C_{x x}(\alpha ; \tau)=$ $c_{x x}(\tau) \delta(\alpha)$.

Separation of information bearingACS signals from stationary ones(e.g., noise) is desired in many applications and can be achieved based on Property 4 by excluding the cycle $\alpha=0$.

Next, it is of interest to view CS signals as special cases of general nonstationary processes with 2-D correlation $r_{x x}\left(n_{1}, n_{2}\right):=E\left\{x\left(n_{1}\right) x\left(n_{2}\right)\right\}$, and 2-D spectral densities $S_{x x}\left(\omega_{1}, \omega_{2}\right):=$ $F T\left[r_{x x}\left(n_{1}, n_{2}\right)\right]$ that are assumed to exist. ${ }^{2}$ Two questions arise: What are the implications of periodicity in the ( $\omega_{1}, \omega_{2}$ ) plane? and how does the cyclic spectra in (17.10) through (17.12) relate to $S_{x x}\left(\omega_{1}, \omega_{2}\right)$ ? The answers are summarized in Fig. 17.2, which illustrates that the support of CS processes in the $\left(\omega_{1}, \omega_{2}\right)$ plane consists of $2 P-1$ parallel lines (with unity slope) intersecting the axes at equidistant points $2 \pi / P$ far apart from each other. M ore specifically, we have[34]:

[^22]

FIGURE 17.2: Support of 2-D spectrum $S_{x x}\left(\omega_{1}, \omega_{2}\right)$ for CS processes.

Property 5A CS process with period $P$ is a special case of a nonstationary (harmonizable) process with 2-D spectral density given by

$$
\begin{equation*}
S_{x x}\left(\omega_{1}, \omega_{2}\right)=\sum_{k=-(P-1)}^{P-1} S_{x x}\left(\frac{2 \pi}{P} k ; \omega_{1}\right) \delta_{D}\left(\omega_{2}-\omega_{1}+\frac{2 \pi}{P} k\right), \tag{17.15}
\end{equation*}
$$

where $\delta_{D}$ denotes the delta of Dirac.
For stationary processes, only the $k=0$ term survives in (17.15) and we obtain $S_{x x}\left(\omega_{1}, \omega_{2}\right)=$ $S_{x x}\left(0 ; \omega_{1}\right) \delta_{D}\left(\omega_{2}-\omega_{1}\right)$; i.e., the spectral mass is concentrated on the diagonal of Fig. 17.2. The well-structured spectral support for CS processes will beused to test for presence of cyclostationarity and estimate the period $P$. Furthermore, the superposition of lines parallel to the diagonal hints towards representing CS processes as a superposition of stationary processes. Next we will examine two such representations introduced by Gladysev [34] (see also [22, 38, 49], and [56]).

We can uniquely write $n_{0}=n P+i$ and express $x\left(n_{0}\right)=x(n P+i)$, where the remainder $i$ takes values $0,1, \ldots, P-1$. For each $i$, definethesubprocess $x_{i}(n):=x(n P+i)$. In multirateprocessing, the $P \times 1$ vector $\mathbf{x}(n):=\left[x_{0}(n) \ldots x_{P-1}(n)\right]^{\prime}$ constitutes the so-called polyphase decomposition of $x(n)$ [51, Ch. 12]. As shown in Fig. 17.3, each $x_{i}(n)$ is formed by downsampling an advanced copy of $x(n)$. On the other hand, combining upsampled and delayed $x_{i}(n) \mathrm{S}$, we can synthesize the CS process as:

$$
\begin{equation*}
x(n)=\sum_{i=0}^{P-1} \sum_{l} x_{i}(l) \delta(n-i-l P) \tag{17.16}
\end{equation*}
$$

We maintain that subprocesses $\left\{x_{i}(n)\right\}_{i=0}^{P-1}$ are(jointly) stationary, and thus $\mathbf{x}(n)$ is vector stationary. Supposefor simplicity that $E\{x(n)\}=0$, and start with $E\left\{x_{i_{1}}(n) x_{i_{2}}(n+\tau)\right\}=E\left\{x\left(n P+i_{1}\right) x(n P+\right.$ $\left.\left.\tau P+i_{2}\right)\right\}:=c_{x x}\left(i_{1}+n P ; i_{2}-i_{1}+\tau P\right)$. Because $x(n)$ is CS, we can drop $n P$ and $c_{x x}$ becomes independent of $n$ establishing that $x_{i_{1}}(n), x_{i_{2}}(n)$ are (jointly) stationary with correlation:

$$
\begin{equation*}
c_{x_{i_{1} x_{i_{2}}}}(\tau)=c_{x x}\left(i_{1} ; i_{2}-i_{1}+\tau P\right), \quad i_{1}, i_{2} \in[0, P-1] . \tag{17.17}
\end{equation*}
$$



FIGURE 17.3: Representation 1: (a) analysis, (b) synthesis.

Using (17.17), it can be shown that auto- and cross-spectra of $x_{i_{1}}(n), x_{i_{2}}(n)$ can beexpressed in terms of the cyclic spectra of $x(n)$ as [56],

$$
\begin{equation*}
S_{x_{i_{1}} x_{i_{2}}}(\omega)=\frac{1}{P} \sum_{k_{1}=0}^{P-1} \sum_{k_{2}=0}^{P-1} S_{x x}\left(\frac{2 \pi}{P} k_{1} ; \frac{\omega-2 \pi k_{2}}{P}\right) e^{j\left[\left(\frac{\omega-2 \pi k_{2}}{P}\right)\left(i_{2}-i_{1}\right)+\frac{2 \pi}{P} k_{1} i_{1}\right]} \tag{17.18}
\end{equation*}
$$

To invert (17.18), we Fourier transform (17.16) and use (17.12) to obtain [for $x(n)$ real]

$$
\begin{equation*}
S_{x x}\left(\frac{2 \pi}{P} k ; \omega\right)=\sum_{i_{1}=0}^{P-1} \sum_{i_{2}=0}^{P-1} S_{x_{i_{1}} x_{i_{2}}}(\omega) e^{j \omega\left(i_{2}-i_{1}\right)} e^{-j \frac{2 \pi}{P} k i_{2}} \tag{17.19}
\end{equation*}
$$

Based on (17.16) through (17.19), we infer that cyclostationary signalswith period $P$ can beanalyzed as stationary $P \times 1$ multichannel processes and vice versa. In summary, we have:

Representation 1 (Decimated Components) CS process $x(n)$ can be represented as a $P$-variate stationary multichannel process $\mathbf{x}(n)$ with components $x_{i}(n)=x(n P+i), i=0,1, \ldots, P-1$. Cyclic spectra and stationary auto- and cross-spectra are related as in (17.18) and (17.19).

An alternative means of decomposing a CS process into stationary components is by splitting the $(-\pi, \pi]$ spectral support of $X_{N}(\omega)$ into bands each of width $2 \pi / P$ [22]. As shown in Fig. 17.4, this can beaccomplished by passing modulated copies of $x(n)$ through an ideal low-passfilter $H_{0}(\omega)$ with spectral support ( $-\pi / P, \pi / P]$. The resulting subprocesses $\bar{x}_{m}(n)$ can be shifted up in frequency and recombined to synthesize the CS process as: $x(n)=\sum_{m=0}^{P-1} \bar{x}_{m}(n) \exp (-j 2 \pi m n / P)$. Within each band, frequencies are separated by less than $2 \pi / P$ and according to Property 2, there is no correlation between spectral components $\bar{X}_{m, N}\left(\omega_{1}\right)$ and $\bar{X}_{m, N}\left(\omega_{2}\right)$; hence, $\bar{x}_{m}(n)$ components are stationary with auto- and cross-spectra having nonzero support over $-\pi / P<\omega<\pi / P$. They are related with the cyclic spectra as follows:

$$
\begin{equation*}
S_{\bar{x}_{m_{1}} \bar{x}_{m_{2}}}(\omega)=S_{x x}\left(\frac{2 \pi}{P}\left(m_{1}-m_{2}\right) ; \omega+\frac{2 \pi}{P} m_{1}\right),|\omega|<\frac{\pi}{P} . \tag{17.20}
\end{equation*}
$$

Equation (17.20) suggests that cyclostationary signal analysis is linked with stationary subband processing.

Representation 2 (Subband Components) CS process $x(n)$ can berepresented as a superposition of $P$ stationary narrowband subprocesses according to: $x(n)=\sum_{m=0}^{P-1} \bar{x}_{m}(n) \exp (-j 2 \pi m n / P)$. Auto- and


(a)

FIGURE 17.4: Representation 2: (a) analysis, (b) synthesis.
cross-spectra of $\bar{x}_{m}(n)$ can befound from the cydic spectra of $x(n)$ as in (17.20).
Because ideal low-pass filters cannot be designed, thesubband decomposition seems less practical. H owever, using Representation 1 and exploiting results from uniform DFT filter banks, it is possible using FIR low-pass filters to obtain stationary subband components (see e.g., [51, Ch. 12]). We will not pursue this approach further, but Representation 1 will beused next for estimating time varying correlations of CS processes based on a single data record.

### 17.3 Estimation, Time-Frequency Links, Testing

The time-varying and cyclic quantities introduced in (17.1), (17.2), and (17.10) through (17.12), entail ideal expectations (i.e., ensemble averages) and unless reliable estimators can be devised from finite (and often noisy) data records, their usefulness in practice is questionable. For stationary processes with (at least asymptotically) vanishing memory, ${ }^{3}$ sample correlations and spectral density estimators converge to their ensembles as the record length $N \rightarrow \infty$. Constructing reliable (i.e., consistent) estimators for nonstationary processes, however, is challenging and generally impossible. Indeed, capturing time variations calls for short observation windows, whereas variance reduction demands long records for sample averages to converge to their ensembles.

Fortunately, ACS and CS signals belong to the class of processes with "well-structured" timevariations that under suitable mixing conditions allow consistent single record estimators. The key is to note that although $c_{x x}(n ; \tau)$ and $S_{x x}(n ; \omega)$ are time varying, they are expressed in terms of cyclic quantities, $C_{x x}\left(\alpha_{k} ; \tau\right)$ and $S_{x x}\left(\alpha_{k} ; \omega\right)$, which aretime invariant. Indeed, in (17.2) and (17.10) time variation is assigned to the Fourier basis.

[^23]
### 17.3.1 Estimating Cyclic Statistics

First wewill consider ACS processeswith known cycles $\alpha_{k}$. Simpler estimatorsfor CSprocesses and cycleestimation methodswill bediscussed later in thesection. If $x(n)$ hasnonzero mean, weestimatethe cyclicmean asin Example17.1 usingthenormalized DFT: $\hat{C}_{x x}\left(\alpha_{k}\right)=N^{-1} \sum_{n=0}^{N-1} x(n) \exp \left(-j \alpha_{k} n\right)$. If theset of cycles is finite, weestimatethetime-varying mean as: $\hat{c}_{x x}(n)=\sum_{\alpha_{k}} \hat{C}_{x x}\left(\alpha_{k}\right) \exp \left(j \alpha_{k} n\right)$. Similarly, for zero-mean ACS processes we estimate first cyclic and then time-varying correlations using:

$$
\begin{align*}
\hat{C}_{x x}\left(\alpha_{k} ; \tau\right) & =\frac{1}{N} \sum_{n=0}^{N-1} x(n) x(n+\tau) e^{-j \alpha_{k} n} \\
\hat{c}_{x x}(n ; \tau) & =\sum_{\alpha_{k} \in A_{x x}^{c}(\tau)} \hat{C}_{x x}\left(\alpha_{k} ; \tau\right) e^{j \alpha_{k} n} \tag{17.21}
\end{align*}
$$

Note that $\hat{C}_{x x}$ can be computed efficiently using the FFT of the product $x(n) x(n+\tau)$.
For cyclic spectral estimation, two options are available: (1) smoothed cyclic periodograms and (2) smoothed cyclic correlograms. The first is motivated by (17.12) and smooths the cyclic periodogram, $I_{x x}(\alpha ; \omega):=N^{-1} X_{N}(\omega) X_{N}(\alpha-\omega)$, using a frequency-domain window $W(\omega)$. The second follows (17.2) and Fourier transforms $\hat{C}_{x x}(\alpha ; \tau)$ after smoothing it by a lag-window $w(\tau)$ with support $\tau \in[-M, M]$. Either one of the resulting estimates:

$$
\begin{align*}
& \hat{S}_{x x}^{(i)}(\alpha ; \omega)=\frac{1}{N} \sum_{n=0}^{N-1} W\left(\omega-\frac{2 \pi}{N} n\right) I_{x x}\left(\alpha ; \frac{2 \pi}{N} n\right), \\
& \hat{S}_{x x}^{(i i)}(\alpha ; \omega)=\sum_{\tau=-M}^{M} w(\tau) \hat{C}_{x x}(\alpha ; \tau) e^{-j \omega \tau}, \tag{17.22}
\end{align*}
$$

can be used to obtain time-varying spectral estimates; e.g., using $\hat{S}_{x x}^{(i)}(\alpha ; \omega)$, we estimate $S_{x x}(n ; \omega)$ as:

$$
\begin{equation*}
\hat{S}_{x x}^{(i)}(n ; \omega)=\sum_{\alpha_{k} \in A_{x x}^{s}} \hat{S}_{x x}^{(i)}\left(\alpha_{k} ; \omega\right) e^{j \alpha_{k} n} . \tag{17.23}
\end{equation*}
$$

Estimates (17.21) through (17.23) apply to ACS (and hence CS) processes with a finite number of known cycles, and rely on the following steps: (1) estimate the time-invariant (or "stationary") quantities by dropping limits and expectations from the corresponding cyclic definitions, and (2) use the cyclic estimates to obtain time-varying estimates relying on the Fourier synthesis Eqs. (17.2) and (17.10). Selection of the windows in (17.22), variance expressions, consistency, and asymptotic normality of the estimators in (17.21) through (17.23) under mixing conditions can be found in [11, 12, 24, 39] and references therein.

When $x(n)$ isCS with known integer period $P$, estimation of time-varying correlationsand spectra becomes easier. Recall that thanksto Representations 1 and 2, not only $c_{x x}(n ; \tau)$ and $S_{x x}(n ; \omega)$, but the process $x(n)$ itself can be analyzed into $P$ stationary components. Starting with (17.16), it can be shown that $c_{x x}(i ; \tau)=c_{x_{i} x_{i+\tau}}(0)$, where $i=0,1, \ldots, P-1$ and subscript $i+\tau$ is understood $\bmod (P)$. Because the subprocesses $x_{i}(n)$ and $x_{i+\tau}(n)$ are stationary, their cross-covariances can be estimated consistently using sample averaging; hence, the time-varying correlation can be estimated as:

$$
\begin{equation*}
\hat{c}_{x x}(i ; \tau)=\hat{c}_{x_{i} x_{i+\tau}}(0)=\frac{1}{[N / P]} \sum_{n=0}^{[N / P]-1} x(n P+i) x(n P+i+\tau), \tag{17.24}
\end{equation*}
$$

wheretheinteger part [ $N / P$ ] denotesthenumber of samples per subprocess $x_{i}(n)$, and the last equality followsfrom the definition of $x_{i}(n)$ in Representation 1. Similarly, thetime-varying periodogram can be estimated using: $I_{x x}(n ; \omega)=P^{-1} \sum_{k=0}^{P-1} X_{P}(\omega) X_{P}(2 \pi k / P-\omega) \exp (-j 2 \pi k n / P)$, and then smoothed to obtain a consistent estimate of $S_{x x}(n ; \omega)$.

### 17.3.2 Links with Time-Frequency Representations

Consistency (and hence reliability) of single record estimates is a notable difference between cyclostationary and time frequency signal analyses. Short-time Fourier transforms, the Wigner-Ville, and derivative representations are valuable exploratory (and especially graphical) tools for analyzing nonstationary signals. They promise applicability on general nonstationarities, but unless slow variations are present and multiple independent data records are available, their usefulness in estimation tasks is rather limited. In contrast, ACS analysis deals with a specific type of structured variation, namely (almost) periodicity, but allows for rapid variations and consistent single record sample estimates. Intuitively speaking, cyclostationarity provides within a single record, multiple periods that can be viewed as "multiple realizations." Interestingly, for ACS processes there is a close relationship between the normalized asymmetric ambiguity function $A(\alpha ; \tau)$ [37], and the sample cyclic correlation in (17.21):

$$
\begin{equation*}
N \hat{C}_{x x}(\alpha ; \tau)=A(\alpha ; \tau):=\sum_{n=0}^{N-1} x(n) x(n+\tau) e^{-j \alpha n} \tag{17.25}
\end{equation*}
$$

Similarly, one may associate the Wigner-Ville with the time-varying periodogram $I_{x x}(n ; \omega)=$ $\sum_{\tau=-(N-1)}^{N-1} x(n) x(n+\tau) \exp (-j \omega \tau)$. In fact, the aforementioned equivalences and theconsistency results of [12] establish that ambiguity and Wigner-Ville processing of ACS signals is reliable even when only a single data record is available. The following example uses a chirp signal to stress this point and shows how some of our sample estimates can be extended to complex processes.

EXAMPLE 17.2: Chirp in multiplicative and additive noise
Consider $x(n)=s(n) \exp \left(j \omega_{0} n^{2}\right)+v(n)$, where $s(n), v(n)$, are zero mean, stationary, and mutually independent; $c_{x x}(n ; \tau)$ is nonperiodic for almost every $\omega_{0}$, and hence $x(n)$ is not (secondorder) ACS. Even when $E\{s(n)\} \neq 0, E\{x(n)\}$ isalso nonperiodic, implyingthat $x(n)$ isnotfirst-order ACS either. However,

$$
\begin{align*}
\tilde{c}_{x x *}(n ; \tau) & :=c_{x x *}(n+\tau ;-2 \tau):=E\left\{x(n+\tau) x^{*}(n-\tau)\right\} \\
& =c_{s s}(2 \tau) \exp \left(j 4 \omega_{0} \tau n\right)+c_{v v *}(2 \tau), \tag{17.26}
\end{align*}
$$

exhibits(almost) periodicity and itscyclic correlation is given by: $\tilde{C}_{x x *}(\alpha ; \tau)=c_{s s}(\tau) \delta\left(\alpha-4 \omega_{0} \tau\right)+$ $c_{v v *}(2 \tau) \delta(\alpha)$. Assuming $c_{s s}(\tau) \neq 0$, the latter allows evaluation of $\omega_{0}$ by picking the peak of the sample cyclic correlation magnitude evaluated at, e.g., $\tau=1$, as follows:

$$
\begin{align*}
\hat{\omega}_{0} & =-\frac{1}{4} \arg \max _{\alpha \neq 0}\left|\hat{\tilde{C}}_{x x *}(\alpha ; 1)\right|, \\
\hat{\tilde{C}}_{x x *}(\alpha ; \tau) & =\frac{1}{N} \sum_{n=0}^{N-1} x(n+\tau) x^{*}(n-\tau) e^{-j \alpha n} . \tag{17.27}
\end{align*}
$$

The $\hat{\tilde{C}}_{x x *}(\alpha ; \tau)$ estimate in (17.27) is nothing but the symmetric ambiguity function. Because $x(n)$ is ACS, $\hat{\tilde{C}}_{x x *}$ can be shown to be consistent. This provides yet one more reason for the success of
time-frequency representations with chirp signals. Interestingly, (17.27) shows that exploitation of cyclostationarity allows not only for additivenoisetolerance[by avoiding the $\alpha=0$ cyclein (17.27)], but also permits parameter estimation of chirps modulated by stationary multiplicative noise $s(n)$.

### 17.3.3 Testing for Cyclostationarity

In certain applications involving man-made(e.g., communication) signals, presence of cyclostationarity and knowledge of the cycles is assured by design (e.g., baud rates or oversampling factors). In other cases, however, only a time series $\{x(n)\}_{n=0}^{N-1}$ is given and two questions arise: How does one detect cyclostationarity, and if $x(n)$ is confirmed to beCS of a certain order, how does one estimate the cycles present? The former is addressed by testing hypotheses of nonzero $\hat{C}_{x}\left(\alpha_{k}\right), \hat{C}_{x x}\left(\alpha_{k} ; \tau\right)$ or $\hat{S}_{x x}\left(\alpha_{k} ; \omega\right)$ over a fine cycle-frequency grid obtained by sufficient zero-padding prior to taking the FFT.

Specifically, to test whether $x(n)$ exhibits cyclostationarity in $\left\{\hat{C}_{x x}\left(\alpha ; \tau_{l}\right)\right\}_{l=1}^{L}$ for at least one lag, we form the $(2 L+1) \times 1$ vector $\hat{\mathbf{c}}_{x x}(\alpha):=\left[\hat{C}_{x x}^{R}\left(\alpha ; \tau_{1}\right) \ldots \hat{C}_{x x}^{R}\left(\alpha ; \tau_{L}\right) ; \hat{C}_{x x}^{I}\left(\alpha ; \tau_{1}\right) \ldots \hat{C}_{x x}^{I}\left(\alpha ; \tau_{L}\right)\right]^{\prime}$ where superscript $R(I)$ denotes real (imaginary) part. Similarly, we define the ensemble vector $\mathbf{c}_{x x}(\alpha)$ and the error $\mathbf{e}_{x x}(\alpha):=\hat{\mathbf{c}}_{x x}(\alpha)-\mathbf{c}_{x x}(\alpha)$. For $N$ large, it is known that $\sqrt{N} \mathbf{e}_{x x}(\alpha)$ is Gaussian with pdf $\mathcal{N}\left(\mathbf{0}, \Sigma_{c}\right)$. An estimate $\hat{\Sigma}_{c}$ of the asymptotic covariance can be computed from the data [12]. If $\alpha$ is not a cycle for all $\left\{\tau_{l}\right\}_{l=1}^{L}$, then $\mathbf{c}_{x x}(\alpha) \equiv \mathbf{0}, \mathbf{e}_{x x}(\alpha)=\hat{\mathbf{c}}_{x x}(\alpha)$ will have zero mean, and $\hat{D}_{2 c}(\alpha):=\hat{\mathbf{c}}_{x x}^{\prime}(\alpha) \hat{\Sigma}_{c}^{\dagger}(\alpha) \hat{\mathbf{c}}_{x x}(\alpha)$ will be central chi-square. For a given false-alarm rate, we find from $\chi^{2}$ tables a threshold $\Gamma$ and test [10]

$$
\begin{equation*}
H_{0}: \quad \hat{D}_{x x}^{c}(\alpha) \geq \Gamma \Rightarrow \alpha \in A_{x x}^{c} \quad \text { vs. } \quad H_{1}: \quad \hat{D}_{x x}^{c}(\alpha)<\Gamma \Rightarrow \alpha \notin A_{x x}^{c} \tag{17.28}
\end{equation*}
$$

Alternate $2 D$ contour plots revealing presence of spectral correlation rely on (17.15) and more specifically on its normalized version (coherence or correlation coefficient) estimated as [40]

$$
\begin{equation*}
\rho_{x x}\left(\omega_{1}, \omega_{2}\right):=\frac{\frac{1}{M} \sum_{m=0}^{M-1}\left|X_{N}\left(\omega_{1}+\frac{2 \pi m}{M}\right) X_{N}^{*}\left(\omega_{2}+\frac{2 \pi m}{M}\right)\right|^{2}}{\frac{1}{M} \sum_{m=0}^{M-1}\left|X_{N}\left(\omega_{1}+\frac{2 \pi m}{M}\right)\right|^{2} \frac{1}{M} \sum_{m=0}^{M-1}\left|X_{N}\left(\omega_{2}+\frac{2 \pi m}{M}\right)\right|^{2}} . \tag{17.29}
\end{equation*}
$$

Plots of $\rho_{x x}\left(\omega_{1}, \omega_{2}\right)$ with theempirical thresholds discussed in [40] are valuabletools not only for cycle detection and estimation of CS signals but even for general nonstationary processes exhibiting partial (e.g., "transient" lag- or frequency-dependent) cyclostationarity.

## EXAMPLE 17.3: Cyclostationarity test

Consider $x(n)=s_{1}(n) \cos (\pi n / 8)+s_{2}(n) \cos (\pi n / 4)$ with $s_{1}(n), s_{2}(n)$, and $v(n)$ zero-mean, Gaussian, and mutually independent. To test for cyclostationarity and retrieve the possible periods present, $N=2,048$ samples weregenerated; $s_{1}(n)$ and $s_{2}(n)$ weresimulated as AR(1) with variances $\sigma_{s_{1}}^{2}=\sigma_{s_{2}}^{2}=2$, while $v(n)$ was white with variance $\sigma_{v}^{2}=0.1$. Figure 17.5a shows $\left|\hat{C}_{x x}(\alpha ; 0)\right|$ peaking at $\alpha= \pm 2(\pi / 8), \pm 2(\pi / 4), 0$ as expected, whileFig. 17.5b depicts $\rho_{x x}\left(\omega_{1}, \omega_{2}\right)$ computed as in (17.29) with $M=64$. The parallel lines in Fig. 17.5b areseen at $\left|\omega_{1}-\omega_{2}\right|=0, \pi / 8, \pi / 4$ revealing the periods present. One can easily verify from (17.11) that $C_{x x}(\alpha ; 0)=(2 \pi)^{-1} \int_{-\pi}^{\pi} S_{x x}(\alpha ; \omega) d \omega$. It also follows from (17.15) that $S_{x x}(\alpha ; \omega)=S_{x x}\left(\omega_{1}=\omega, \omega_{2}=\omega-\alpha\right)$; thus, $C_{x x}(\alpha ; 0)=$ $(2 \pi)^{-1} \int_{-\pi}^{\pi} S_{x x}(\omega, \omega-\alpha) d \omega$, and for each $\alpha$, we can view Fig. 17.5a as the (normalized) integral (or projection) of Fig. 17.5b along each parallel line [40]. Although $\left|\hat{C}_{x x}(\alpha ; 0)\right|$ is simpler to compute using the FFT of $x^{2}(n), \rho_{x x}\left(\omega_{1}, \omega_{2}\right)$ is generally more informative.

Because cyclostationarity is lag-dependent, as an alternative to $\rho_{x x}\left(\omega_{1}, \omega_{2}\right)$ one can also plot $\left|\hat{C}_{x x}(\alpha ; \tau)\right|$ or $\left|\hat{S}_{x x}(\alpha ; \omega)\right|$ for all $\tau$ or $\omega$. Figures 17.6 and 17.7 show perspective and contour plots


FIGURE 17.5: (a) Cyclic cross-correlation $C_{x x}(\alpha ; 0)$, and (b) coherence $\rho_{x x}\left(\omega_{1}, \omega_{2}\right)$ (Example17.3).
of $\left|\hat{C}_{x x}(\alpha ; \tau)\right|$ for $\tau \in[-31,31]$ and $\left|\hat{S}_{x x}(\alpha ; \omega)\right|$ for $\omega \in(-\pi, \pi]$, respectively. Both sets exhibit planes (lines) parallel to the $\tau$-axis and $\omega$-axis, respectively, at cycles $\alpha= \pm 2(\pi / 8), \pm 2(\pi / 4), 0$, as expected.


FIGURE 17.6: Cycle detection and estimation (Example 17.3): 3D and contour plots of $\hat{C}_{x x}(\alpha ; \tau)$.

### 17.4 CS Signals and CS-I nducing Operations

Wehave already seen in Examples 17.1 and 17.2 that amplitudeor index transformations of repetitive nature give rise to one class of CS signals. A second category consists of outputs of repetitive (e.g., periodically varying) systems excited by CS or even stationary inputs. Finally, it is possible to have


FIGURE 17.7: Cycle detection and estimation (Example 17.3): 3D and contour plots of $\hat{S}_{x x}(\alpha ; \omega)$.
cyclostationarity emerging in the output due to the data acquisition process (e.g., multiple sensors or fractional sampling).

### 17.4.1 Amplitude Moctulation

General examples in this class include signals $x_{1}(n)$ and $x_{2}(n)$ of (17.7) or their combinations as described by Property 1. M ore specifically, we will focus on communication signals where random (often i.i.d.) information data $w(n)$ are D/A converted with symbol period $T_{0}$, to obtain the process: $w_{c}(t)=\sum_{l} w(l) \delta_{D}\left(t-l T_{0}\right)$, which is CS in the continuous variable $t$. The continuous-time signal $w_{c}(t)$ is subsequently pulse shaped by the transmit filter $h_{c}^{(t r)}(t)$, modulated with the carrier $\exp \left(j \omega_{c} t\right)$, and transmitted over the linear time-invariant (LTI) channel $h_{c}^{(c h)}(t)$. On reception, the carrier is removed and the data are passed through the receive filter $h_{c}^{(r e c)}(t)$ to suppress stationary additivenoise. Defining the compositechannel $h_{c}(t):=h_{c}^{(t r)} \star h_{c}^{(c h)} \star h_{c}^{(r e c)}(t)$, the continuoustime received signal at the baseband is:

$$
\begin{equation*}
r_{c}(t)=e^{j \omega_{e c} t} \sum_{l} w(l) h_{c}\left(t-l T_{0}-\epsilon\right)+v_{c}(t), \tag{17.30}
\end{equation*}
$$

where $\epsilon \in\left(0, T_{0}\right)$ isthepropagation delay, $\omega_{e c}$ denotes the frequency error between transmit-receive carriers, and $v_{c}(t)$ is AWGN. Signal $r_{c}(t)$ isCSdueto: (1) theperiodic carrier offset $e^{j \omega_{e c t} t}$, and (2) the cyclostationarity of $w_{c}(t)$. However, (2) disappears in discrete-time if one samples at the symbol rate because $r(n):=r_{c}\left(n T_{0}\right)$ becomes

$$
\begin{equation*}
r(n)=e^{j \omega_{e} n} x(n)+v(n), \quad x(n):=\sum_{l} w(l) h(n-l), \quad n \in[0, N-1], \tag{17.31}
\end{equation*}
$$

with $\omega_{e}:=\omega_{e c} T_{0}, h(n):=h_{c}\left(n T_{0}-\epsilon\right)$, and $v(n):=v_{c}\left(n T_{0}\right)$.
If $\omega_{e}=0, x(n)$ (and thus $v(n)$ ) is stationary, whereas $\omega_{e} \neq 0$ renders $r(n)$ similar to the ACS signal in Example17.1. When $w(n)$ is zero-mean, i.i.d., complex symmetric, wehave: $E\{w(n)\} \equiv 0$, and $E\{w(n) w(n+\tau)\} \equiv 0$; thus, the cyclic mean and correlations cannot be used to retrieve $\omega_{e}$. However, peak-picking the cyclic fourth-order correlation [Fourier coefficients of $r^{4}(n)$ ] yields $4 \omega_{e}$
uniquely, provided $\omega_{e}<\pi / 4$. If $E\left\{w^{4}(n)\right\} \equiv 0$, higher powers can be used to estimate and recover $\omega_{e}$.

Having estimated $\omega_{e}$, we form $\exp \left(-j \omega_{e} n\right) r(n)$ in order to demodulate the signal in (17.31). Traditionally, cyclostationarity is removed from the discrete-time information signal, although it may be useful for other purposes (e.g., blind channel estimation) to retain cyclostationarity at the baseband signal $x(n)$. This can be accomplished by multiplying $w(n)$ with a $P$-periodic sequence $p(n)$ prior to pulse shaping. The noise free signal in this case is $x(n)=\sum_{l} p(l) w(l) h(n-l)$, and has correlation, $\bar{c}_{x x}(n ; \tau)=\sigma_{w}^{2} \sum_{l}|p(n-l)|^{2} h(l) h^{*}(l+\tau)$, which is periodic with period $P$. Cyclic correlations and spectra are given by [28]

$$
\begin{align*}
& \bar{C}_{x x}(\alpha ; \tau)=\sigma_{w}^{2} P_{2}(\alpha) \sum_{l} h(l) h^{*}(l+\tau) e^{-j \alpha l} \\
& \bar{S}_{x x}(\alpha ; \omega)=\sigma_{w}^{2} P_{2}(\alpha) H^{*}(-\omega) H(\alpha-\omega) \tag{17.32}
\end{align*}
$$

where $P_{2}(\alpha):=P^{-1} \sum_{m=0}^{P-1}|p(m)|^{2} \exp (-j \alpha m)$ and $H(\omega):=\sum_{l=0}^{L} h(l) \exp (-j \omega l)$. As we will see later in this section, cyclostationarity can also be introduced at the transmitter using multirate operations, or at the receiver by fractional sampling. With a CS input, the channel $h(n)$ can be identified usingnoisy output samplesonly [28,64,65] - an importantstep towardsblind equalization of (e.g., multipath) communication channels.

If $p(n)=1$ for $n \in\left[0, P_{1}\right)(\bmod P)$ and $p(n)=0$ for $n \in\left[P_{1}, P\right)$, the CS signal $x(n)=$ $p(n) s(n)+v(n)$ can beused to model systematically missing observations. Periodically, thestationary signal $s(n)$ is observed in noise $v(n)$ for $P_{1}$ samples and disappears for the next $P-P_{1}$ data. Using $C_{x x}(\alpha ; \tau)=P_{2}(\alpha ; \tau) c_{s s}(\tau)$, the period $P$ [and thus $P_{2}(\alpha ; \tau)$ ] can be determined. Subsequently, $c_{s s}(\tau)$ can be retrieved and used for parametric or nonparametric spectral analysis of $s(n)$; see [32] and references therein.

### 17.4.2 Time Index Modulation

Suppose that a random CS signal $s(n)$ is delayed by $D$ samples and received in zero-mean stationary noise $v(n)$ as: $x(n)=s(n-D)+v(n)$. With $s(n)$ independent of $v(n)$, the cyclic correlation is $C_{x x}(\alpha ; \tau)=C_{s s}(\alpha ; \tau) \exp (j \alpha D)+\delta(\alpha) c_{v v}(\tau)$ and thedelay manifestsitself as a phase of a complex exponential. But even when $s(n)$ models a narrowband deterministic signal, the delay appears in the exponent since $s(n-D(n)) \approx s(n) \exp (j D(n))$ [53]. Time-delay estimation of CS signals appears frequently in sonar and radar for range estimation where $D(n)=v n$ and $v$ denotes velocity of propagation. $D(n)$ is al so used to model Doppler effectsthat appear when relative motion is present. Note that with time-varying (e.g., accelerating) motion we have $D(n)=\gamma n^{2}$ and cyclostationarity appears in the complex correlation as explained in Example 17.2.

Polynomial delays are one form of time scale transformations. Another one is $d(n)=\lambda n+p(n)$, where $\lambda$ is a constant and $p(n)$ is periodic with period $P$ (e.g., [38]). For stationary $s(n)$, signal $x(n)=s[d(n)]$ is CS because $c_{x x}(n+l P ; \tau)=c_{s s}[d(n+l P+\tau)-d(n+l P)]=c_{s s}[\lambda \tau+p(n)-$ $p(n+\tau)]=c_{x x}(n ; \tau)$. A special case isthefamiliar FM model with $d(n)=\omega_{c} n+h \sin \left(\omega_{0} n\right)$ where $h$ here denotes the modulation index. The signal and its periodically varying correlation are given by:

$$
\begin{align*}
x(n) & =A \cos \left[\omega_{0} n+h \sin \left(\omega_{0} n\right)+\phi\right], \\
c_{x x}(n ; \tau) & =\frac{A^{2}}{2} \cos \left[\omega_{0} \tau+h \sin \left(\omega_{0}(n+\tau)\right)-h \sin \left(\omega_{0} n\right)\right] . \tag{17.33}
\end{align*}
$$

In addition to communications, frequency modulated signalsappear in sonar and radar when rotating and vibrating objects(e.g., propellers or helicopter blades) induce periodic variations in the phase of incident narrowband waveforms [2, 67].

Delays and scale modulations also appear in 2-D signals. Consider an image frame at time $n$ with the scene displaced relative to time $n=0$ by $\left[d_{x}(n), d_{y}(n)\right]$; in spatial and Fourier coordinates we have[8]

$$
\begin{align*}
f(x, y ; n) & =f_{0}\left(x-d_{x}(n), y-d_{y}(n)\right) \\
F\left(\omega_{x}, \omega_{y} ; n\right) & =F_{0}\left(\omega_{x}, \omega_{y}\right) e^{-j \omega_{x} d_{x}(n)} e^{-j \omega_{y} d_{y}(n)} \tag{17.34}
\end{align*}
$$

Images of moving objects having time-varying velocities can be modeled using polynomial displacements, whereas trigonometric $\left[d_{x}(n), d_{y}(n)\right]$ can be adopted when the motion is circular, or when the imaging sensor (e.g., camera) is vibrating. In either case, $F\left(\omega_{x}, \omega_{y} ; n\right)$ is CS and thus cyclic statistics can be used for motion estimation and compensation [8].

### 17.4.3 Fractional Sampling and Multivariate/Multirate Processing

Let $\omega_{e}=0$ and suppose we oversample (i.e., fractionally sample) (17.30) by a factor $P$. With $x(n):=r_{c}\left(n T_{0} / P\right)$, we obtain (see also Fig. 17.8)

$$
\begin{equation*}
x(n)=\sum_{l} w(l) h(n-l P)+v(n), \tag{17.35}
\end{equation*}
$$

where now $h(n):=h_{c}\left(n T_{0} / P-\epsilon\right)$, and $v(n):=v_{c}\left(n T_{0} / P\right)$. Figure 17.8 shows the continuous-

(a)

(b)

FIGURE 17.8: (a) Fractionally sampled communications model and (b) multirate equivalent.
time model and the multirate discrete time equivalent of (17.35). With $P=1$, (17.35) reduces to the stationary part of $r(n)$ in (17.31) but with $P>1, x(n)$ in (17.35) is CS with correlation $c_{x x}(n ; \tau)=\sigma_{w}^{2} \sum_{l} h(n-l P) h^{*}(n+\tau-l P)+\sigma_{v}^{2} \delta(\tau)$, which can be verified to be periodic with period equal to the oversampling factor $P[26,30,61]$. Cyclic correlations and cyclic spectra are given, respectively, by:

$$
\begin{align*}
\bar{C}_{x x}\left(\frac{2 \pi}{P} k ; \tau\right) & =\frac{\sigma_{w}^{2}}{P} \sum_{l} h(l) h^{*}(l+\tau) e^{-j \frac{2 \pi}{P} k l}+\sigma_{v}^{2} \delta(k) \delta(\tau)  \tag{17.36}\\
\bar{S}_{x x}\left(\frac{2 \pi}{P} k ; \omega\right) & =\frac{\sigma_{w}^{2}}{P} H^{*}(-\omega) H\left(\frac{2 \pi}{P} k-\omega\right)+\sigma_{v}^{2} \delta(k) . \tag{17.37}
\end{align*}
$$

Although similar, theorder of theFIR channel $h$ in(17.35) is, dueto oversampling, $P$ timeslarger than that of (17.31). Cyclic spectra in (17.32) and (17.37) carry phase information about the underlying $H$, which is not the case with spectra of stationary processes ( $P=1$ ). Interestingly, (17.35) can be used also to model spread spectrum and direct sequence code-division multiple access data if $h(n)$ includes also the code [63, 64]. Relying on $\bar{S}_{x x}$ in (17.37), it is possible to identify $h(n)$ based only on output data - a task traditionally accomplished using higher than second order statistics (see e.g., [52]). By avoiding $k=0$ in (17.36) or (17.37), the resulting cyclic statistics offer a high SNR domain for blind processing in the presence of stationary additive noise of arbitrary color and distribution (c.f., Property 4).

Oversampling by $P>1$ also allows for estimating the synchronization parameters $\omega_{l}$ and $\epsilon$ in (17.31) [25,54]. Finally, fractional sampling induces cyclostationarity in two-dimensional, linear system outputs[29], as well as in outputs of Volterra-type nonlinear systems [31]. In all these cases, relying on Representation 1 wecan view theCSoutput $x(n)$ asa $P \times 1$ vector output of a multichannel system. Let us focus on 1-D linear channels and evaluate(17.35) at $n P+i$ to obtain the multivariate model

$$
\begin{equation*}
x(n P+i):=x_{i}(n)=\sum_{l} w(l) h_{i}(n-l)+v_{i}(n), \quad i=0,1, \ldots, P-1, \tag{17.38}
\end{equation*}
$$

where $h_{i}(n):=h(n P+i)$ denotes the polyphase decomposition (decimated components) of the channel $h(n)$. Figure 17.9 shows how the single-input single output multirate model of Fig. 17.8 can be thought of as a single-input $P$-output multichannel system. The converse interpretation is equally interesting because it illustrates another CS-inducing operation.

Suppose $P$ sensors (e.g., antennas or cameras) are deployed to receive data from a singe source $w(n)$ propagating through $P$ channels $\left\{h_{i}(n)\right\}_{i=0}^{P-1}$. Using (17.16) wecan combinethecorresponding sensor data $\left\{x_{i}(n)\right\}_{i=0}^{P-1}$ given by (17.38), in order to create a single channel CS process $x$ ( $n$ ), identical to the one in (17.35). There is a common feature between fractional sampling and multisensor (i.e., spatial) sampling: they both introduce strict cyclostationarity with known period $P$.

Strict cyclostationarity is also induced by multirate operators such as upsamplers in synthesis filterbanks, one branch of which corresponds to the multirate diagram of Fig. 17.8(b). Weinfer that outputs of synthesis filter banks are, in general, CS processes (see also [57]). Analysis filter banks, on theother hand, produceCSoutputswhen their inputsarealso CS , but not if their inputsarestationary. Indeed, downsampling does not affect stationarity, and in contrast to upsamplers, downsamplers do not induce cyclostationarity. Downsamplers can remove cyclostationarity (as verified by Fig. 17.3) and from this point of view, analysis banks can undo CS effects induced by synthesis banks.

### 17.4.4 Periodically Varying Systems

Thus far we have dealt with CS signals passing through time-invariant (TI) systems. Here we will focus on (almost) periodically varying (APTV) systems and input-output relationships such as: $x(n)=\sum_{l} h(n ; l) w(n-l)$. Because $h(n ; l)$ isAPTV, followingD efinition 2 it accepts a (generalized) Fourier Series expansion $h(n ; l)=\sum_{\beta} H(\beta ; l) \exp (j \beta n)$. Coefficients $H(\beta ; l)$ areTI, and together with their Fourier Transform are given by

$$
\begin{align*}
H(\beta ; l) & :=\mathrm{FS}[h(n ; l)]=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} h(n ; l) e^{-j \beta n}, \\
H(\beta ; \omega) & :=\mathrm{FT}[H(\beta ; l)]=\sum_{l} H(\beta ; l) e^{-j \omega l} \tag{17.39}
\end{align*}
$$

In practice, $h(n ; l)$ has finite bandwidth and the set of system cycles is finite; i.e., $\beta \in\left\{\beta_{1}, \ldots, \beta_{Q}\right\}$. Such a finite parametrization could appear, for example, with FIR multipath channels entailing path


FIGURE 17.9: Multichannel stationary equivalent model of a scalar CS process.
variations dueto Doppler effects present with mobilecommunicators[62]. Notethat when thecycles $\beta$ are available, knowledge of $h(n ; l)$ is equivalent to knowing $H(\beta ; l)$ or $H(\beta ; \omega)$ in (17.39).

The output correlation of a linear time-varying system is given by

$$
\begin{equation*}
\bar{c}_{x x}(n ; \tau)=\sum_{l_{1}, l_{2}} h\left(n ; l_{1}\right) h^{*}\left(n+\tau ; l_{2}\right) \bar{c}_{w w}\left(n-l_{1} ; \tau+l_{1}-l_{2}\right) . \tag{17.40}
\end{equation*}
$$

Equation (17.40) shows that if $w(n)$ is ACS, then $x(n)$ is also ACS, regardless of whether $h$ is APTV or TI. M ore important, if $h$ is APTV, then $x(n)$ is ACS even when $w(n)$ is stationary; i.e., APTV systems are cyclostationarity inducing operators. Similar observations apply to the input-output cross-correlation $\bar{c}_{x w}(n ; \tau):=E\left\{x(n) w^{*}(n+\tau)\right\}$, which is given by

$$
\begin{equation*}
\bar{c}_{x w}(n ; \tau)=\sum_{l} h(n ; l) \bar{c}_{x w}(n-l ; l+\tau) . \tag{17.41}
\end{equation*}
$$

If the $n$-dependence is dropped from (17.40) and (17.41), one recovers the well-known auto- and cross-correlation expressions of stationary processes passing through linear TI systems. Relying on definitions (17.2), (17.11), and (17.37), the auto- and cross-cyclic correlations and cyclic spectra can befound as

$$
\begin{align*}
\bar{C}_{x x}(\alpha ; \tau)= & \sum_{l_{1}, l_{2}} \sum_{\beta_{1}, \beta_{2}} H\left(\beta_{1} ; l_{1}\right) H^{*}\left(\beta_{2} ; l_{2}\right) e^{-j\left(\alpha-\beta_{1}+\beta_{2}\right) l_{1}} e^{-j \beta_{2} \tau} \\
& \quad \times \bar{C}_{w w}\left(\alpha-\beta_{1}+\beta_{2} ; \tau+l_{1}-l_{2}\right),  \tag{17.42}\\
\bar{C}_{x w}(\alpha ; \tau)= & \sum_{\beta} \sum_{l} H(\beta ; l) e^{-j(\alpha-\beta) l} \bar{C}_{w w}(\alpha-\beta ; l+\tau),  \tag{17.43}\\
\bar{S}_{x x}(\alpha ; \omega)= & \sum_{\beta_{1}, \beta_{2}} H\left(\beta_{1} ; \alpha+\beta_{2}-\beta_{1}-\omega\right) H^{*}\left(\beta_{2} ;-\omega\right) \bar{S}_{w w}\left(\alpha-\beta_{1}+\beta_{2} ; \omega\right),  \tag{17.44}\\
\bar{S}_{x w}(\alpha ; \omega)= & \sum_{\beta} H(\beta ; \alpha-\beta-\omega) \bar{S}_{w w}(\alpha-\beta ; \omega) . \tag{17.45}
\end{align*}
$$

Simpler expressions are obtained as special cases of (17.42) through (17.45) when $w(n)$ is stationary; e.g., cyclic auto- and cross-spectra reduce to:

$$
\bar{S}_{x x}(\alpha ; \omega)=\bar{S}_{w w}(\omega) \sum_{\beta} H(\beta ;-\omega) H^{*}(\alpha-\beta ;-\omega),
$$

$$
\begin{equation*}
\bar{S}_{x w}(\alpha ; \omega)=\bar{S}_{w w}(\omega) H(\alpha ;-\omega) . \tag{17.46}
\end{equation*}
$$

If $w(n)$ isi.i.d. with variance $\sigma_{w}^{2}$, then $H(\alpha ; \omega)$ can be easily found from (17.46) as $\bar{S}_{x w}(\alpha ;-\omega) / \sigma_{w}^{2}$. APTV systems and the four domains of characterizing them, namely $h(n ; l), H(\beta ; l), H(\beta ; \omega)$, $H(n ; \omega)$, offer diversity similar to that exhibited by ACS statistics. Furthermore, with finite cycles $\left\{\beta_{q}\right\}_{q=1}^{Q}$, the input-output relation can be rewritten as

$$
\begin{equation*}
x(n)=\sum_{q=1}^{Q} x_{q}(n)=\sum_{q=1}^{Q}\left[\sum_{l} H\left(\beta_{q} ; l\right) w(n-l)\right] e^{j \beta_{q} n} . \tag{17.47}
\end{equation*}
$$

Figure 17.10 depicts (17.47) and illustrates that periodically varying systems can be modeled as a superposition of TI systems weighted by the bases. If separation of the $\left\{x_{q}(n)\right\}_{q=1}^{Q}$ components is possible, identification and equalization of APTV channels can be accomplished using approaches for multichannel TI systems. In [44], separation is achieved based on fractional sampling or multiple antennas.


FIGURE 17.10: Multichannel model of a periodically varying system.

### 17.5 Application Areas

CSsignals appear in various applications, but herewe will deal with problems wherecyclostationarity is exploited for signal extraction, modeling, and system identification. Thetools common to all applications are cyclic (cross-) correlations, cyclic (cross-) spectra, or multivariate stationary correlations and spectra which result from the multichannel equivalent stationary processes (recall Representations 1 and 2, and Section 17.4.3). Because these tools are time invariant, the resulting approaches follow the lines of similar methods developed for applications involving stationary signals.

Asa general rulefor problems entailingCSsignals, onecan either map thescalar CSsignal model to a multichannel stationary process, or work in thetime-invariant domain of cyclic statistics and follow techniques similar to those developed for stationary signals and time-invariant systems. CS signal analysis exploits two extra features not available with scalar stationary signal processing, namely: (1) ability to separate signals on the basis of their cycles and (2) diversity offered by means of cycles. Of course, the cycles must be known or estimated as we discussed in Section 17.3.

Suppose $x(n)=s(n)+v(n)$, where $s(n), v(n)$ are generally CS , and let $\alpha$ be a cycle which is not in $A_{s s}^{c}(\tau) \cap A_{v v}^{c}(\tau)$. It then follows for their cyclic correlations and spectra that:

$$
C_{x x}(\alpha ; \tau)= \begin{cases}C_{s s}(\alpha ; \tau) & \text { if } \alpha \in A_{s s}^{c}(\tau) \\ C_{v v}(\alpha ; \tau) & \text { if } \alpha \in A_{v v}^{c}(\tau)\end{cases}
$$

$$
S_{x x}(\alpha ; \omega)= \begin{cases}S_{s s}(\alpha ; \omega) & \text { if } \alpha \in A_{s s}^{s}(\omega)  \tag{17.48}\\ S_{v v}(\alpha ; \omega) & \text { if } \alpha \in A_{v v}^{s}(\omega)\end{cases}
$$

In words, (17.48) says that signals $s(n)$ and $v(n)$ can be separated in the cyclic correlation or the cyclic spectral domains provided that they possess at least one noncommon cycle. This important property applies to more than two components and is not available with stationary signals because they all have only one cycle, namely $\alpha=0$, which they share.

M ore significantly, if $s(n)$ models a CS information bearing signal and $v(n)$ denotes stationary noise, then working in cyclic domains allows for theoretical elimination of the noise, provided that the $\alpha=0$ cycle is avoided (see also Property 4); i.e.,

$$
\begin{equation*}
C_{x x}(\alpha ; \tau)=C_{s s}(\alpha ; \tau), \quad \text { and } \quad S_{x x}(\alpha ; \omega)=S_{s s}(\alpha ; \omega), \quad \text { for } \alpha \neq 0 \tag{17.49}
\end{equation*}
$$

In practice, noise affects the estimators' variance so that (17.48) and (17.49) hold approximately for sufficiently long data records. Notwithstanding, (17.48), (17.49) and SNR improvement in cyclic domains hold true irrespective of the color and distribution of theCS signals or the stationary noise involved.

## EXAMPLE 17.4: Separation based on cycles

Consider the mixture of two modulated signals in noise: $x(n)=s_{1}(n) \exp \left[j\left(\omega_{1} n+\varphi_{1}\right)\right]+$ $s_{2}(n) \exp \left[j\left(\omega_{2} n+\varphi_{2}\right)\right]+v(n)$, where $s_{1}(n), s_{2}(n), v(n)$ are Gaussian zero-mean stationary and mutually uncorrelated. Let $s_{1}(n)$ be $\mathrm{MA}(3)$ with parameters [1, $\left.0.2,0.3,0.5\right]$ and variance $\sigma_{1}^{2}=1.38, s_{2}(n)$ be $\operatorname{AR}(1)$ with parameters $[1,-0.5]$ and variance $\sigma_{2}^{2}=2$, and noise $v(n)$ be $\mathrm{MA}(1)$ (i.e., colored) with parameters [ $1,0.5$ ] and variance $\sigma_{v}^{2}=1.25$. Frequencies and phases are $\left(\omega_{1}, \varphi_{1}\right)=(-0.5,0.6),\left(\omega_{2}, \varphi_{2}\right)=(1,1.8)$, and $N=2,048$ samples are used to compute the correlogram estimates $\hat{S}_{s_{1} s_{1}}(\omega), \hat{S}_{s_{2} s_{2}}(\omega), \hat{S}_{v v}(\omega)$ shown in Figs. 17.11a through c; $\hat{C}_{x x}(\alpha ; 0)$ is plotted in Fig. 17.11d and $\hat{S}_{x x}(\alpha ; \omega)$ is depicted in Fig. 17.12. The cyclic correlation and cyclic spectrum of $x(n)$ are, respectively:

$$
\begin{align*}
C_{x x}(\alpha ; \tau)= & c_{s_{1} s_{1}}(\tau) e^{j\left(\omega_{1} \tau+\varphi_{1}\right)} \delta\left(\alpha-2 \omega_{1}\right) \\
& \quad+c_{S_{2} s_{2}}(\tau) e^{j\left(\omega_{2} \tau+\varphi_{2}\right)} \delta\left(\alpha-2 \omega_{2}\right)+c_{v v}(\tau) \delta(\alpha)  \tag{17.50}\\
S_{x x}(\alpha ; \omega)= & S_{s_{1} s_{1}}\left(\omega-\omega_{1}\right) e^{j 2 \varphi_{1}} \delta\left(\alpha-2 \omega_{1}\right) \\
& \quad+S_{S_{2} s_{2}}\left(\omega-\omega_{2}\right) e^{j 2 \varphi_{2}} \delta\left(\alpha-2 \omega_{2}\right)+S_{v v}(\omega) \delta(\alpha) . \tag{17.51}
\end{align*}
$$

As predicted by (17.50), $\left|C_{x x}(\alpha ; 0)\right|=\sigma_{s_{1}}^{2} \delta\left(\alpha-2 \omega_{1}\right)+\sigma_{s_{2}}^{2} \delta\left(\alpha-2 \omega_{2}\right)+\sigma_{v}^{2} \delta(\alpha)$, which explains the two peaks emerging in Fig. 17.11d at twice the modulating frequencies $\left(2 \omega_{1}, 2 \omega_{2}\right)=(-1,2)$. Thethird peak at $\alpha=0$ is dueto the stationary noise which can bethought of as being "modulated" by $\exp \left(j \omega_{3} n\right)$ with $\omega_{3}=0$. Clearly, $2 \hat{\omega}_{1}, 2 \hat{\omega}_{2}, \hat{\sigma}_{s_{1}}^{2}, \hat{\sigma}_{s_{2}}^{2}$, and $\hat{\sigma}_{v}^{2}$ can befound from Fig. 17.11d, while the phases at the peaks of $\hat{C}_{x x}(\alpha ; 0)$ will yield $\hat{\varphi}_{i}=\sigma_{s_{i}}^{-2} \arg \left[\hat{C}_{x x}\left(2 \hat{\omega}_{i} ; 0\right)\right] / 2, i=1,2$. In addition, the correlations of $s_{i}(n)$ can be retrieved as $\hat{c}_{s_{i} s_{i}}(\tau)=\exp \left[-j\left(\hat{\omega}_{i} \tau+2 \hat{\varphi}_{i}\right)\right] \hat{C}_{x x}\left(2 \hat{\omega}_{i} ; \tau\right), i=1,2$.

Separation based on cycles is illustrated in Fig. 17.12, where three distinct slices emerge along the $\alpha$-axis, each positioned at $\left\{\alpha_{i}=2 \omega_{i}\right\}_{i=1}^{3}$, representing the profiles of $\hat{S}_{s_{1} s_{1}}(\omega), \hat{S}_{s_{2} s_{2}}(\omega), \hat{S}_{v v}(\omega)$ shown also in Figs. 17.11a through c.

In the ensuing example we will demonstrate how the diversity offered by fractional sampling or by multiple sensors can be exploited for identification of FIR systems when the input is not available. Such a blind scenario appears when estimation and equalization of, e.g., communication channels is to be accomplished without training inputs. Bandwidth efficiency and ability to cope with changing multipath environments provide the motivating reasons for blind processing, while fractional samplingor multipleantennasjustifytheuseof cyclicstatisticsasdiscussed in Section 17.4.3.


FIGURE 17.11: Spectral densities and cyclic correlation signals in Example 17.4.


FIGURE 17.12: Cyclic spectrum of $x(n)$ in Example 17.4.

EXAMPLE 17.5: Diversity for channel estimation
Suppose we sample the output of the receiver's filter every $T_{0} / 2$ seconds, to obtain $x(n)$ samples obeying (17.35) with $P=2$ (see also Fig. 17.8). In the absence of noise, the spectrum of $x(n)$ will be $X_{N}(\omega)=H(\omega) W_{N}(2 \omega)$. We wish to obtain $H(\omega)$ based only on $X_{N}(\omega)$ (blind scenario). Note that $W_{N}(2 \omega)=W_{N}[2(\omega-2 \pi k / 2)]$ for any integer $k$. Considering $k=1$, we can eliminate the input spectrum $W_{N}(2 \omega)$ from $X_{N}(\omega)$ and $X_{N}(\omega-\pi)$, and arrive at [26]

$$
\begin{equation*}
H(\omega) X_{N}(\omega-\pi)=H(\omega-\pi) X_{N}(\omega) . \tag{17.52}
\end{equation*}
$$

With $H(\omega)$ being FIR, the cross-relation (17.52) has turned the output-only identification problem into an input-output problem. The input is $X_{N}(\omega-\pi)=\mathrm{FT}\left[(-1)^{n} x(n)\right]$, the output is $X_{N}(\omega)$, and the polezero system is $H(\omega) / H(\omega-\pi)$. If the Z-transform $H(z)$ has no zeros on a circle, separated by $\pi$, there is no pole-zero cancellation and $H(\omega)$ can be identified uniquely [61], using standard realization (e.g., Padé) methods [42].

Alternatively, with $P=2$ we can map (17.52) to its one-input two-output time-invariant equivalent model obeying (17.38) with $P=2$. In the absence of noise, the output spectra are $X_{i}(\omega)=$ $H_{i}(\omega) W(\omega), i=0$, 1, from which $W(\omega)$ can be eliminated to arrive at a similar cross-relation [69]

$$
\begin{equation*}
H_{0}(\omega) X_{1}(\omega)=H_{1}(\omega) X_{0}(\omega) \tag{17.53}
\end{equation*}
$$

When oversampling by $P=2, x_{0}(n)\left[h_{0}(n)\right]$ correspond to theeven samples of $x(n)[h(n)]$, whereas $x_{1}[n]\left[h_{1}(n)\right]$ to theodd ones. Once again, $H_{0}(\omega)$ and $H_{1}(\omega)$ can beuniquely recovered using inputoutput realization methods, provided that they have no common zeros so that cancellations do not occur in (17.53). The desired channel $h(n)$ can be recovered by interleaving $h_{0}(n)$ with $h_{1}(n)$.

As explained in Section 17.4.3, oversampling is not the only means of diversity. Even with symbol rate sampling, if multiple (here two) antennas receive a common source through different channels, then $X_{i}(\omega)=H_{i}(\omega) W(\omega), i=0,1$, and thus(17.53) is still applicable.

Interestingly, both (17.52) and (17.53) neither restrict the input to be white (or even random) nor do they assume the channel to beminimum phase as univariate stationary spectral factorization approaches require for blind estimation [52]. The diversity (or overdeterminacy) offered by (17.35) or (17.38) guarantees identifiability provided that no cancellations occur in (17.52) or (17.53) and $W(\omega)$ isnonzero for as many frequenciesasthenumber of channel tapsto beestimated [69]. Subspace and least-squares methods are also possible for blind channel estimation and useful when noise is present [26, 47, 60, 69].

In the sequel, we will show how cycle-based separation and diversity can be exploited in selected applications.

### 17.5.1 CS Signal Extraction

In our first application, a mixture of CS sources with distinct cycles will be recovered using samples collected by an array of sensors.

## Application 1: Array Processing

Suppose $N_{s}$ CS source signals $\left\{s_{l}(n)\right\}_{l=1}^{N_{s}}$ are received by $N_{x}$ sensors $\left\{x_{m}(n)\right\}_{m=1}^{N_{x}}$ in the presence of undesired sources of interference $\left\{i_{m}(n)\right\}_{m=1}^{N_{x}}$ and stationary noise $\left\{v_{m}(n)\right\}_{m=1}^{N_{x}}$. The $m$ th sensor samples are: $x_{m}(n)=\sum_{l=1}^{N_{s}} \rho_{l} s_{l}\left(n-D_{l m}\right)+i_{m}(n)+v_{m}(n)$, where $\rho_{l}$ denotes complex gain and $D_{l m}$ the delay experienced by the $l$ th source arriving at the $m$ th sensor relative to the first sensor which is taken as the reference. For uniformly spaced linear arrays $D_{l m}=(m-1) d \sin \theta_{l} / v$, where $d$ stands for the sensor spacing, $v$ is the propagation velocity, and $\theta_{l}$ denotes the angle of arrival of the $l$ th source. Assuming that the $s_{l}(n)$ s have a nonzero cycle $\alpha$ not shared by the undesired interferences, we wish to estimate $\boldsymbol{\theta}:=\left[\theta_{1} \cdots \theta_{N_{s}}\right]$ and subsequently use it to design beamformers that null out the interferences and suppress noise.

For mutuallyuncorrelated $\left\{s_{l}(n), i_{m}(n), v_{m}(n)\right\}$, thetime delay property in Section 17.4.2 yields[68]

$$
\begin{equation*}
\bar{C}_{x_{m} x_{m}}(\alpha ; \tau)=\sum_{l=1}^{N_{s}} \bar{C}_{S_{l s l}}(\alpha ; \tau) e^{-j \alpha D_{l m}}+\bar{C}_{i_{m} i_{m}}(\alpha ; \tau)+\bar{C}_{w w}(\tau) \delta(\alpha) \tag{17.54}
\end{equation*}
$$

Choosing a nonzero $\alpha$ not in the interference set of cycles $A_{i_{m} i_{m}}^{c}(\tau)$ and collecting $\left\{\bar{C}_{x_{m} x_{m}}\right\}_{m=1}^{N_{x}}$ in an $N_{x} \times 1$ vector, we arrive at $\overline{\mathbf{c}}_{x_{m}}(\alpha ; \tau)=\mathbf{A}(\alpha ; \boldsymbol{\theta}) \mathbf{c}_{s s}(\alpha ; \tau)$, where the $N_{x} \times N_{s}$ matrix $\mathbf{A}(\boldsymbol{\theta})$ is the so-called array manifold containing the propagation parameters. In [68], $N_{\tau}$ lags are used to form the $N_{x} \times N_{\tau}$ cyclic correlation matrix

$$
\begin{align*}
\overline{\mathbf{C}}_{x x}(\alpha) & :=\left[\overline{\mathbf{c}}_{x x}\left(\alpha ; \tau_{1}\right) \cdots \overline{\mathbf{c}}_{x x}\left(\alpha ; \tau_{N_{\tau}}\right)\right]^{\prime}=\mathbf{A}(\alpha ; \boldsymbol{\theta}) \overline{\mathbf{C}}_{s s}(\alpha), \\
\overline{\mathbf{C}}_{s s}(\alpha) & :=\left[\overline{\mathbf{c}}_{s s}\left(\alpha ; \tau_{1}\right) \cdots \overline{\mathbf{c}}_{s s}\left(\alpha ; \tau_{N_{\tau}}\right)\right]^{\prime} . \tag{17.55}
\end{align*}
$$

Standard subspace methods can be employed to recover $\boldsymbol{\theta}$ from (17.55). It is worth noting that cycle-based separation of desired from undesired signals and noise is possible for both narrowband and broadband sources [68] (see also [16] for the narrowband case).

With thepropagation parameters available, spatio-temporal filteringbased on $\overline{\mathbf{C}}_{x x}\left(\alpha_{l} ; \tau\right)$ iscapable of isolatingthesource $s_{l}(n)$ if $\alpha_{l} \in A_{s_{l s_{l}}}^{c}(\tau)$ and $\alpha_{l} \notin A_{s_{k} s_{k}}^{c}$ for $k \neq l$. Thus, in addition to interference and noisesuppression, cyclic beamformersincrease resolution by exploiting known separating cycles. In fact, even sources arriving from the same direction can be separated provided that not all of their cycles are common (see [1, 6, 58] and [16] for detailed algorithms).

In our next application, the desired CS $d(n)$ we wish to extract from noisy data $x(n)$ is known, or at least its (cross-) correlation with $x(n)$ is available.

Application 2: Cyclic Wiener filtering
In a number of real life problems CS data $x(n)$ carry information about a desired CS signal $d(n)$ which may not be available, but the cross-correlation $\bar{c}_{d x}(n ; \tau)$ is known or can be estimated otherwise. With reference to Fig. 17.13 we seek a linear (generally time varying) filter $f(n ; k)$ whose output, $\hat{d}(n)=\sum_{k} f(n ; k) x(n-k)$, will come close to the desired $d(n)$ in terms of minimizing $\sigma_{e}^{2}(n)=E\left\{|e(n)|^{2}\right\}:=E\left\{|d(n)-\hat{d}(n)|^{2}\right\}$. Because both $x(n)$ and $d(n)$ are CS with period $P$, for $\hat{d}(n)$ to also beCS, filter $f(n ; k)$ must beperiodically varying with period $P$; i.e., $f(n ; k)$ is equivalent to $P$ time-invariant filters $\{f(n ; k)\}_{n=0}^{P-1}$ and accepts a Fourier Series expansion with coefficients $F(\alpha ; k)$ defined as in (17.39). Note that $e(n)$ is also CS and $E\left\{|e(n)|^{2}\right\}$ should be minimized for $n=0,1, \cdots, P-1$.


FIGU RE 17.13: Cyclic Wiener filtering.

Solving the minimization problem for each $n$, we arrive at time varying normal equations

$$
\begin{equation*}
\sum_{k} f(n ; k) \bar{c}_{x x}(n-k ; k-\tau)=\bar{c}_{d x}(n ;-\tau), \quad n=0,1, \ldots, P-1, \tag{17.56}
\end{equation*}
$$

where $\bar{c}_{x x}$ can be estimated consistently from the data as discussed in Section 17.3, and similarly for $\bar{c}_{d x}$ if $d(n)$ is available. Notethat with sampleestimates, (17.56) could havebeen reached as a result of minimizing the least-squares error [c.f. (17.24)]: $\hat{\sigma}_{e}^{2}(n)=[P / N] \sum_{i=0}^{[N / P]-1}|e(i P+n)|^{2}$. For each $n \in[0, P-1]$, FIR filters of order $K_{n}$ can be obtained by concatenating equations such as(17.56) for more than $K_{n}$ lags $\tau$. As with time-invariant Wiener filters, noncausal and IIR designs are possible for each $n$ in the frequency-domain, $F(n ; \omega)$, using nonparametric estimates of the time-varying (cross-)spectra. Depending on $d(n)$, APTV (FIR or IIR) filters can thus be constructed for filtering, prediction, and interpolation or smoothing of CS processes.

In Section 17.4.4, weviewed theperiodicallyvaryingscalar $f(n ; k)$ asatime-invariantmultichannel


FIGURE 17.14: Multichannel-multirate equivalent of cyclic Wiener filtering.
filter. Consider the polyphase stationary components $d_{i}(n), e_{i}(n)$, and

$$
\begin{equation*}
\hat{d}_{i}(n):=d(n P+i)=\sum_{k} f(n P+i ; k) x(n P+i-k)=\sum_{k} f(i ; k) x(n P+i-k) . \tag{17.57}
\end{equation*}
$$

Equation (17.57) allows us to cast the scalar processing in Fig. 17.13 as the filterbank of Fig. 17.14. Because $\sigma_{e_{i}}^{2}=E|e(i)|^{2}$, for $i=0,1, \cdots, P-1$, and $d_{i}(n), \hat{d}_{i}(n), e_{i}(n)$ are stationary, solving for the periodic Wiener filter $f(n ; k)$ is equivalent to solving for the $P$ time invariant Wiener filters $f(i ; k)$ in Fig. 17.14. Using the multirate (Noble) identity (e.g., [51, Ch. 12]), one can move the downsamplers before the Wiener filters which now have transfer functions $G(i ; \omega)=$ $F(i ; \omega / P)$. Such an interchange corresponds to feeding a time-invariant $P \times 1$ vector Wiener filter $\mathbf{g}(k):=[g(0 ; k) \cdots g(P-1 ; k)]^{\prime}$, with input the $P \times 1$ polyphase component vector $\mathbf{x}(n):=[x(n P) x(n P+1) \ldots x(n P+P-1)]^{\prime}$.

An alternative multichannel interpretation is obtained based on the Fourier Series expansion $f(n ; k)=\sum_{\alpha} F(\alpha ; k) \exp (j \alpha n)$. The resulting Wiener processing allows also for APTV filters, which is particularly useful when $d(n), x(n)$, and thus $\hat{d}(n), e(n)$ are ACS processes. Substituting the expansion in the filter output and multiplying by $\exp (i \alpha k) \exp (-i \alpha k)=1$, we find [22]

$$
\begin{equation*}
\hat{d}(n)=\sum_{\alpha} \sum_{k}\left[F(\alpha ; k) e^{j \alpha k}\right]\left[x(n-k) e^{j \alpha(n-k)}\right]=\sum_{\alpha}\left\{\sum_{k} \tilde{F}(\alpha ; k) \tilde{x}(n-k)\right\}, \tag{17.58}
\end{equation*}
$$

where $\tilde{F}(\tilde{x})$ are the modulated versions of $F(x)$ shown in the square brackets. For CS processes with period $P$, the sum over $\alpha$ in (17.58) has finite terms $\left\{\alpha_{i}=2 \pi i / P\right\}_{i=0}^{P-1}$ and shows that scalar cyclic Wiener filtering is equivalent to a superposition of $P$ time-invariant Wiener filters with inputs $\tilde{x}_{i}(n)$ formed by modulating $x(n)$ with the Fourier bases $\left\{\exp j\left(\alpha_{i} n\right)\right\}_{i=1}^{P-1}$ (see also Fig. 17.15).

### 17.5.2 Identification and Modeling

The need to identify TI and APTV systems (or their inverses for equalization) appears in many applications where input-output or output-only CS data are available. Our first problem in this class deals with identifying pure delay TI systems, $h(n)=\delta(n-D)$, given CS input-output signals observed in correlated noise.

Application 3: Time-delay estimation
We wish to estimate the relative delay $D$ of a CS signal $s(n)$ given data from a pair of sensors

$$
\begin{equation*}
x(n)=s(n)+v_{x}(n), \quad y(n)=s(n-D)+v_{y}(n) . \tag{17.59}
\end{equation*}
$$



FIGURE 17.15: M ultichannel-modulation equivalent of cyclic Wiener filtering.

Signal $s(n)$ is assumed uncorrelated with $v_{x}(n), v_{y}(n)$, but the noises at both sensors are allowed to be colored and correlated with unknown (cross-) spectral characteristics. The time-varying crosscorrelation yieldsthe delay (see also [7] and [70] for additional methods relying on cyclic spectra). In addition to suppressing stationary correlated noise, cyclic statistics can also cope with interferences present at both sensors as we show in the following example.

## EXAMPLE 17.6: Time-delay estimation

Consider $x(n)=w(n) \exp [j(-0.5(n)+0.6)]+i(n) \exp [j(n+1.8)]+v_{x}(n)$, and $y(n)=w(n-$ $D) \exp [j(-0.5(n-D)+0.6)]+i(n-D) \exp [j(n-D+1.8)]+v_{y}(n)$, with $D=20, v_{x}(n)$ white, $v_{y}(n)=v_{x} \star h(n), h(0)=h(10)=0.8$ and $h(n)=0$ for $n \neq 0,10$.

Themagnitude of $\hat{C}_{x y}(\alpha ; \tau)$ is computed as in (17.21) with $N=2,048$ samples and is depicted in Fig. 17.16 (3-D and contour plots). It peaks at the correct delay $D=20$ at cycles $\alpha=2(-0.5)=-1$ (due to the signal) and $\alpha=2(+1)=2$ (due to the interference). The additional peak at delay 10 occurs at cycle $\alpha=0$ and reveals the memory introduced in the correlation of $v_{y}(n)$ due to $h(n)$.


FIGURE 17.16: Cyclic cross-correlation for time-delay estimation.

Relying on (17.46), input-output cyclic statistics allow for identification of TI systems, but in certain applications estimation of $h(n)$ or its inverse [call it $g(n)$ ] is sought based on output data only. In Application 2 we outlined two approaches capable of estimating FIR channels blindly in the absence of noise, even when theinput $w(n)$ isnot white. If $w(n)$ iswhite, it follows easily from (17.36) that $\bar{C}_{x x}$ for two cycles $k_{1}, k_{2}$ satisfies [26]

$$
\begin{gather*}
\sum_{l=0}^{L}\left[\bar{C}_{x x}\left(\frac{2 \pi}{P} k_{1} ; \tau+l\right)-e^{j \frac{2 \pi}{P}\left(k_{2}-k_{1}\right) l} \bar{C}_{x x}\left(\frac{2 \pi}{P} k_{2} ; \tau+l\right)\right] h(l)=0 \\
k_{1} \neq k_{2} \neq 0 \tag{17.60}
\end{gather*}
$$

Thematrix equation that results from (17.60) for different $\tau$ s can besolved to obtain $\{h(l)\}_{l=0}^{L}$ within a scale (assuming that thematrix involved isfull rank), even when stationary colored noise is present. To fix the scale, we either set $h(0)=1$, or, $\sum_{l=0}^{L}|h(l)|^{2}=1$. Having estimated $h(l)$, one could find the cross-correlation $\bar{c}_{x w}(n ; \tau)$ via(17.35) and useit in (17.56) to obtain FIR minimum mean-square error (M M SE, i.e., Wiener) equalizers for recovering the desired input $d(n)=w(n)$. However, as we will see next, it is possible to construct blind equalizers directly from the data bypassing the channel estimation step.


FIGURE 17.17: Cyclic (or multirate) channel-equalizer model.

Application 4: Blind channel equalization
Our setup is described in Fig. 17.8 and theavailabledata satisfy (17.35) with $h(n)$ causal of order $L$. With referenceto Fig. 17.17, we seek a $K$ th order equalizer, $\left\{g^{(d)}(n)\right\}_{n=0}^{K}$, parameterized by the delay $d$, such that $E\left\{|w(n-d)-\hat{w}(n)|^{2}\right\}$ isminimized. Expressing $\hat{w}(n)$ as $\hat{w}(n)=\sum_{k} g^{(d)}(k) x(n P-k)$, and using the whiteness of $w(n)$ and the independence between $w(n)$ and $v(n)$, we arrive at:

$$
\begin{align*}
\sum_{k=0}^{K} g^{(d)}(k) \bar{c}_{x x}(-k ; k-m) & =\sigma_{w}^{2} h^{*}(d P-m) \\
& =0, \quad \text { for } d=0, m>0 \tag{17.61}
\end{align*}
$$

Equation (17.61) can besolved for theequalizer coefficients in batch or adaptiveformsusing recursive least-squares (RLS) or the computationally simpler LM S algorithm suitably modified to computethe cyclic correlation statistics [30]. It turns out that using $\left\{g^{(0)}(k)\right\}_{k=0}^{K}$ one can find $\left\{g^{(d)}(k)\right\}_{k=0}^{K}$ for $d \in[1, L+K]$, which is important because, in practice, nonzero delay equal izers often achieve lower MSE [30].

Another interesting feature of the overall system in Fig. 17.17 is that in the absence of noise $(v(n) \equiv 0)$, the FIR equalizer $\left\{g^{(d)}(n)\right\}_{k=0}^{K}$ can equalize the FIR channel $h(n)$ perfectly in the zeroforcing (ZF) sense: $\sum_{k=0}^{K} g^{(d)}(k) h(n P-k)=\delta(n-d)$, provided that: (1) the channel $H(z)$ has no equispaced zeros on a circle with each zero separated from thenext by $2 \pi / P$, and (2) the equalizer has order satisfying: $K \geq L /(P-1)-1$. Such a ZF equalizer can be found from the solution
of (17.61) provided that conditions (1) and (2) are satisfied. The equalizer obtained is unique when (2) is satisfied as equality, or, when the minimum norm solution is adopted [30]. Recall that with symbol rate sampling ( $P=1$ ), FIR-ZF equalizers are impossible because the inverse of an FIR $H(z)$ is always the IIR $G(z):=1 / H(z)$. Further with $P=1$, FIR-M M SE (i.e., Wiener) equalizers cannot be ZF. In [30], it is also shown that under conditions (1) and (2), it is possible to have FIR hybrid M M SE-ZF equalizers.


FIGURE 17.18: M ultivariate channel-equalizer model.

The FIR channel - FIR equalizer feature can be seen also from the multichannel viewpoint which applies after theCSdata $x(n)$ aremapped to thestationary components $\left\{x_{i}(n)\right\}_{i=0}^{P-1}$, or when $P$ sensors collect symbol rate samples as in (17.38). With referenceto Fig. 17.18, the channel-equalizer transfer functions satisfy, in the absence of noise, the so-called Bezout's identity: $\sum_{i=0}^{P-1} H_{i}(z) G_{i}^{(d)}(z)=$ $z^{-d}$, which is analogous to the condition encountered with perfect reconstruction filterbanks. Given the $L$ th-order FIR analysis bank ( $H_{i}$ ), existence and uniqueness of the $K$ th-order FIR synthesis filters $\left(G_{i}\right)$ is guaranteed when: (1) $\left\{H_{i}(z)\right\}_{i=0}^{P-1}$ have no common zeros, and (2) $K \geq L /(P-1)-1$. Next, we illustrate how the blind M M SE equalizer of (17.61) can be used to mitigate intersymbol interference (ISI) introduced by a two-ray multipath channel.

EXAMPLE 17.7: Direct blind equalization
We generated 16-QAM symbols and passed them through a 7th order FIR channel obtained by sampling at a rate $T_{0} / 2$ thecontinuous-timechannel $h_{c}(t)=\exp (-j 2 \pi 0.15) \rho_{c}\left(t-0.25 T_{0}, 0.35\right)+$ $0.8 \exp (-j 2 \pi 0.6) \rho_{c}\left(t-T_{0}, 0.35\right)$, where $\rho_{c}(t, 0.35)$ denotes the raised cosine pulse with roll-off factor 0.35 [53, p. 546]. We estimated thetime-varying correlations as in (17.24) and solved (17.61) for the equalizer of order $K=6$ and $d=0$. At $\mathrm{SNR}=25 \mathrm{~dB}$, Fig. 17.19, shows the received and equalized constellations illustrating the ability of the blind equalizer to removeISI.

In our final application we will be concerned with parameter estimation of APTV systems.

## Application 5: Parametric APTV modeling

Seasonal (e.g., atmospheric) time series are often modeled as the CS output of a linear (almost) periodically time varying system $h(n ; l)$ with i.i.d. input $w(n)$. Suppose that $x(n)$ obeys an autore gressive $\left[\operatorname{AR}\left(p_{n}\right)\right]$ model with coefficients $a(n ; l)$ which are periodic in $n$ with period $P_{l}$. The time


FIGURE 17.19: Before and after equalization (Example 17.7).
series $x(n)$ and its correlation $c_{x x}(n ; \tau)$ obey the following periodically varying AR recursions:

$$
\begin{align*}
x(n) & +\sum_{l=1}^{p_{n}} a(n ; l) x(n-l)=w(n) \\
c_{x x}(n ; \tau) & +\sum_{l=1}^{p_{n}} a(n ; l) c_{x x}(n-l ; l-\tau)=\sigma_{w}^{2}(n) \delta(\tau) \tag{17.62}
\end{align*}
$$

The"periodic normal equations" in (17.62) can besolved for each $n$ to estimatethe $a(n ; l)$ parameters. Relying on Representation 1,[49] showed how PTV-AR modeling algorithmscan be used to estimate multivariateAR coefficient matrices. Usage of single channel cyclic (instead of multivariate) statistics for parametric modeling of multichannel stationary timeserieswasmotivated on thebasis of potential computational savings; see [49] for details and also [55] for cyclic lattice structures. Maximum likelihood estimation of Periodic ARM A models is reported in [66]. PARM A modeling is important for seasonal time series encountered in meteorology, climatology [41], and stratospheric ozone data analysis [4]. Linear methods for estimating periodic M A coefficients along with important TV-MA parameter identifiability issues can be found in [13] using higher than second-order cyclic statistics.

When both input and output CS data are available, it is possible to identify linear periodically time-varying systems $h(n ; l)$, even in the presence of correlated stationary input and output noise. Taking advantage of nonzero cycles present in the input and/or the system, one employs auto- and cross-cyclic spectra to identify $H(\beta ; \omega)$, the cyclic spectrum of $h(n ; l)$, relying on (17.45) or (17.46), when $w(n)$ is stationary.

If the underlying system is time invariant (e.g., a frequency selective communications channel, or a dispersive delay medium), a closed form solution is possible in the frequency domain. With $\beta=0$, (17.45) yields: $H(\omega)=\bar{S}_{x w}(\alpha ; \omega) / \bar{S}_{w w}(\alpha ; \omega)$, where $\alpha \in A_{w w}^{c}$ (see also [17]). For $L$ thorder FIR system identification a parametric approach in thelag-domain may be preferred because it avoids the trade-offs involved in choosing windows for nonparametric cyclic spectral estimates. One simply solves the following system of linear equations formed by cyclic (cross-) correlations [27]

$$
\begin{equation*}
\sum_{l=0}^{L} h(l) \bar{C}_{w w}(\alpha ; \tau-l)=\bar{C}_{x w}(\alpha ; \tau) \tag{17.63}
\end{equation*}
$$

using batch or adaptive algorithms. If desired, polezero models can then befit in theestimated $\hat{h}(n)$ using Padé or Hankel methods. Estimation of TI systems with correlated input-output disturbances is important not only for open loop identification but also when feedback is present. Therefore, cyclic approaches are also of interest for identification of closed loop systems [ 27].

### 17.6 Concluding Remarks

Cyclostationary processes constitutethe most common class of nonstationary signals encountered in engineering and time series applications. Cyclostationarity appears in signals and systems exhibiting repetitive variations and allows for separation of components on the basis of their cycles. The diversity offered by such a structured variation can be exploited for suppression of stationary noise with unknown spectral characteristics and for blind parameter estimation using a single data record. Variance of finite sample estimates is affected by noise and increases when the cycles are unknown and have to be estimated prior to applying cyclic signal processing algorithms.

Although our discussion focused on linear systems and second-order statistical descriptors, cyclostationarity appears also with nonlinear systems and certain signals exhibit periodicity in their higher than second-order statistics. The latter are especially useful because in both cases the underlying processes are non-Gaussian and second-order analysis cannot characterize them completely. Cyclostationarity in nonlinear time series of the Volterra type is exploited in [21, 31, 46], whereas sample estimation issues and motivating applications of higher-order cyclostationarity can be found in [11, 12, 23, 59] and references therein.

Topics of current interest and future trends include algorithms for nonlinear signal processing, theoretical performance evaluation, and analysis of cyclostationary point processes. As far as applications, exploitation of cyclostationarity is expected to further improve al gorithms in manufacturing problems involving vibrating and rotating components, and will continueto contribute in the design of single and multi-user digital communication systems especially in the presence of fading and time varying multipath environments.
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AFILTER IS, IN ITS M OST BASIC SEN SE, a device that enhances and/or rejects certain components of a signal. To adapt is to change one's characteristics according to some knowledge about one's environment. Taken together, these two terms suggest the goal of an adaptive filter: to alter its selectivity based on the specific characteristics of the signals that are being processed.

In digital signal processing, the term adaptive filters refers to a particular set of computational structures and methods for processing digital signals. While many of the most popular techniques used in adaptive filters have been developed and refined within the past forty years, the field of adaptive filters is part of the larger field of optimization theory that has a history dating back to the scientific work of both Galileo and Gauss in the 18th and 19th centuries. Modern developments in adaptive filters began in the 1930s and 1940s with the efforts of Kolmogorov, Wiener, and Levinson to formulate and solve linear estimation tasks. For those who desire an overview of many of the structures, algorithms, analyses, and applications of adaptivefilters, the seven chapters in this section provide an excellent introduction to several prominent topics in the field.

Chapter 18 presents an overview of adaptive filters, describing many of the applications for which these systems are used today. Thischapter considers basic adaptivefiltering concepts whileproviding an introduction to the popular least-mean-square (LM S) adaptive filter that is often used in these applications.

Chapters 19 and 20 focus on the design of theLM S adaptive filter from two different viewpoints. In the former chapter, the behavior of the LM S adaptive filter is analyzed within a statistical framework that has proven to bequiteuseful for establishing initial choices of the parameter values of this system. The latter chapter studies the behavior of the LMS adaptive filter from a deterministic viewpoint, showing whythissystem behaves robustly even when modeling errors and finite-precision calculation errors continually perturb the state of this adaptive filter.

Chapter 21 presents the techniques used in another popular class of adaptive systems collectively known as recursive least-squares (RLS) adaptive filters. Focusing on the numerical methods that are typically employed in the implementations of thesesystems, thechapter provides a detailed summary of both conventional and "fast" computational methods for these high-performance systems.

Transform domain adaptive filtering is discussed in Chapter 22. Using the frequency-domain and fast convolution techniques described in this chapter, it is possibleboth to reduce the computational complexity and to increasethe performance of LM S adaptivefilters when implemented in block form.

The first five chapters of this section focus almost exclusively on adaptive structures of a finiteimpulse response (FIR) form. In Chapter 23, the subtle performance issues surrounding methods for adaptive infinite-impulse response (IIR) filters are carefully described. The most recent technical results concerning the convergence behavior and stability of each major adaptive IIR algorithm class is provided in an easy-to-follow format.

Finally, Chapter 24 presents an important emerging application area for adaptive filters: blind equalization. This section indicates how an adaptive filter can be adjusted to produce a desirable input/output characteristic without having an example desired output signal on which to betrained.

While adaptive filters have had a long history, new adaptive filter structures and algorithms are continually being developed. In fact, the range of adaptive filtering al gorithms and applications is so great that no one paper, chapter, section, or even book can fully cover the field. Those who desire more information on the topics presented in this section should consult works within the extensive reference lists that appear at the end of each chapter.
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### 18.1 What is an Adaptive Filter?

An adaptive filter is a computational device that attempts to model the relationship between two signals in real timein an iterative manner. Adaptivefilters are often realized either as a set of program instructions running on an arithmetical processing device such as a microprocessor or DSP chip, or as a set of logic operations implemented in a field-programmable gate array (FPGA) or in a semicustom or custom VLSI integrated circuit. However, ignoring any errors introduced by numerical precision effects in these implementations, the fundamental operation of an adaptive filter can be characterized independently of the specific physical realization that it takes. For this reason, we shall focus on the mathematical forms of adaptive filters as opposed to their specific realizations in software or hardware. Descriptions of adaptive filters as implemented on DSP chips and on a dedicated integrated circuit can be found in [1, 2, 3], and [4], respectively.

An adaptive filter is defined by four aspects:

1. the signals being processed by the filter
2. the structure that defines how the output signal of the filter is computed from its input signal
3. the parameters within this structure that can be iteratively changed to alter the filter's input-output relationship
4. the adaptive algorithm that describes how the parameters are adjusted from one time instant to the next

By choosing a particular adaptive filter structure, one specifies the number and type of parameters that can be adjusted. The adaptive algorithm used to update the parameter values of the system can take on a myriad of forms and is often derived as a form of optimization procedure that minimizes an error criterion that is useful for the task at hand.

In this section, we present the general adaptive filtering problem and introduce the mathematical notation for representing the form and operation of the adaptive filter. We then discuss several different structures that have been proven to be useful in practical applications. We provide an overview of the many and varied applications in which adaptive filters have been successfully used. Finally, we give a simple derivation of the least-mean-square (LM S) algorithm, which is perhaps the most popular method for adjusting the coefficients of an adaptive filter, and we discuss some of this algorithm's properties.

As for the mathematical notation used throughout this section, all quantities are assumed to be real-valued. Scalar and vector quantities shall beindicated by lowercase(e.g., $x$ ) and uppercase-bold (e.g., X) letters, respectively. We represent scalar and vector sequences or signals as $x$ ( $n$ ) and $\mathbf{X}(n)$, respectively, wheren denotes the discretetimeor discretespatial index, depending on the application. $M$ atrices and indices of vector and matrix elements shall be understood through the context of the discussion.

### 18.2 The Adaptive Filtering Problem

Figure 18.1 shows a block diagram in which a sample from a digital input signal $x(n)$ is fed into a device, called an adaptive filter, that computes a corresponding output signal sample $y(n)$ at time $n$. For the moment, the structure of the adaptive filter is not important, except for the fact that it contains adjustable parameters whose values affect how $y(n)$ is computed. The output signal is compared to a second signal $d(n)$, called the desired response signal, by subtracting the two samples at time $n$. This difference signal, given by

$$
\begin{equation*}
e(n)=d(n)-y(n), \tag{18.1}
\end{equation*}
$$

is known as the error signal. The error signal is fed into a procedure which alters or adapts the parameters of the filter from time $n$ to time $(n+1)$ in a well-defined manner. This process of adaptation is represented by the oblique arrow that pierces the adaptive filter block in the figure. As thetimeindex $n$ is incremented, it is hoped that theoutput of the adaptive filter becomes a better and better match to the desired response signal through this adaptation process, such that the magnitude of $e(n)$ decreases over time. In this context, what is meant by "better" is specified by the form of the adaptive algorithm used to adjust the parameters of the adaptive filter.

In theadaptivefiltering task, adaptation refersto themethod by which theparameters of the system are changed from time index $n$ to time index $(n+1)$. The number and types of parameters within this system depend on the computational structure chosen for the system. We now discuss different filter structures that have been proven useful for adaptive filtering tasks.

### 18.3 Filter Structures

In general, any system with a finite number of parameters that affect how $y(n)$ is computed from $x(n)$ could be used for the adaptive filter in Fig. 18.1. Definethe parameter or coefficient vector $\mathbf{W}(n)$ as

$$
\begin{equation*}
\mathbf{W}(n)=\left[w_{0}(n) w_{1}(n) \cdots w_{L-1}(n)\right]^{T} \tag{18.2}
\end{equation*}
$$



FIGURE 18.1: The general adaptive filtering problem.
where $\left\{w_{i}(n)\right\}, 0 \leq i \leq L-1$ are the $L$ parameters of the system at time $n$. With this definition, we could define a general input-output relationship for the adaptive filter as

$$
\begin{equation*}
y(n)=f(\mathbf{W}(n), y(n-1), y(n-2), \ldots, y(n-N), x(n), x(n-1), \ldots, x(n-M+1)), \tag{18.3}
\end{equation*}
$$

where $f(\cdot)$ represents any well-defined linear or nonlinear function and $M$ and $N$ arepositiveintegers. Implicit in this definition is the fact that the filter is causal, such that future values of $x(n)$ are not needed to compute $y(n)$. While noncausal filters can be handled in practice by suitably buffering or storing the input signal samples, we do not consider this possibility.

Although (18.3) is the most general description of an adaptive filter structure, we are interested in determining the best linear relationship between the input and desired response signals for many problems. This relationship typically takes the form of a finite-impulse response (FIR) or infiniteimpulse response (IIR) filter. Figure 18.2 shows the structure of a direct-form FIR filter, also known as a tapped-delay-line or transversal filter, where $z^{-1}$ denotes the unit delay element and each $w_{i}(n)$ is a multiplicative gain within the system. In this case, the parameters in $\mathbf{W}(n)$ correspond to the impulse response values of the filter at time $n$. We can write the output signal $y(n)$ as

$$
\begin{align*}
y(n) & =\sum_{i=0}^{L-1} w_{i}(n) x(n-i)  \tag{18.4}\\
& =\mathbf{W}^{T}(n) \mathbf{X}(n), \tag{18.5}
\end{align*}
$$

where $\mathbf{X}(n)=[x(n) x(n-1) \cdots x(n-L+1)]^{T}$ denotes the input signal vector and.$^{T}$ denotes vector transpose. Note that this system requires $L$ multiplies and $L-1$ adds to implement, and these computations are easily performed by a processor or circuit so long as $L$ is not too large and the sampling period for the signals is not too short. It also requires a total of $2 L$ memory locations to store the $L$ input signal samples and the $L$ coefficient values, respectively.


FIGURE 18.2: Structure of an FIR filter.

Thestructure of a direct-form IIR filter is shown in Fig. 18.3. In this case, the output of the system
can be represented mathematically as

$$
\begin{equation*}
y(n)=\sum_{i=1}^{N} a_{i}(n) y(n-i)+\sum_{j=0}^{N} b_{j}(n) x(n-j), \tag{18.6}
\end{equation*}
$$

although the block diagram does not explicitly represent this system in such a fashion. ${ }^{1}$ We could easily write (18.6) using vector notation as

$$
\begin{equation*}
y(n)=\mathbf{W}^{T}(n) \mathbf{U}(n), \tag{18.7}
\end{equation*}
$$

where the $(2 N+1)$-dimensional vectors $\mathbf{W}(n)$ and $\mathbf{U}(n)$ are defined as

$$
\begin{align*}
\mathbf{W}(n) & =\left[a_{1}(n) a_{2}(n) \cdots a_{N}(n) b_{0}(n) b_{1}(n) \cdots b_{N}(n)\right]^{T}  \tag{18.8}\\
\mathbf{U}(n) & =[y(n-1) y(n-2) \cdots y(n-N) x(n) x(n-1) \cdots x(n-N)]^{T}, \tag{18.9}
\end{align*}
$$

respectively. Thus, for purposes of computing the output signal $y(n)$, the IIR structure involves a fixed number of multiplies, adds, and memory locations not unlike the direct-form FIR structure.


FIGURE 18.3: Structure of an IIR filter.

A third structure that has proven useful for adaptive filtering tasks is thelatticefilter. A latticefilter is an FIR structure that employs $L-1$ stages of preprocessing to compute a set of auxiliary signals $\left\{b_{i}(n)\right\}, 0 \leq i \leq L-1$ known as backward prediction errors. These signals have the special property that they are uncorrelated, and they represent the elements of $\mathbf{X}(n)$ through a linear transformation. Thus, the backward prediction errors can be used in place of the delayed input signals in a structure similar to that in Fig. 18.2, and theuncorrelated nature of the prediction errors can provideimproved convergence performance of the adaptive filter coefficients with the proper choice of algorithm. Detail of the lattice structure and its capabilities are discussed in [6].

[^24]A critical issue in the choice of an adaptive filter's structure is its computational complexity. Since the operation of the adaptive filter typically occurs in real time, all of the calculations for the system must occur during one sample time. The structures described above are all useful because $y(n)$ can be computed in a finite amount of time using simple arithmetical operations and finite amounts of memory.

In addition to the linear structures above, one could consider nonlinear systems for which the principleof superposition does not hold when the parameter values are fixed. Such systems areuseful when the relationship between $d(n)$ and $x(n)$ is not linear in nature. Two such classes of systems are the Volterra and bilinear filter classes that compute $y(n)$ based on polynomial representations of the input and past output signals. Algorithms for adapting the coefficients of these types of filters are discussed in [7]. In addition, many of the nonlinear models developed in the field of neural networks, such as the multilayer perceptron, fit the general form of (18.3), and many of the algorithms used for adjusting the parameters of neural networks are related to the algorithms used for FIR and IIR adaptive filters. For a discussion of neural networks in an engineering context, the reader is referred to [8].

### 18.4 The Task of an Adaptive Filter

When considering the adaptive filter problem as illustrated in Fig. 18.1 for the first time, a reader is likely to ask, "If we already have the desired response signal, what is the point of trying to match it using an adaptivefilter?" In fact, the concept of "matching" $y(n)$ to $d(n)$ with somesystem obscures the subtlety of the adaptive filtering task. Consider the following issues that pertain to many adaptive filtering problems:

- In practice, the quantity of interest is not always $d(n)$. Our desire may be to represent in $y(n)$ a certain component of $d(n)$ that is contained in $x(n)$, or it may be to isolate a component of $d(n)$ within the error $e(n)$ that is not contained in $x(n)$. Alternatively, we may be solely interested in the values of the parameters in $\mathbf{W}(n)$ and have no concern about $x(n), y(n)$, or $d(n)$ themselves. Practical examples of each of these scenarios are provided later in this chapter.
- Therearesituationsin which $d(n)$ isnot availableat all times. In such situations, adaptation typically occurs only when $d(n)$ is available. When $d(n)$ is unavailable, we typically use our most-recent parameter estimates to compute $y(n)$ in an attempt to estimatethedesired response signal $d(n)$.
- There are real-world situations in which $d(n)$ is never available. In such cases, one can use additional information about the characteristics of a "hypothetical" $d(n)$, such as its predicted statistical behavior or amplitude characteristics, to form suitable estimates of $d(n)$ from the signals available to the adaptive filter. Such methods are collectively called blind adaptation algorithms. The fact that such schemes even work is a tribute both to the ingenuity of the developers of the algorithms and to thetechnological maturity of the adaptive filtering field.

It should also be recognized that the relationship between $x(n)$ and $d(n)$ can vary with time. In such situations, the adaptive filter attempts to alter its parameter values to follow the changes in this relationship as "encoded" by the two sequences $x(n)$ and $d(n)$. This behavior is commonly referred to as tracking.

### 18.5 Applications of Adaptive Filters

Perhaps the most important driving forces behind the developments in adaptive filters throughout their history have been the wide range of applications in which such systems can be used. We now discuss the forms of these applications in terms of more-general problem classes that describe the assumed relationship between $d(n)$ and $x(n)$. Our discussion illustrates the key issues in selecting an adaptive filter for a particular task. Extensive details concerning the specific issues and problems associated with each problem genre can befound in the references at the end of this chapter.

### 18.5.1 System Identification

Consider Fig. 18.4, which shows the general problem of system identification. In this diagram, the system enclosed by dashed lines isa "black box," meaning that thequantities insideare not observable from the outside. Inside this box is (1) an unknown system which represents a general inputoutput relationship and (2) the signal $\eta(n)$, called the observation noisesignal because it corrupts the observations of the signal at the output of the unknown system.


FIGURE 18.4: System identification.

Let $\widehat{d}(n)$ represent the output of the unknown system with $x(n)$ as its input. Then, the desired response signal in this model is

$$
\begin{equation*}
d(n)=\widehat{d}(n)+\eta(n) . \tag{18.10}
\end{equation*}
$$

Here, the task of the adaptive filter is to accurately represent the signal $\widehat{d}(n)$ at its output. If $y(n)=$ $\widehat{d}(n)$, then the adaptivefilter has accurately modeled or identified the portion of the unknown system that is driven by $x(n)$.

Since the model typically chosen for the adaptive filter is a linear filter, the practical goal of the adaptive filter is to determine the best linear model that describes the input-output relationship of the unknown system. Such a procedure makes the most sense when the unknown system is also a linear model of the same structure as the adaptive filter, as it is possible that $y(n)=\widehat{d}(n)$ for some set of adaptive filter parameters. For ease of discussion, let the unknown system and the adaptive filter both beFIR filters, such that

$$
\begin{equation*}
d(n)=\mathbf{W}_{o p t}^{T}(n) \mathbf{X}(n)+\eta(n), \tag{18.11}
\end{equation*}
$$

where $\mathbf{W}_{\text {opt }}(n)$ is an optimum set of filter coefficients for the unknown system at time $n$. In this problem formulation, the ideal adaptation procedure would adjust $\mathbf{W}(n)$ such that $\mathbf{W}(n)=\mathbf{W}_{\text {opt }}(n)$
as $n \rightarrow \infty$. In practice, the adaptive filter can only adjust $\mathbf{W}(n)$ such that $y(n)$ closely approximates $\widehat{d}(n)$ over time.

The system identification task is at the heart of numerous adaptive filtering applications. We list several of these applications here.

## Channel Identification

In communication systems, useful information istransmitted from one point to another across a medium such as an electrical wire, an optical fiber, or a wireless radio link. Nonidealities of the transmission medium or channel distort thefidelity of thetransmitted signals, making thedeciphering of the received information difficult. In cases where the effects of the distortion can be modeled as a linear filter, the resulting "smearing" of thetransmitted symbols is known as inter-symbol interference (ISI). In such cases, an adaptivefilter can beused to model theeffects of thechannel ISI for purposes of deciphering thereceived information in an optimal manner. In thisproblem scenario, thetransmitter sends to the receiver a sample sequence $x(n)$ that isknown to both the transmitter and receiver. The receiver then attempts to model the received signal $d(n)$ using an adaptive filter whose input is the known transmitted sequence $x(n)$. After a suitable period of adaptation, the parameters of the adaptive filter in $\mathbf{W}(n)$ are fixed and then used in a procedure to decode future signals transmitted across the channel.

Channel identification istypically employed when thefidelity of thetransmitted channel is severely compromised or when simpler techniques for sequence detection cannot be used. Techniques for detecting digital signals in communication systems can befound in [9].

## Plant Identification

In many control tasks, knowledge of the transfer function of a linear plant is required by the physical controller so that a suitable control signal can be calculated and applied. In such cases, we can characterize the transfer function of the plant by exciting it with a known signal $x(n)$ and then attempting to match the output of the plant $d(n)$ with a linear adaptive filter. After a suitable period of adaptation, the system has been adequately modeled, and the resulting adaptive filter coefficients in $\mathbf{W}(n)$ can be used in a control scheme to enable the overall closed-loop system to behave in the desired manner.

In certain scenarios, continuous updates of the plant transfer function estimate provided by $\mathbf{W}$ ( $n$ ) areneeded to allow thecontroller to function properly. A discussion of theseadaptivecontrol schemes and the subtle issues in their use is given in [10, 11].

## Echo Cancellation for Long-Distance Transmission

In voice communication across telephone networks, the existence of junction boxes called hybrids near either end of the network link hampers the ability of the system to cleanly transmit voice signals. Each hybrid allows voices that are transmitted via separate lines or channels across a long-distance network to be carried locally on a single telephone line, thus lowering the wiring costs of the local network. H owever, when small impedance mismatches between the long distance lines and the hybrid junctionsoccur, these hybrids can reflect the transmitted signals back to their sources, and the long transmission times of the long-distance network-about 0.3 s for a trans-oceanic call via a satellite link - turn these reflections into a noticeable echo that makes the understanding of conversation difficult for both callers. The traditional solution to this problem prior to the advent of the adaptive filtering solution was to introduce significant loss into the long-distance network so that echoes would decay to an acceptable level before they became perceptible to the callers. Unfortunately, this solution also reduces the transmission quality of the telephone link and makes the task of connecting long distance calls more difficult.

An adaptivefilter can be used to cancel theechoes caused by thehybrids in this situation. Adaptive
filters are employed at each of the two hybrids within the network. The input $x(n)$ to each adaptive filter is the speech signal being received prior to the hybrid junction, and the desired response signal $d(n)$ is the signal being sent out from the hybrid across the long-distance connection. The adaptive filter attempts to model the transmission characteristics of the hybrid junction as well as any echoes that appear across the long-distance portion of the network. When the system is properly designed, theerror signal $e(n)$ consists almost totally of thelocal talker'sspeech signal, which isthen transmitted over the network. Such systems were first proposed in the mid-1960s [12] and are commonly used today. For more details on this application, see [13, 14].

## Acoustic Echo Cancellation

A related problem to echo cancellation for telephone transmission systems is that of acoustic echo cancellation for conference-style speakerphones. When using a speakerphone, a caller would like to turn up the amplifier gains of both the microphone and the audio loudspeaker in order to transmit and hear the voice signals more clearly. However, the feedback path from the device's loudspeaker to its input microphone causes a distinctive howling sound if these gains are too high. In this case, the culprit is the room's response to the voice signal being broadcast by the speaker; in effect, the room acts as an extremely poor hybrid junction, in analogy with theecho cancellation task discussed previously. A simplesolution to this problem is to only allow one person to speak at atime, a form of operation called half-duplex transmission. However, studies have indicated that half-duplex transmission causes problems with normal conversations, as people typically overlap their phrases with others when conversing.

To maintain full-duplex transmission, an acoustic echo canceller is employed in the speakerphone to model the acoustic transmission path from the speaker to the microphone. The input signal $x(n)$ to the acoustic echo canceller is the signal being sent to the speaker, and the desired response signal $d(n)$ is measured at the microphone on the device. Adaptation of the system occurs continually throughout a telephone call to model any physical changes in the room acoustics. Such devices are readily available in the marketplace today. In addition, similar technology can and is used to remove theecho that occursthrough thecombined radio/room/telephonetransmission path when oneplaces a call to a radio or television talk show. Details of the acoustic echo cancellation problem can be found in [14].

## Adaptive Noise Cancelling

When collecting measurements of certain signals or processes, physical constraints often limit our ability to cleanly measurethequantities of interest. Typically, a signal of interest islinearly mixed with other extraneous noises in the measurement process, and these extraneous noises introduce unacceptable errors in the measurements. H owever, if a linearly related reference version of any one of the extraneous noises can be cleanly sensed at some other physical location in the system, an adaptive filter can be used to determine the relationship between the noise reference $x(n)$ and the component of this noise that is contained in the measured signal $d(n)$. After adaptively subtracting out this component, what remainsin $e(n)$ isthesignal of interest. If several extraneous noises corrupt the measurement of interest, several adaptive filters can be used in parallel as long as suitable noise reference signals are available within the system.

Adaptive noise cancelling has been used for several applications. One of the first was a medical application that enabled the electroencephalogram (EEG) of the fetal heartbeat of an unborn child to be cleanly extracted from the much-stronger interfering EEG of the maternal heartbeat signal. Details of this application as well as several others aredescribed in the seminal paper by Widrow and his colleagues [15].

### 18.5.2 Inverse Modeling

We now consider the general problem of inverse modeling, as shown in Fig. 18.5. In this diagram, a source signal $s(n)$ is fed into an unknown system that produces the input signal $x(n)$ for the adaptive filter. The output of the adaptive filter is subtracted from a desired response signal that is a delayed version of the source signal, such that

$$
\begin{equation*}
d(n)=s(n-\Delta), \tag{18.12}
\end{equation*}
$$

where $\Delta$ is a positive integer value. The goal of the adaptive filter is to adjust its characteristics such that the output signal is an accurate representation of the delayed source signal.


FIGURE 18.5: Inverse modeling.

The inverse modeling task characterizes several adaptive filtering applications, two of which are now described.

## Channel Equalization

Channel equalization is an alternative to the technique of channel identification described previously for the decoding of transmitted signals across nonideal communication channels. In both cases, the transmitter sends a sequence $s(n)$ that is known to both the transmitter and receiver. However, in equalization, the received signal is used as the input signal $x(n)$ to an adaptive filter, which adjusts its characteristics so that its output closely matches a delayed version $s(n-\Delta)$ of the known transmitted signal. After a suitable adaptation period, the coefficients of the system either are fixed and used to decode future transmitted messages or are adapted using a crude estimate of the desired response signal that is computed from $y(n)$. This latter mode of operation is known as decision-directed adaptation.

Channel equalization was one of the first applications of adaptive filters and is described in the pioneering work of Lucky [16]. Today, it remains as one of the most popular uses of an adaptive filter. Practically every computer telephone modem transmitting at rates of 9600 baud (bits per second) or greater contains an adaptive equalizer. Adaptive equalization is also useful for wireless communication systems. Qureshi [17] providesatutorial on adaptiveequalization. A related problem to equalization is deconvolution, a problem that appears in the context of geophysical exploration [18]. Equalization is closely related to linear prediction, a topic that we shall discuss shortly.

## Inverse Plant Modeling

In many control tasks, thefrequency and phase characteristics of the plant hamper the convergence behavior and stability of the control system. We can use a system of the form in Fig. 18.5 to
compensatefor the nonideal characteristics of the plant and as a method for adaptive control. In this case, the signal $s(n)$ is sent at theoutput of thecontroller, and thesignal $x(n)$ isthesignal measured at the output of the plant. The coefficients of the adaptive filter are then adjusted so that the cascade of the plant and adaptive filter can be nearly represented by the pure delay $z^{-\Delta}$. Details of the adaptive algorithms as applied to control tasks in this fashion can befound in [11].

### 18.5.3 Linear Prediction

A third type of adaptive filtering task is shown in Fig. 18.6. In this system, the input signal $x(n)$ is derived from the desired response signal as

$$
\begin{equation*}
x(n)=d(n-\Delta), \tag{18.13}
\end{equation*}
$$

where $\Delta$ is an integer value of delay. In effect, the input signal serves as the desired response signal, and for this reason it is always available. In such cases, the linear adaptive filter attempts to predict future values of the input signal using past samples, giving rise to the name linear prediction for this task.


FIGURE 18.6: Linear prediction.

If an estimate of the signal $x(n+\Delta)$ at time $n$ is desired, a copy of the adaptive filter whose input is the current sample $x(n)$ can be employed to compute this quantity. However, linear prediction has a number of uses besides the obvious application of forecasting future events, as described in the following two applications.

## Linear Predictive Coding

When transmitting digitized versions of real-world signals such as speech or images, the temporal correlation of the signals is a form of redundancy that can be exploited to code the waveform in a smaller number of bits than are needed for its original representation. In these cases, a linear predictor can be used to model the signal correlations for a short block of data in such a way as to reduce the number of bits needed to represent the signal waveform. Then, essential information about the signal model is transmitted along with the coefficients of the adaptive filter for the given data block. Once received, the signal is synthesized using the filter coefficients and the additional signal information provided for the given block of data.

When applied to speech signals, this method of signal encoding enables the transmission of understandable speech at only $2.4 \mathrm{~kb} / \mathrm{s}$, although the reconstructed speech has a distinctly synthetic quality. Predictive coding can be combined with a quantizer to enable higher-quality speech encoding at higher data rates using an adaptive differential pulse-code modulation (ADPCM) scheme. In both of these methods, the lattice filter structure plays an important role because of the way in which it parameterizes the physical nature of the vocal tract. Details about the role of the lattice filter in the linear prediction task can befound in [19].

## Adaptive Line Enhancement

In some situations, the desired response signal $d(n)$ consists of a sum of a broadband signal and a nearly periodic signal, and it is desired to separate these two signals without specific knowledge about the signals (such as the fundamental frequency of the periodic component).

In these situations, an adaptive filter configured as in Fig. 18.6 can be used. For this application, the delay $\Delta$ ischosen to be largeenough such that the broadband component in $x(n)$ is uncorrelated with the broadband component in $x(n-\Delta)$. In this case, the broadband signal cannot be removed by the adaptive filter through its operation, and it remains in the error signal $e(n)$ after a suitable period of adaptation. The adaptive filter's output $y(n)$ converges to the narrowband component, which is easily predicted given past samples. The name line enhancement arises because periodic signals are characterized by lines in their frequency spectra, and these spectral lines are enhanced at the output of the adaptive filter.

For a discussion of the adaptive line enhancement task using LM S adaptive filters, the reader is referred to [20].

### 18.5.4 Feedforward Control

Another problem areacombineselementsof both theinversemodeling and system identification tasks and typifies the types of problems encountered in the area of adaptive control known as feedforward control. Figure 18.7 shows theblock diagram for thissystem, in which the output of theadaptivefilter passes through a plant before it is subtracted from the desired responseto form the error signal. The plant hamperstheoperation of theadaptivefilter by changingtheamplitudeand phasecharacteristics of the adaptive filter's output signal as represented in $e(n)$. Thus, knowledge of the plant is generally required in order to adapt the parameters of the filter properly.

An application that fits this particular problem formulation is active noise control, in which unwanted sound energy propagates in air or a fluid into a physical region in space. In such cases, an electroacoustic system employing microphones, speakers, and one or more adaptive filters can be used to create a secondary sound field that interferes with the unwanted sound, reducing its level in the region via destructive interference. Similar techniques can be used to reduce vibrations in solid media. Details of useful algorithms for the active noise and vibration control tasks can be found in [21, 22].


FIGURE 18.7: Feedforward control.

### 18.6 Gradient-Based Adaptive Algorithms

An adaptive algorithm is a procedure for adjusting the parameters of an adaptive filter to minimize a cost function chosen for the task at hand. In this section, we describe the general form of many adaptive FIR filtering algorithms and present a simple derivation of the LM S adaptive algorithm. In our discussion, we only consider an adaptive FIR filter structure, such that the output signal $y(n)$ is given by (18.5). Such systems are currently more popular than adaptive IIR filters because (1) the input-output stability of the FIR filter structure is guaranteed for any set of fixed coefficients, and (2) the algorithms for adjusting the coefficients of FIR filters are more simple in general than those for adjusting the coefficients of IIR filters.

### 18.6.1 General Form of Adaptive FIR Algorithms

The general form of an adaptive FIR filtering algorithm is

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{G}(e(n), \mathbf{X}(n), \boldsymbol{\Phi}(n)), \tag{18.14}
\end{equation*}
$$

where $\mathbf{G}(\cdot)$ is a particular vector-valued nonlinear function, $\mu(n)$ is a step size parameter, $e(n)$ and $\mathbf{X}(n)$ aretheerror signal and input signal vector, respectively, and $\boldsymbol{\Phi}(n)$ is a vector of states that store pertinent information about the characteristics of the input and error signals and/or the coefficients at previous time instants. In the simplest algorithms, $\boldsymbol{\Phi}(n)$ is not used, and the only information needed to adjust the coefficients at time $n$ are the error signal, input signal vector, and step size.

The step size is so called because it determines the magnitude of the change or "step" that is taken by the algorithm in iteratively determining a useful coefficient vector. Much research effort has been spent characterizing the role that $\mu(n)$ plays in the performance of adaptive filters in terms of the statistical or frequency characteristics of the input and desired response signals. Often, success or failure of an adaptive filtering application depends on how the value of $\mu(n)$ is chosen or calculated to obtain the best performance from the adaptive filter. The issue of choosing $\mu(n)$ for both stable and accurate convergence of the LM S adaptive filter is addressed in Chapter 19 of this H andbook.

### 18.6.2 The Mean-Squared Error Cost Function

The form of $\mathbf{G}(\cdot)$ in (18.14) depends on the cost function chosen for the given adaptive filtering task. We now consider one particular cost function that yields a popular adaptive algorithm.

Define the mean-squared error (MSE) cost function as

$$
\begin{align*}
J_{M S E}(n) & =\frac{1}{2} \int_{-\infty}^{\infty} e^{2}(n) p_{n}(e(n)) d e(n)  \tag{18.15}\\
& =\frac{1}{2} E\left\{e^{2}(n)\right\} \tag{18.16}
\end{align*}
$$

where $p_{n}(e)$ represents the probability density function of the error at time $n$ and $E\{\cdot\}$ is shorthand for the expectation integral on the right-hand side of (18.15). The M SE cost function is useful for adaptive FIR filters because

- $J_{M S E}(n)$ has a well-defined minimum with respect to the parameters in $\mathbf{W}(n)$;
- the coefficient values obtained at this minimum are the ones that minimize the power in the error signal $e(n)$, indicating that $y(n)$ has approached $d(n)$; and
- $J_{M S E}(n)$ is a smooth function of each of the parameters in $\mathbf{W}(n)$, such that it is differentiable with respect to each of the parameters in $\mathbf{W}(n)$.

Thethird point is important in that it enables us to determine both theoptimum coefficient values given knowledge of the statistics of $d(n)$ and $x(n)$ as well as a simpleiterative procedurefor adjusting the parameters of an FIR filter.

### 18.6.3 The Wiener Solution

For the FIR filter structure, the coefficient values in $\mathbf{W}(n)$ that minimize $J_{M S E}(n)$ arewell-defined if the statistics of the input and desired response signals are known. The formulation of this problem for continuous-time signals and the resulting solution was first derived by Wiener [23]. Hence, this optimum coefficient vector $\mathbf{W}_{\text {MSE }}(n)$ is often called the Wiener solution to the adaptive filtering problem. The extension of Wiener's analysis to the discrete-time case is attributed to Levinson [24].

To determine $\mathbf{W}_{M S E}(n)$, we note that the function $J_{M S E}(n)$ in (18.16) is quadratic in the parameters $\left\{w_{i}(n)\right\}$, and the function is also differentiable. Thus, we can use a result from optimization theory that states that the derivatives of a smooth cost function with respect to each of the parameters is zero at a minimizing point on the cost function error surface. Thus, $\mathbf{W}_{\text {MSE }}(n)$ can befound from the solution to the system of equations

$$
\begin{equation*}
\frac{\partial J_{M S E}(n)}{\partial w_{i}(n)}=0, \quad 0 \leq i \leq L-1 . \tag{18.17}
\end{equation*}
$$

Taking derivatives of $J_{M S E}(n)$ in (18.16) and notingthat $e(n)$ and $y(n)$ aregiven by (18.1) and (18.5), respectively, we obtain

$$
\begin{align*}
\frac{\partial J_{M S E}(n)}{\partial w_{i}(n)} & =E\left\{e(n) \frac{\partial e(n)}{\partial w_{i}(n)}\right\}  \tag{18.18}\\
& =-E\left\{e(n) \frac{\partial y(n)}{\partial w_{i}(n)}\right\}  \tag{18.19}\\
& =-E\{e(n) x(n-i)\}  \tag{18.20}\\
& =-\left(E\{d(n) x(n-i)\}-\sum_{j=0}^{L-1} E\{x(n-i) x(n-j)\} w_{j}(n)\right) \tag{18.21}
\end{align*}
$$

wherewehave used the definitions of $e(n)$ and of $y(n)$ for theFIR filter structurein (18.1) and (18.5), respectively, to expand the last result in (18.21).

By defining the matrix $\mathbf{R}_{\mathbf{x x}}(n)$ and vector $\mathbf{P}_{\mathrm{dx}}(n)$ as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n)\right\} \text { and } \mathbf{P}_{\mathrm{d} \mathbf{x}}(n)=E\{d(n) \mathbf{X}(n)\} \tag{18.22}
\end{equation*}
$$

respectively, we can combine (18.17) and (18.21) to obtain the system of equations in vector form as

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}(n) \mathbf{W}_{M S E}(n)-\mathbf{P}_{\mathrm{dx}}(n)=\mathbf{0}, \tag{18.23}
\end{equation*}
$$

where $\mathbf{0}$ is the zero vector. Thus, so long as the matrix $\mathbf{R}_{\mathbf{x x}}(n)$ is invertible, the optimum Wiener solution vector for this problem is

$$
\begin{equation*}
\mathbf{W}_{M S E}(n)=\mathbf{R}_{\mathrm{xx}}^{-1}(n) \mathbf{P}_{\mathrm{dx}}(n) \tag{18.24}
\end{equation*}
$$

### 18.6.4 The Method of Steepest Descent

Themethod of steepest descent is a celebrated optimization procedure for minimizing the value of a cost function $J(n)$ with respect to a set of adjustable parameters $\mathbf{W}(n)$. This procedure adjusts each parameter of the system according to

$$
\begin{equation*}
w_{i}(n+1)=w_{i}(n)-\mu(n) \frac{\partial J(n)}{\partial w_{i}(n)} . \tag{18.25}
\end{equation*}
$$

In other words, the $i$ th parameter of the system is altered according to the derivative of the cost function with respect to the $i$ th parameter. Collecting these equations in vector form, we have

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)-\mu(n) \frac{\partial J(n)}{\partial \mathbf{W}(n)}, \tag{18.26}
\end{equation*}
$$

where $\partial J(n) / \partial \mathbf{W}(n)$ is a vector of derivatives $\partial J(n) / \partial w_{i}(n)$.
For an FIR adaptive filter that minimizes theM SE cost function, we can usethe result in (18.21) to explicitly give the form of the steepest descent procedure in this problem. Substituting these results into (18.25) yields the update equation for $\mathbf{W}(n)$ as

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n)\left(\mathbf{P}_{\mathrm{dx}}(n)-\mathbf{R}_{\mathbf{x x}}(n) \mathbf{W}(n)\right) . \tag{18.27}
\end{equation*}
$$

However, this steepest descent procedure depends on the statistical quantities $E\{d(n) x(n-i)\}$ and $E\{x(n-i) x(n-j)\}$ contained in $\mathbf{P}_{\mathrm{dx}}(n)$ and $\mathbf{R}_{\mathrm{xx}}(n)$, respectively. In practice, we only have measurements of both $d(n)$ and $x(n)$ to be used within the adaptation procedure. While suitable estimates of the statistical quantities needed for (18.27) could be determined from the signals $x(n)$ and $d(n)$, we instead develop an approximate version of the method of steepest descent that depends on the signal values themselves. This procedure is known as the LM S algorithm.

### 18.6.5 The LMS Algorithm

Thecost function $J(n)$ chosen for the steepest descent algorithm of (18.25) determines the coefficient solution obtained by the adaptive filter. If the M SE cost function in (18.16) is chosen, the resulting algorithm depends on thestatistics of $x(n)$ and $d(n)$ because of theexpectation operation that defines this cost function. Since we typically only have measurements of $d(n)$ and of $x(n)$ available to us, we substitute an alternative cost function that depends only on these measurements. One such cost function is the least-squares cost function given by

$$
\begin{equation*}
J_{L S}(n)=\sum_{k=0}^{n} \alpha(k)\left(d(k)-\mathbf{W}^{T}(n) \mathbf{X}(k)\right)^{2} \tag{18.28}
\end{equation*}
$$

where $\alpha(n)$ is a suitable weighting sequencefor the terms within the summation. This cost function, however, is complicated by the fact that it requires numerous computations to calculate its value as well as its derivatives with respect to each $w_{i}(n)$, although efficient recursive methods for its minimization can be developed. SeeChapter 21 for more details on these methods.

Alternatively, we can propose the simplified cost function $J_{L M S}(n)$ given by

$$
\begin{equation*}
J_{L M S}(n)=\frac{1}{2} e^{2}(n) . \tag{18.29}
\end{equation*}
$$

This cost function can be thought of as an instantaneous estimate of the M SE cost function, as $J_{M S E}(n)=E\left\{J_{L M S}(n)\right\}$. Although it might not appear to be useful, the resulting algorithm
obtained when $J_{L M S}(n)$ is used for $J(n)$ in (18.25) is extremely useful for practical applications. Taking derivatives of $J_{L M S}(n)$ with respect to the elements of $\mathbf{W}(n)$ and substituting the result into (18.25), we obtain the LM S adaptive algorithm given by

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) e(n) \mathbf{X}(n) . \tag{18.30}
\end{equation*}
$$

Note that this algorithm is of the general form in (18.14). It also requires only multiplications and additions to implement. In fact, the number and type of operations needed for the LM S algorithm is nearly the same as that of the FIR filter structure with fixed coefficient values, which is one of the reasons for the algorithm's popularity.

The behavior of the LM S algorithm has been widely studied, and numerous results concerning its adaptation characteristics under different situations have been developed. For discussions of some of these results, the reader is referred to Chapters 19 and 20 in this H andbook. For now, we indicate its useful behavior by noting that the solution obtained by the LM S algorithm near its convergent point is related to theW iener solution. In fact, analyses of theLM S algorithm under certain statistical assumptions about the input and desired response signals show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E\{\mathbf{W}(n)\}=\mathbf{W}_{M S E}, \tag{18.31}
\end{equation*}
$$

when the Wiener solution $\mathbf{W}_{M S E}(n)$ is a fixed vector. M oreover, the average behavior of the LMS algorithm is quite similar to that of the steepest descent algorithm in (18.27) that depends explicitly on the statistics of the input and desired response signals. In effect, the iterative nature of the LM S coefficient updates is a form of time-averaging that smooths the errors in the instantaneous gradient calculations to obtain a more reasonable estimate of the true gradient.

### 18.6.6 Other Stochastic Gradient Algorithms

The LMS algorithm is but one of an entire family of algorithms that are based on instantaneous approximations to steepest descent procedures. Such algorithms are known as stochastic gradient algorithms because they use a stochastic version of the gradient of a particular cost function's error surface to adjust the parameters of the filter. As an example, we consider the cost function

$$
\begin{equation*}
J_{S A}(n)=|e(n)|, \tag{18.32}
\end{equation*}
$$

where | $\cdot \mid$ denotes absolute value. Like $J_{L M S}(n)$, this cost function also has a unique minimum at $e(n)=0$, and it is differentiable everywhere except at $e(n)=0$. M oreover, it is the instantaneous value of the mean absolute error cost function $J_{M A E}(n)=E\left\{J_{S A}(n)\right\}$. Taking derivatives of $J_{S A}(n)$ with respect to the coefficients $\left\{w_{i}(n)\right\}$ and substituting the results into (18.25) yields the sign-error algorithm as ${ }^{2}$

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \operatorname{sgn}(e(n)) \mathbf{X}(n), \tag{18.33}
\end{equation*}
$$

where

$$
\operatorname{sgn}(e)=\left\{\begin{array}{rl}
1 & \text { if } e>0  \tag{18.34}\\
0 & \text { if } e=0 \\
-1 & \text { if } e<0
\end{array} .\right.
$$

This algorithm is also of the general form in (18.14).
Thesign error algorithm isauseful adaptivefiltering procedurebecausethetermssgn $(e(n)) x(n-i)$ can be computed easily in dedicated digital hardware. Its convergence properties differ from those of the LMS algorithm, however. Discussions of this and other algorithms based on non-M SE criteria can be found in [25].

[^25]
### 18.6.7 Finite-Precision Effects and Other Implementation Issues

In all digital hardwareand softwareimplementations of the LM S algorithm in (18.30), the quantities $e(n), d(n)$, and $\{x(n-i)\}$ are represented by finite-precision quantities with a certain number of bits. Small numerical errors are introduced in each of the calculations within the coefficient updates in these situations. The effects of these numerical errors are usually less severe in systems that employ floating-point arithmetic, in which all numerical values are represented by both a mantissa and exponent, as compared to systems that employ fixed-point arithmetic, in which a mantissa-only numerical representation is used. The effects of the numerical errors introduced in these cases can be characterized; see[26] for a discussion of these issues.

While knowledge of the numerical effects of finite-precision arithmetic arenecessary for obtaining the best performance from the LM S adaptive filter, it can be generally stated that the LM S adaptive filter performs robustly in the presence of thesenumerical errors. In fact, the apparent robustness of the LMS adaptive filter has led to the development of approximate implementations of (18.30) that are more easily implemented in dedicated hardware. The general form of these implementations is

$$
\begin{equation*}
w_{i}(n+1)=w_{i}(n)+\mu(n) g_{1}(e(n)) g_{2}(x(n-i)), \tag{18.35}
\end{equation*}
$$

where $g_{1}(\cdot)$ and $g_{2}(\cdot)$ are odd-symmetric nonlinearities that are chosen to simplify the implementation of the system. Some of the algorithms described by (18.35) include the sign-data $\left\{g_{1}(e)=e\right.$, $\left.g_{2}(x)=\operatorname{sgn}(x)\right\}$, sign-sign or zero-forcing $\left\{g_{1}(e)=\operatorname{sgn}(e), g_{2}(x)=\operatorname{sgn}(x)\right\}$, and power-of-two quantized algorithms, as well as the sign error algorithm introduced previously. A presentation and comparative analysis of the performance of many of these algorithms can be found in [27].

### 18.6.8 System Identification Example

We now illustrate the actual behavior of the LMS adaptive filter through a system identification example in which the impulse response of a small audio loudspeaker in a room is estimated. A Gaussian-distributed signal with a flat frequency spectrum over the usable frequency range of the loudspeaker is generated and sent through an audio amplifier to the loudspeaker. This sameGaussian signal is sent to a 16-bit analog-to-digital (A/D) converter which samples it at an 8 kHz rate. The sound produced by the loudspeaker propagates to a microphone located several feet away from the loudspeaker, where it is collected and digitized by a second A/D converter also sampling at an 8 kHz rate. Both signals are stored to a computer file for subsequent processing and analysis. The goal of the analysis is to determine the combined impulse response of the loudspeaker/room/microphone sound propagation path. Such information is useful if the loudspeaker and microphone are to be used in the active noise control task described previously, and the general task also resembles that of acoustic echo cancellation for speakerphones.

We processthesesignals using a computer program that implementstheLM S adaptive filter within the MATLAB ${ }^{3}$ signal manipulation environment. In this case, we have normalized the powers of both the Gaussian input signal and desired response signal collected at the microphone to unity, and we have highpass-filtered the microphone signal using a filter with transfer function $H(z)=$ $\left(1-z^{-1}\right) /\left(1-0.95 z^{-1}\right)$ to remove any DC offset in this signal. For this task, we have chosen an $L=100$-coefficient FIR filter adapted using the LM S algorithm in (18.30) with a fixed step size of $\mu=0.0005$ to obtain an accurate estimate of the impulse response of the loudspeaker and room. Figure 18.8 shows the convergence of the error signal in this situation. After about 4000 samples $(0.5 \mathrm{~s})$, the error signal has been reduced to a power that is about $1 / 15(-12 \mathrm{~dB})$ below that of the
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FIGURE 18.8: Convergence of the error signal in the loudspeaker identification experiment.


FIGURE 18.9: The adaptive filter coefficients obtained in the loudspeaker identification experiment.
microphone signal, indicating that the filter has converged. Figure 18.9 shows the coefficients of the adaptive filter at iteration $n=10000$. The impulse response of the loudspeaker/room/microphone path consists of a large pulse corresponding to the direct sound propagation path as well as numerous smaller pulses caused by reflections of sounds off walls and other surfaces in the room.

### 18.7 Conclusions

In this section, we have presented an overview of adaptive filters, emphasizing the applications and basic algorithms that have already proven themselves to be useful in practice. Despite the many contributions in the field, research efforts in adaptive filters continue at a strong pace, and it is likely that new applications for adaptive filters will be developed in the future. To keep abreast of these advances, the reader is urged to consult journals such as the IEEE Transactions on Signal Processing as well as the proceedings of yearly conferences and workshops in the signal processing and related fields.

## References

[1] Kuo, S. and Chen, C., Implementation of adaptive filters with the TM S320C25 or the TM S320C30, in Digital Signal ProcessingA pplicationswith theTM S320Family, Papamichalis, P., Ed., Prentice-H all, Englewood Cliffs, NJ, 1991, 191-271.
[2] AnalogDevices, AdaptiveFilters, in ADSP-21000 Family Application H andbook, vol. 1, Analog Devices, 1994, 157-203.
[3] El-Sharkawy, M., Designing adaptive FIR filters and implementing them on the DSP56002 processor, in Digital Signal Processing Applications with M otorola's DSP56002 Processor, Prentice-Hall, Upper Saddle River, NJ, 1996, 319-342.
[4] Borth, D.E., Gerson, I.A., Haug, J.R., and Thompson, C.D., A flexible adaptive FIR filter VLSI IC, IEEE J. Sel. Areas Commun., 6(3), 494-503, April 1988.
[5] Oppenheim, A.V. and Schafer, A.W., Discrete-Time Signal Processing, Prentice-Hall, Englewood Cliffs, NJ, 1989.
[6] Friedlander, B., Lattice filters for adaptive processing, Proc. IEEE, 70(8), 829-867, Aug. 1982.
[7] M athews, V.J., Adaptive polynomial filters, IEEE Signal Processing Mag., 8(3), 10-26, July 1991.
[8] Haykin, S., Neural Networks: A Comprehensive Foundation, M acmillan, New York, 1994.
[9] Proakis, J.G. and Salehi, M., Communication Systems Engineering, Prentice H all, Englewood Cliffs, NJ, 1994.
[10] Åström, K.G. and Wittenmark, B., AdaptiveControl, Addison-Wesley, Reading, M A, 1989.
[11] Widrow, B. and Walach, E., Adaptive Inverse Control, Prentice H all, Upper Saddle River, NJ, 1996.
[12] Sondhi, M .M ., An adaptive echo canceller, Bell Sys. Tech. J., 46, 497-511, M arch 1967.
[13] M esserschmitt, D.G., Echo cancellation in speech and data transmission, IEEE J. Sel. Areas Commun., SAC-2(2), 283-297, M arch 1984.
[14] Murano, K., Unagami, S., and Amano, F., Echo cancellation and applications, IEEE Commun. M ag., 28(1), 49-55, Jan. 1990.
[15] Widrow, B., Glover, J.R., Jr., M cCool, J.M ., Kaunitz, J., Williams, C.S., Hearn, R.H., Zeidler, J.R., Dong, E., Jr., and Goodlin, R.C., Adaptive noise cancelling: principles and applications, Proc. IEEE, 63(12), 1692-1716, Dec. 1975.
[16] Lucky, R.W., Techniques for adaptive equalization of digital communication systems, Bell Sys. Tech. J., 45, 255-286, Feb. 1966.
[17] Qureshi, S.U.H., Adaptive equalization, Proc. IEEE, 73(9), 1349-1387, Sept. 1985.
[18] Robinson, E.A. and Durrani, T., Geophysical Signal Processing, Prentice-Hall, Englewood Cliffs, NJ, 1986.
[19] M akhoul, J., Linear prediction: A tutorial review, Proc. IEEE, 63(4), 561-580, A pril 1975.
[20] Zeidler, J.R., Performanceanalysis of LM Sadaptiveprediction filters, Proc. IEEE, 78(12), 17811806, Dec. 1990.
[21] Kuo, S.M . and M organ, D.R., Active Noise Control Systems: Algorithms and DSP Implementations, John Wiley \& Sons, New York, 1996.
[22] Fuller, C.R., Elliott, S.J., and Nelson, P.A., ActiveControl of Vibration, Academic Press, London, 1996.
[23] Wiener, N., Extrapolation, Interpolation, and Smoothing of Stationary Time Series, with Engineering Applications, MIT Press, Cambridge, MA, 1949.
[24] Levinson, N., TheWiener RM S (root-mean-square) error criterion in filter design and prediction, J. M ath Phys., 25, 261-278, 1947.
[25] Douglas, S.C. and Meng, T.H.-Y., Stochastic gradient adaptation under general error criteria, IEEE Trans. Signal Processing, 42(6), 1335-1351, June 1994.
[26] Caraiscos, C. and Liu, B., A roundoff error analysis of theLM Sadaptivealgorithm, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-32(1), 34-41, Feb. 1984.
[27] Duttweiler, D.L., Adaptive filter performance with nonlinearities in the correlation multiplier, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-30(4), 578-586, Aug. 1982.

# Convergence Issues in the LM S Adaptive Filter 

Scott C. Douglas
U niversity of U tah
M arkus Rupp
Bell Laboratories
Lucent Technologies

### 19.1 Introduction

19.2 Characterizing the Performance of Adaptive Filters
19.3 Analytical Models, Assumptions, and Definitions System Identification M odel for the Desired Response Signal - Statistical M odels for the Input Signal • The Independence Assumptions• Useful Definitions
19.4 Analysis of the LM S Adaptive Filter
Mean Analysis •M Mean-Square Analysis
19.5 Performance Issues BasicCriteriafor Performance•IdentifyingStationarySystems - Tracking Time Varying Systems
19.6 Selecting Time Varying Step Sizes Normalized Step Sizes • Adaptiveand M atrix Step Sizes • Other Time-Varying Step Size M ethods
19.7 Other Analyses of the LM S Adaptive Filter
19.8 Analysis of Other Adaptive Filters
19.9 Conclusions

References

### 19.1 Introduction

In adaptive filtering, the least-mean-square (LM S) adaptive filter [1] is the most popular and widely used adaptive system, appearing in numerous commercial and scientific applications. The LMS adaptive filter is described by the equations

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu(n) e(n) \mathbf{X}(n)  \tag{19.1}\\
e(n) & =d(n)-\mathbf{W}^{T}(n) \mathbf{X}(n), \tag{19.2}
\end{align*}
$$

where $\mathbf{W}(n)=\left[\begin{array}{llll}w_{0}(n) & w_{1}(n) & \cdots & w_{L-1}(n)\end{array}\right]^{T}$ is the coefficient vector, $\mathbf{X}(n)=[x(n) x(n-$ 1) $\cdots x(n-L+1)]^{T}$ is the input signal vector, $d(n)$ is the desired signal, $e(n)$ is the error signal, and $\mu(n)$ is the step size.

There are three main reasons why the LM S adaptive filter is so popular. First, it is relatively easy to implement in software and hardwaredueto its computational simplicity and efficient useof memory. Second, it performs robustly in the presence of numerical errorscaused by finite-precision arithmetic. Third, its behavior has been analytically characterized to the point where a user can easily set up the system to obtain adequate performance with only limited knowledge about the input and desired response signals.

Our goal in this chapter is to provide a detailed performance analysis of the LM S adaptive filter so that the user of this system understands how the choice of the step size $\mu(n)$ and filter length $L$ affect the performance of the system through the natures of the input and desired response signals $x(n)$ and $d(n)$, respectively. Theorganization of this chapter is asfollows. We first discusswhy analytically characterizing the behavior of the LM S adaptive filter is important from a practical point of view. We then present particular signal models and assumptions that make such analyses tractable. We summarize the analytical results that can be obtained from these models and assumptions, and we discuss the implications of these results for different practical situations. Finally, to overcome some of the limitations of the LM S adaptive filter's behavior, we describe simple extensions of this system that are suggested by the analytical results. In all of our discussions, we assume that the reader is familiar with the adaptive filtering task and the LM S adaptive filter as described in Chapter 18 of this Handbook.

### 19.2 Characterizing the Performance of Adaptive Filters

There are two practical methods for characterizing the behavior of an adaptive filter. The simplest method of all to understand is simulation. In simulation, a set of input and desired response signals are either collected from a physical environment or are generated from a mathematical or statistical model of the physical environment. These signals are then processed by a software program that implements the particular adaptive filter under evaluation. By trial-and-error, important design parameters, such as the step size $\mu(n)$ and filter length $L$, are selected based on theobserved behavior of the system when operating on these example signals. Once these parameters are selected, they are used in an adaptive filter implementation to process additional signals as they are obtained from the physical environment. In the case of a real-time adaptivefilter implementation, the design parameters obtained from simulation are encoded within the real-time system to allow it to process signals as they are continuously collected.

While straightforward, simulation has two drawbacks that make it a poor sole choice for characterizing the behavior of an adaptive filter:

- Selecting design parameters via simulation alone is an iterativeand time-consuming process. Without any other knowledge of theadaptivefilter's behavior, thenumber of trials needed to select thebest combination of design parameters isdaunting, even for systemsas simple as the LM S adaptive filter.
- The amount of data needed to accurately characterize the behavior of the adaptive filter for all cases of interest may be large. If real-world signal measurements are used, it may be difficult or costly to collect and store the large amounts of data needed for simulation characterizations. M oreover, oncethis data is collected or generated, it must be processed bythesoftwareprogram that implementstheadaptivefilter, which can betime-consuming as well.

For these reasons, wearemotivated to develop an analysisof theadaptivefilter under study. In such an analysis, theinput and desired responsesignals $x(n)$ and $d(n)$ arecharacterized by certain properties that govern the forms of these signals for the application of interest. Often, these properties are statistical in nature, such as the means of the signals or the correlation between two signals at different timeinstants. An analytical description of theadaptivefilter's behavior isthen developed that is based on these signal properties. Once this analytical description is obtained, the design parameters are selected to obtain thebest performance of the system as predicted by the analysis. What is considered "best performance" for the adaptive filter can often be specified directly within the analysis, without the need for iterative calculations or extensive simulations.

Usually, both analysis and simulation areemployed to select design parameters for adaptivefilters,
as the simulation results provide a check on the accuracy of the signal models and assumptions that are used within the analysis procedure.

### 19.3 Anal ytical Models, Assumptions, and Definitions

Thetype of analysisthat weemploy has a long-standing history in thefield of adaptivefilters[2]- [6]. Our analysis uses statistical models for theinput and desired response signals, such that any collection of samples from the signals $x(n)$ and $d(n)$ have well-defined joint probability density functions (p.d.f.s). With this model, we can study the average behavior of functions of the coefficients $\mathbf{W}$ ( $n$ ) at each time instant, where "average" implies taking a statistical expectation over the ensemble of possible coefficient values. For example, the mean value of the $i$ th coefficient $w_{i}(n)$ is defined as

$$
\begin{equation*}
E\left\{w_{i}(n)\right\}=\int_{-\infty}^{\infty} w p_{w_{i}}(w, n) d w \tag{19.3}
\end{equation*}
$$

where $p_{w_{i}}(w, n)$ is the probability distribution of the $i$ th coefficient at time $n$. The mean value of the coefficient vector at time $n$ is defined as $E\{\mathbf{W}(n)\}=\left[E\left\{w_{0}(n)\right\} E\left\{w_{1}(n)\right\} \cdots E\left\{w_{L-1}(n)\right\}\right]^{T}$.

While it is usually difficult to evaluate expectations such as (19.3) directly, we can employ several simplifying assumptions and approximations that enable the formation of evolution equations that describe the behavior of quantities such as $E\{\mathbf{W}(n)\}$ from one time instant to the next. In this way, we can predict the evolutionary behavior of the LM S adaptive filter on average. M ore importantly, we can study certain characteristics of this behavior, such as the stability of the coefficient updates, the speed of convergence of the system, and the estimation accuracy of the filter in steady-state. Because of their role in the analyses that follow, we now describe these simplifying assumptions and approximations.

### 19.3.1 System Identification Model for the Desired Response Signal

For our analysis, we assume that the desired response signal is generated from the input signal as

$$
\begin{equation*}
d(n)=\mathbf{W}_{o p t}^{T} \mathbf{X}(n)+\eta(n) \tag{19.4}
\end{equation*}
$$

where $\mathbf{W}_{\text {opt }}=\left[\begin{array}{llll}w_{0, \text { opt }} & w_{1, \text { opt }} & \cdots & w_{L-1, o p t}\end{array}\right]^{T}$ is a vector of optimum FIR filter coefficients and $\eta(n)$ is a noise signal that is independent of the input signal. Such a model for $d(n)$ is realistic for several important adaptive filtering tasks. For example, in echo cancellation for telephonenetworks, the optimum coefficient vector $\mathbf{W}_{\text {opt }}$ contains the impulse response of the echo path caused by the impedance mismatches at hybrid junctions within the network, and the noise $\eta(n)$ is the near-end source signal [7]. The model is also appropriate in system identification and modeling tasks such as plant identification for adaptive control [8] and channel modeling for communication systems [9]. M oreover, most of the results obtained from this model are independent of the specific impulse response values within $\mathbf{W}_{\text {opt }}$, so that general conclusions can be readily drawn.

### 19.3.2 Statistical Models for the Input Signal

Given the desired responsesignal model in (19.4), we now consider useful and appropriate statistical models for the input signal $x(n)$. Here, we are motivated by two typically conflicting concerns: (1) the need for signal models that are realistic for several practical situations and (2) the tractability of the analyses that the models allow. We consider two input signal models that have proven useful for predicting the behavior of the LM S adaptive filter.

## Independent and Identically Distributed (I.I.D.) Random Processes

In digital communication tasks, an adaptive filter can beused to identify the dispersivecharacteristics of the unknown channel for purposes of decoding future transmitted sequences [9]. In this application, the transmitted signal is a bit sequence that is usually zero mean with a small number of amplitude levels. For example, a non-return-to-zero (NRZ) binary signal takes on the values of $\pm 1$ with equal probability at each time instant. M oreover, due to the nature of the encoding of the transmitted signal in many cases, any set of $L$ samples of the signal can be assumed to be independent and identically distributed (i.i.d.). For an i.i.d. random process, the p.d.f. of the samples $\left\{x\left(n_{1}\right), x\left(n_{2}\right), \ldots, x\left(n_{L}\right)\right\}$ for any choices of $n_{i}$ such that $n_{i} \neq n_{j}$ is

$$
\begin{equation*}
p_{\mathrm{x}}\left(x\left(n_{1}\right), x\left(n_{2}\right), \ldots, x\left(n_{L}\right)\right)=p_{x}\left(x\left(n_{1}\right)\right) p_{x}\left(x\left(n_{2}\right)\right) \cdots p_{x}\left(x\left(n_{L}\right)\right) \tag{19.5}
\end{equation*}
$$

where $p_{x}(\cdot)$ and $p_{\mathrm{x}}(\cdot)$ are the univariate and $L$-variate probability densities of the associated random variables, respectively.

Zero-mean and statistically independent random variables are also uncorrelated, such that

$$
\begin{equation*}
E\left\{x\left(n_{i}\right) x\left(n_{j}\right)\right\}=0 \tag{19.6}
\end{equation*}
$$

for $n_{i} \neq n_{j}$, although uncorrelated random variables are not necessarily statistically independent. The input signal model in (19.5) is useful for analyzing the behavior of the LMS adaptive filter, as it allows a particularly simple analysis of this system.

## Spherically Invariant Random Processes (SIRPs)

In acoustic echo cancellation for speakerphones, an adaptivefilter can be used to electronically isolatethespeaker and microphoneso that theamplifier gainswithin thesystem can beincreased [10]. In this application, the input signal to the adaptive filter consists of samples of bandlimited speech. It has been shown in experimentsthat samples of a bandlimited speech signal taken over a short time period (e.g., 5 ms ) have so-called "spherically invariant" statistical properties. Spherically invariant random processes (SIRPs) are characterized by multivariate p.d.f.s that depend on a quadratic form of their arguments, given by $\mathbf{X}^{T}(n) \mathbf{R}_{\mathrm{xx}}^{-1} \mathbf{X}(n)$, where

$$
\begin{equation*}
\mathbf{R}_{\mathbf{x x}}=E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n)\right\} \tag{19.7}
\end{equation*}
$$

is the $L$-dimensional input signal autocorrelation matrix of the stationary signal $x(n)$. The bestknown representative of this class of stationary stochastic processes is the jointly Gaussian random process for which the joint p.d.f. of the elements of $\mathbf{X}(n)$ is

$$
\begin{equation*}
p_{\mathbf{x}}(x(n), \ldots, x(n-L+1))=\left((2 \pi)^{L} \operatorname{det}\left(\mathbf{R}_{\mathbf{x x}}\right)\right)^{-1 / 2} \exp \left(-\frac{1}{2} \mathbf{X}^{T}(n) \mathbf{R}_{\mathbf{x x}}^{-1} \mathbf{X}(n)\right) \tag{19.8}
\end{equation*}
$$

where $\operatorname{det}\left(\mathbf{R}_{\mathrm{xx}}\right)$ is the determinant of the matrix $\mathbf{R}_{\mathrm{xx}}$. More generally, SIRPs can be described by a weighted mixture of Gaussian processes as

$$
\begin{align*}
p_{\mathbf{x}}(x(n), \ldots, x(n-L+1)= & \int_{0}^{\infty}\left((2 \pi|u|)^{L} \operatorname{det}\left(\overline{\mathbf{R}}_{\mathrm{xx}}\right)\right)^{-1 / 2} \\
& \times p_{\sigma}(u) \exp \left(-\frac{1}{2 u^{2}} \mathbf{X}^{T}(n) \overline{\mathbf{R}}_{\mathrm{xx}}^{-1} \mathbf{X}(n)\right) d u \tag{19.9}
\end{align*}
$$

where $\overline{\mathbf{R}}_{\mathrm{xx}}$ is the autocorrelation matrix of a zero-mean, unit-variance jointly Gaussian random process. In (19.9), the p.d.f. $p_{\sigma}(u)$ is a weighting function for the value of $u$ that scales the standard deviation of this process. In other words, any singlerealization of aSI RP isa Gaussian random process with an autocorrelation matrix $u^{2} \overline{\mathbf{R}}_{\mathrm{xx}}$. Each realization, however, will have a different variance $u^{2}$.

As described, the above SIRP model does not accurately depict the statistical nature of a speech signal. The variance of a speech signal varies widely from phoneme (vowel) to fricative (consonant) utterances, and this burst-like behavior is uncharacteristic of Gaussian signals. The statistics of such behavior can be accurately modeled if a slowly varying value for the random variable $u$ in (19.9) is allowed. Figure 19.1 depicts the differences between a nearly SIRP and an SIRP. In this system, either the random variable $u$ or a sample from the slowly varying random process $u(n)$ is created and used to scale the magnitude of a sample from an uncorrelated Gaussian random process. Depending on the position of the switch, either an SIRP (upper position) or a nearly SIRP (lower position) is created. The linear filter $F(z)$ is then used to produce the desired autocorrelation function of the SIRP. So long as the value of $u(n)$ changes slowly over time, $\mathbf{R}_{\mathbf{x x}}$ for the signal $x(n)$ as produced from this system is approximately the same as would be obtained if the value of $u(n)$ were fixed, except for the amplitude scaling provided by the value of $u(n)$.


FIGURE 19.1: Generation of SIRPs and nearly SIRPs.

The random process $u(n)$ can begenerated by filtering a zero-mean uncorrelated Gaussian process with a narrow-bandwidth lowpass filter. With this choice, the system generates samples from the so-called $K_{0}$ p.d.f., also known as the M acDonald function or degenerated Bessel function of the second kind [11]. This density is a reasonable match to that of typical speech sequences, although it does not necessarily generate sequences that sound likespeech. Given a short-length speech sequence from a particular speaker, one can also determine the proper $p_{\sigma}(u)$ needed to generate $u(n)$ as well as the form of the filter $F(z)$ from estimates of the amplitude and correlation statistics of the speech sequence, respectively.

In addition to adaptivefiltering, SIRPs are also useful for characterizing the performance of vector quantizers for speech coding. Details about the properties of SI RPs can be found in [12].

### 19.3.3 The Independence Assumptions

In the LM S adaptive filter, the coefficient vector $\mathbf{W}(n)$ is a complex function of the current and past samples of the input and desired response signals. This fact would appear to foil any attempts to develop equations that describe the evolutionary behavior of the filter coefficients from one time instant to the next. One way to resolve this problem is to make further statistical assumptions about the nature of the input and the desired response signals. We now describe a set of assumptions that have proven to be useful for predicting the behaviors of many types of adaptive filters.

The Independence Assumptions: Elements of the vector $\mathbf{X}$ ( $n$ ) are statistically independent of the elements of the vector $\mathbf{X}(m)$ if $m \neq n$. In addition, samples from the noise signal $\eta(n)$ arei.i.d. and independent of the input vector sequence $\mathbf{X}(k)$ for all $k$ and $n$.

A careful study of thestructure of the input signal vector indicates that the independence assumptions are never true, as the vector $\mathbf{X}$ ( $n$ ) shares elements with $\mathbf{X}(n-m)$ if $|m|<L$ and thus cannot be independent of $\mathbf{X}(n-m)$ in this case. M oreover, $\eta(n)$ is not guaranteed to be independent from sampleto sample. Even so, numerous analyses and simulationshaveindicated that these assumptions lead to a reasonably accurate characterization of the behavior of the LMS and other adaptive filter algorithms for small step size values, even in situations where the assumptions are grossly violated. In addition, analyses using the independence assumptions enable a simple characterization of the LM S adaptive filter's behavior and provide reasonable guidelines for selecting the filter length $L$ and step size $\mu(n)$ to obtain good performance from the system.

It has been shown that the independence assumptionslead to a first-order-in- $\mu(n)$ approximation to a more accurate description of the LMS adaptive filter's behavior [13]. For this reason, the analytical results obtained from these assumptions are not particularly accurate when the step size is near the stability limits for adaptation. It is possible to derive an exact statistical analysis of the LM S adaptive filter that does not use theindependenceassumptions[14], although the exact analysis is quite complex for adaptive filters with more than a few coefficients. From the results in [14], it appears that the analysis obtained from the independence assumptions is most inaccurate for large step sizes and for input signals that exhibit a high degree of statistical correlation.

### 19.3.4 Useful Definitions

In our analysis, we definethe minimum mean-squared error (MSE) solution as the coefficient vector $\mathbf{W}(n)$ that minimizes the mean-squared error criterion given by

$$
\begin{equation*}
\xi(n)=E\left\{e^{2}(n)\right\} . \tag{19.10}
\end{equation*}
$$

Since $\xi(n)$ is a function of $\mathbf{W}(n)$, it can be viewed as an error surface with a minimum that occurs at the minimum M SE solution. It can be shown for the desired responsesignal model in (19.4) that the minimum M SE solution is $\mathbf{W}_{\text {opt }}$ and can be equivalently defined as

$$
\begin{equation*}
\mathbf{W}_{o p t}=\mathbf{R}_{\mathrm{xx}}^{-1} \mathbf{P}_{\mathrm{dx}}, \tag{19.11}
\end{equation*}
$$

where $\mathbf{R}_{\mathbf{x x}}$ is as defined in (19.7) and $\mathbf{P}_{\mathrm{dx}}=E\{d(n) \mathbf{X}(n)\}$ is the cross-correlation of $d(n)$ and $\mathbf{X}(n)$. When $\mathbf{W}(n)=\mathbf{W}_{\text {opt }}$, the value of the minimum M SE is given by

$$
\begin{equation*}
\xi_{\min }=\sigma_{\eta}^{2} \tag{19.12}
\end{equation*}
$$

where $\sigma_{\eta}^{2}$ is the power of the signal $\eta(n)$.

We define the coefficient error vector $\mathbf{V}(n)=\left[\begin{array}{lll}v_{0}(n) & \cdots & v_{L-1}(n)\end{array}\right]^{T}$ as

$$
\begin{equation*}
\mathbf{V}(n)=\mathbf{W}(n)-\mathbf{W}_{o p t}, \tag{19.13}
\end{equation*}
$$

such that $\mathbf{V}(n)$ represents the errors in the estimates of the optimum coefficients at time $n$. Our study of the LM S algorithm focuses on the statistical characteristics of the coefficient error vector. In particular, we can characterize the approximate evolution of the coefficient error correlation matrix $\mathbf{K}(n)$, defined as

$$
\begin{equation*}
\mathbf{K}(n)=E\left\{\mathbf{V}(n) \mathbf{V}^{T}(n)\right\} \tag{19.14}
\end{equation*}
$$

Another quantity that characterizes the performance of the LM S adaptive filter is the excess meansquared error (excess M SE), defined as

$$
\begin{align*}
\xi_{e x}(n) & =\xi(n)-\xi_{\min } \\
& =\xi(n)-\sigma_{\eta}^{2}, \tag{19.15}
\end{align*}
$$

where $\xi(n)$ is as defined in (19.10). The excess M SE is the power of the additional error in the filter output due to the errors in the filter coefficients. An equivalent measure of the excess M SE in steady-state is the misadjustment, defined as

$$
\begin{equation*}
M=\lim _{n \rightarrow \infty} \frac{\xi_{e x}(n)}{\sigma_{\eta}^{2}} \tag{19.16}
\end{equation*}
$$

such that the quantity $(1+M) \sigma_{\eta}^{2}$ denotes the total M SE in steady-state.
Under the independence assumptions, it can be shown that the excess M SE at any time instant is related to $\mathbf{K}(n)$ as

$$
\begin{equation*}
\xi_{e x}(n)=\operatorname{tr}\left[\mathbf{R}_{\mathbf{x x}} \mathbf{K}(n)\right], \tag{19.17}
\end{equation*}
$$

where the trace $\operatorname{tr}[\cdot]$ of a matrix is the sum of its diagonal values.

### 19.4 Anal ysis of the LMS Adaptive Filter

We now analyze the behavior of the LM S adaptive filter using the assumptions and definitions that wehave provided. For thefirst portion of our analysis, wecharacterize the mean behavior of thefilter coefficients of the LM S algorithm in (19.1) and (19.2). Then, we provide a mean-square analysis of the system that characterizes the natures of $\mathbf{K}(n), \xi_{e x}(n)$, and $M$ in (19.14), (19.15), and (19.16), respectively.

### 19.4.1 Mean Analysis

By substituting the definition of $d(n)$ from the desired response signal model in (19.4) into the coefficient updates in (19.1) and (19.2), we can express the LM S algorithm in terms of the coefficient error vector in (19.13) as

$$
\begin{equation*}
\mathbf{V}(n+1)=\mathbf{V}(n)-\mu(n) \mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{V}(n)+\mu(n) \eta(n) \mathbf{X}(n) . \tag{19.18}
\end{equation*}
$$

We take expectations of both sides of (19.18), which yields

$$
\begin{equation*}
E\{\mathbf{V}(n+1)\}=E\{\mathbf{V}(n)\}-\mu(n) E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{V}(n)\right\}+\mu(n) E\{\eta(n) \mathbf{X}(n)\}, \tag{19.19}
\end{equation*}
$$

in which we have assumed that $\mu(n)$ does not depend on $\mathbf{X}(n), d(n)$, or $\mathbf{W}(n)$.

In many practical cases of interest, either the input signal $x(n)$ and/or the noise signal $\eta(n)$ is zeromean, such that the last term in (19.19) is zero. M oreover, under the independence assumptions, it can be shown that $\mathbf{V}(n)$ is approximately independent of $\mathbf{X}(n)$, and thus the second expectation on the right-hand side of (19.19) is approximately given by

$$
\begin{align*}
E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{V}(n)\right\} & \approx E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n)\right\} E\{\mathbf{V}(n)\} \\
& =\mathbf{R}_{\mathbf{x x}} E\{\mathbf{V}(n)\} . \tag{19.20}
\end{align*}
$$

Combining these results with (19.19), we obtain

$$
\begin{equation*}
E\{\mathbf{V}(n+1)\}=\left(\mathbf{I}-\mu(n) \mathbf{R}_{\mathbf{x x}}\right) E\{\mathbf{V}(n)\} \tag{19.21}
\end{equation*}
$$

The simple expression in (19.21) describes the evolutionary behavior of the mean values of the errors in the LM S adaptive filter coefficients. M oreover, if the step size $\mu(n)$ is constant, then we can write(19.21) as

$$
\begin{equation*}
E\{\mathbf{V}(n)\}=\left(\mathbf{I}-\mu \mathbf{R}_{\mathbf{x x}}\right)^{n} E\{\mathbf{V}(0)\}, \tag{19.22}
\end{equation*}
$$

To further simplify this matrix equation, note that $\mathbf{R}_{\mathrm{xx}}$ can be described by its eigenvalue decomposition as

$$
\begin{equation*}
\mathbf{R}_{\mathrm{xx}}=\mathbf{Q} \Lambda \mathbf{Q}^{T} \tag{19.23}
\end{equation*}
$$

where $\mathbf{Q}$ is a matrix of the eigenvectors of $\mathbf{R}_{\mathbf{x x}}$ and $\Lambda$ is a diagonal matrix of the eigenvalues $\left\{\lambda_{0}, \lambda_{1}, \ldots, \lambda_{L-1}\right\}$ of $\mathbf{R}_{\mathrm{xx}}$, which are all real valued because of the symmetry of $\mathbf{R}_{\mathrm{xx}}$. Through some simple manipulations of (19.22), we can express the $(i+1)$ th element of $E\{\mathbf{W}(n)\}$ as

$$
\begin{equation*}
E\left\{w_{i}(n)\right\}=w_{i, o p t}+\sum_{j=0}^{L-1} q_{i j}\left(1-\mu \lambda_{j}\right)^{n} E\left\{\tilde{v}_{j}(0)\right\} \tag{19.24}
\end{equation*}
$$

where $q_{i j}$ is the $(i+1, j+1)$ th element of the eigenvector matrix $\mathbf{Q}$ and $\widetilde{v}_{j}(n)$ is the $(j+1)$ th element of the rotated coefficient error vector defined as

$$
\begin{equation*}
\widetilde{\mathbf{V}}(n)=\mathbf{Q}^{T} \mathbf{V}(n) \tag{19.25}
\end{equation*}
$$

From (19.21) and (19.24), we can state several results concerning the mean behaviors of the LM S adaptive filter coefficients:

- The mean behavior of the LM S adaptive filter as predicted by (19.21) is identical to that of the method of steepest descent for this adaptive filtering task. Discussed in Chapter 18 of thisH andbook, the method of steepest descent is an iterativeoptimization procedurethat requires precise knowledge of the statistics of $x(n)$ and $d(n)$ to operate. That the LM S adaptive filter's average behavior is similar to that of steepest descent was recognized in one of the earliest publications of the LM S adaptive filter [1].
- The mean value of any LMS adaptive filter coefficient at any time instant consists of the sum of the optimal coefficient value and a weighted sum of exponentially converging and/or diverging terms. These error terms depend on the elements of the eigenvector matrix $\mathbf{Q}$, the eigenvalues of $\mathbf{R}_{\mathbf{x x}}$, and the mean $E\{\mathbf{V}(0)\}$ of the initial coefficient error vector.
- If all of the eigenvalues $\left\{\lambda_{j}\right\}$ of $\mathbf{R}_{\mathbf{x x}}$ arestrictly positive and

$$
\begin{equation*}
0<\mu<\frac{2}{\lambda_{j}} \tag{19.26}
\end{equation*}
$$

for all $0<j<L-1$, then the means of the filter coefficients converge exponentially to their optimum values. This result can be found directly from (19.24) by noting that the quantity $\left(1-\mu \lambda_{j}\right)^{n} \rightarrow 0$ as $n \rightarrow \infty$ if $\left|1-\mu \lambda_{j}\right|<1$.

- The speeds of convergence of the means of the coefficient values depend on the eigenvalues $\lambda_{i}$ and the step size $\mu$. In particular, we can define the time constant $\tau_{j}$ of the $j$ th term within the summation on the right hand side of (19.24) as the approximate number of iterations it takesfor thisterm to reach $(1 / e)$ th its initial value. For step sizes in therange $0<\mu \ll 1 / \lambda_{\max }$ where $\lambda_{\max }$ is the maximum eigenvalue of $\mathbf{R}_{\mathbf{x x}}$, this time constant is

$$
\begin{equation*}
\tau_{j}=-\frac{1}{\ln \left(1-\mu \lambda_{j}\right)} \approx \frac{1}{\mu \lambda_{j}} \tag{19.27}
\end{equation*}
$$

Thus, faster convergence is obtained as the step size is increased. H owever, for step size values greater than $1 / \lambda_{\max }$, the speeds of convergence can actually decrease. M oreover, the convergence of the system islimited by itsmean-squared behavior, as we shall indicate shortly.

## An Example

Consider the behavior of an $L=2$-coefficient LMS adaptive filter in which $x(n)$ and $d(n)$ are generated as

$$
\begin{align*}
x(n) & =0.5 x(n-1)+\frac{\sqrt{3}}{2} z(n)  \tag{19.28}\\
d(n) & =x(n)+0.5 x(n-1)+\eta(n), \tag{19.29}
\end{align*}
$$

where $z(n)$ and $\eta(n)$ are zero-mean uncorrelated jointly Gaussian signals with variances of one and 0.01 , respectively. It is straightforward to show for these signal statistics that

$$
\mathbf{W}_{\text {opt }}=\left[\begin{array}{c}
1  \tag{19.30}\\
0.5
\end{array}\right] \text { and } \mathbf{R}_{\mathrm{xx}}=\left[\begin{array}{cc}
1 & 0.5 \\
0.5 & 1
\end{array}\right] .
$$

Figure19.2(a) depictsthebehavior of themean analysisequation in (19.24) for thesesignal statistics, where $\mu(n)=0.08$ and $\mathbf{W}(0)=[4-0.5]^{T}$. Each circle on this plot corresponds to the value of $E\{\mathbf{W}(n)\}$ for a particular time instant. Shown on this $\left\{w_{0}, w_{1}\right\}$ plot are the coefficient error axes $\left\{v_{0}, v_{1}\right\}$, the rotated coefficient error axes $\left\{\widetilde{v}_{0}, \widetilde{v}_{1}\right\}$, and the contours of the excess M SE error surface $\xi_{e x}$ as a function of $w_{0}$ and $w_{1}$ for values in the set $\{0.1,0.2,0.5,1,2,5,10,20\}$. Starting from the initial coefficient vector $\mathbf{W}(0), E\{\mathbf{W}(n)\}$ converge toward $\mathbf{W}_{\text {opt }}$ by reducing the components of the mean coefficient error vector $E\{\mathbf{V}(n)\}$ along the rotated coefficient error axes $\left\{\widetilde{v}_{0}, \widetilde{v}_{1}\right\}$ according to the exponential weighting factors $\left(1-\mu \lambda_{0}\right)^{n}$ and $\left(1-\mu \lambda_{1}\right)^{n}$ in (19.24).

For comparison, Fig. 19.2(b) shows five different simulation runs of an LM S adaptive filter operating on Gaussian signals generated according to (19.28) and (19.29), where $\mu(n)=0.08$ and $\mathbf{W}(0)=[4-0.5]^{T}$ in each case. Although any single simulation run of the adaptive filter shows a considerably more erratic convergence path than that predicted by (19.24), one observes that the average of these coefficient trajectories roughly follows the same path as that of the analysis.


FIGURE 19.2: Comparison of the predicted and actual performances of the LM S adaptive filter in thedowke-creffirefest example: (a) the behavior predicted by the mean analysis, and (b) the actual LM S adaptive filter behavior for five different simulation runs.

### 19.4.2 Mean-Square Anal ysis

Although (19.24) characterizes the mean behavior of the LM S adaptive filter, it does not indicate the nature of the fluctuations of the filter coefficients about their mean values, as indicated by the actual behavior of the LMS adaptive filter in Fig. 19.2(b). The magnitudes of these fluctuations can be accurately characterized through a mean-square analysis of the LM S adaptive filter. Because the coefficient error correlation matrix $\mathbf{K}$ ( $n$ ) asdefined in (19.14) isthebasisfor our mean-squareanalysis, weoutlinemethodsfor determining an evolution equation for this matrix. Then, wederivetheforms of this evolution equation for both thei.i.d. and SIRP input signal models described previously, and we summarize the resulting expressions for the steady-state values of the misadjustment and excess M SE in (19.16) and (19.17), respectively, for these different signal types. Finally, several conclusions regarding the mean-square behavior of the LM S adaptive filter are drawn.

## Evolution of the Coefficient Error Correlation Matrix

To derive an evolution equation for $\mathbf{K}(n)$, we post-multiply both sides of (19.18) by their respective transposes, which gives

$$
\begin{align*}
\mathbf{V}(n+1) \mathbf{V}^{T}(n+1)= & \left(\mathbf{I}-\mu(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right) \mathbf{V}(n) \mathbf{V}^{T}(n)\left(\mathbf{I}-\mu(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right) \\
& +\mu^{2}(n) \eta^{2}(n) \mathbf{X}(n) \mathbf{X}^{T}(n) \\
& +\mu(n) \eta(n)\left(\mathbf{I}-\mu(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right) \mathbf{V}(n) \mathbf{X}^{T}(n) \\
& +\mu(n) \eta(n) \mathbf{X}(n) \mathbf{V}^{T}(n)\left(\mathbf{I}-\mu(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right) \tag{19.31}
\end{align*}
$$

Taking expectations of both sides of (19.31), we note that $\eta(n)$ is zero mean and independent of both $\mathbf{X}(n)$ and $\mathbf{V}(n)$ from our models and assumptions, and thus the expectations of thethird and fourth terms on the right hand side of (19.31) are zero. M oreover, by using the independence assumptions, it can be shown that

$$
\begin{align*}
E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{V}(n) \mathbf{V}^{T}(n)\right\} & \approx E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n)\right\} E\left\{\mathbf{V}(n) \mathbf{V}^{T}(n)\right\} \\
& =\mathbf{R}_{\mathbf{x x}} \mathbf{K}(n) \tag{19.32}
\end{align*}
$$

Thus, we obtain from (19.31) the expression

$$
\begin{align*}
\mathbf{K}(n+1)= & \mathbf{K}(n)-\mu(n)\left(\mathbf{R}_{\mathbf{x x}} \mathbf{K}(n)+\mathbf{K}(n) \mathbf{R}_{\mathbf{x x}}\right) \\
& +\mu^{2}(n) E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}+\mu^{2}(n) \sigma_{\eta}^{2} \mathbf{R}_{\mathbf{x x}}, \tag{19.33}
\end{align*}
$$

where $\sigma_{\eta}^{2}$ is as defined in (19.12).
At this point, the analysis can be simplified depending on how the third term on the right hand side of (19.33) is evaluated according to the signal models and assumptions.

Analysis for SIRP Input Signals: In this case, the value of $E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}$ can be expressed as

$$
\begin{equation*}
E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}=m_{z}^{(2,2)}\left[2 \mathbf{R}_{\mathbf{x x}} \mathbf{K}(n) \mathbf{R}_{\mathbf{x x}}+\mathbf{R}_{\mathbf{x x}} \operatorname{tr}\left\{\mathbf{R}_{\mathbf{x x}} \mathbf{K}(n)\right\}\right] \tag{19.34}
\end{equation*}
$$

where the moment term $m_{z}^{(2,2)}$ is given by

$$
\begin{equation*}
m_{z}^{(2,2)}=E\left\{z_{i}^{2}(n) z_{j}^{2}(n)\right\} \tag{19.35}
\end{equation*}
$$

for any $0 \leq i \neq j \leq(L-1)$ and

$$
\begin{equation*}
z_{i}(n)=\lambda_{i}^{1 / 2} \sum_{l=0}^{L-1} q_{l i} x(n-l) \tag{19.36}
\end{equation*}
$$

If $x(n)$ is a Gaussian random process, then $m_{z}^{(2,2)}=1$, and it can be shown that $m_{z}^{(2,2)} \geq 1$ for SIRPs in general. For more details on these results, see[ 15].

Analysis for I.I.D. Input Signals: In this case, we can express the $(i, j)$ th element of the matrix $E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}$ as

$$
\left[E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}\right]_{i, j}= \begin{cases}2 \sigma_{x}^{4}[\mathbf{K}(n)]_{i, j}, & \text { if } i \neq j  \tag{19.37}\\ \sigma_{x}^{4}\left(\gamma[\mathbf{K}(n)]_{i, i}+\sum_{m=1, m \neq i}^{L}[\mathbf{K}(n)]_{m, m}\right), & \text { if } i=j\end{cases}
$$

where $[\mathbf{K}(n)]_{i, j}$ is the $(i, j)$ th element of $\mathbf{K}(n)$,

$$
\begin{equation*}
\sigma_{x}^{2}=E\left\{x^{2}(n)\right\}, \text { and } \gamma=\frac{E\left\{x^{4}(n)\right\}}{\sigma_{x}^{4}}, \tag{19.38}
\end{equation*}
$$

respectively. For details, see[5].
Zeroth-Order Approximation Near Convergence: For small step sizes, it can be shown that the elements of $\mathbf{K}(n)$ are approximately proportional to both the step size and the noise variance $\sigma_{\eta}^{2}$ in steady-state. Thus, the magnitudes of theelements in the third term on theright hand side of (19.33) are about a factor of $\mu(n)$ smaller than those of any other terms in this equation at convergence. Such a result suggests that we could set

$$
\begin{equation*}
\mu^{2}(n) E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\} \approx \mathbf{0} \tag{19.39}
\end{equation*}
$$

in the steady-state analysis of (19.33) without perturbing the analytical results too much. If this approximation is valid, then the form of (19.33) no longer depends on the form of the amplitude statistics of $x(n)$, as in the case of the mean analysis.

## Excess MSE, Mean-Square Stability, and Misadjustment

Given the results in (19.34) through (19.39), we can use the evolution equation for $\mathbf{K}(n)$ in (19.33) to explore the mean-square behavior of the LM S adaptive filter in several ways:

- By studyingthestructureof (19.33) for differentsignal types, wecan determineconditions on the step size $\mu(n)$ to guarantee the stability of the mean-square analysis equation.
- By setting $\mathbf{K}(n+1)=\mathbf{K}(n)$ and fixing the value of $\mu(n)$, we can solve for the steadystate value of $\mathbf{K}(n)$ at convergence, thereby obtaining a measure of the fluctuations of the coefficients about their optimum solutions.
- Given a value for $\mathbf{V}(0)$, we can write a computer program to simulatethe behavior of this equation for different signal statistics and step size sequences.
M oreover, once the matrix sequence $\mathbf{K}(n)$ is known, we can obtain the values of the excess M SE and misadjustment from $\mathbf{K}(n)$ by employing the relations in (19.16) and (19.17), respectively.

Table 19.1 summarizes many of the analytical results that can be obtained from a careful study of (19.33). Shown in the table are the conditions on the step size $\mu(n)=\mu$ to guarantee stability, sufficient stability conditions on the step size that can be easily calculated, and the misadjustment in steady-state for the three different methods of evaluating $E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}$ in (19.34) through (19.39). In the table, thequantity $C$ is defined as

$$
\begin{equation*}
C=\sum_{i=0}^{L-1} \frac{\lambda_{i}}{1-\mu m_{z}^{(2,2)} \lambda_{i}} \tag{19.40}
\end{equation*}
$$

From these results and others that can be obtained from (19.33), we can infer several facts about the mean-square performance of the LMS adaptive filter:

TABLE 19.1 Summary of M SE Analysis Results

| Assumption | M SE Stability Conditions | Sufficient Conditions | M isadjustment |
| :---: | :---: | :---: | :---: |
| I.I.D. input | $0<\mu<\frac{2}{(L-1+\gamma) \sigma_{x}^{2}}$ | $0<\mu<\frac{2}{(L-1+\gamma) \sigma_{x}^{2}}$ | $M=\frac{\mu \sigma_{x}^{2} L}{2-\mu \sigma_{x}^{2}(L-1+\gamma)}$ |
| SIRP input | $0<\mu<\frac{1}{m_{z}^{(2,2)} \lambda_{\max }}$ | $0<\mu<\frac{2}{3 L m_{z}^{(2,2)} \sigma_{x}^{2}}$ | $M=\frac{\mu C}{2-\mu m_{z}^{(2,2)} C}$ |
| Approx. | $0<\mu<\frac{1}{\lambda_{\max }}$ | $0<\mu<\frac{1}{L \sigma_{x}^{2}}$ | $M=\frac{\mu \sigma_{x}^{2} L}{2}$ |

- The value of the excess M SE at time $n$ consists of the sum of the steady-state excess M SE, given by $M \sigma_{\eta}^{2}$, and a weighted sum of $L$ exponentially converging and/or diverging terms. Similar to the mean analysis case, these additional terms depend on the elements of the eigenvector matrix $\mathbf{Q}$, the eigenvalues of $\mathbf{R}_{\mathbf{x x}}$, the eigenvalues of $\mathbf{K}(0)$, and the values of $m_{z}^{(2,2)}$ or $\gamma$ for the SIRP or i.i.d. input signal models, respectively.
- For all input signal types, approximate conditions on the fixed step size value to guarantee convergence of the evolution equations for $\mathbf{K}(n)$ are of the form

$$
\begin{equation*}
0<\mu<\frac{K}{L \sigma_{x}^{2}} \tag{19.41}
\end{equation*}
$$

where $\sigma_{x}^{2}$ istheinput signal power and wherethe constant $K$ dependsweakly on the nature of the input signal statistics and not on the magnitude of the input signal. All of the sufficient stability bounds on $\mu$ as shown in Table 19.1 can be put in the form of (19.26). Because of the inaccuracies within the analysis that are caused by the independence assumptions, however, the actual step size chosen for stability of the LM S adaptive filter should be somewhat smaller than these values, and step sizes in the range $0<\mu(n)<0.1 /\left(L \sigma_{x}^{2}\right)$ are often chosen in practice.

- The misadjustment of the LM S adaptive filter increases as the filter length $L$ and step size $\mu$ are increased. Thus, a larger step size causes larger fluctuations of the filter coefficients about their optimum solutions in steady-state.


### 19.5 Performance Issues

When using the LM S adaptivefilter, onemust select the filter length $L$ and thestep size $\mu(n)$ to obtain the desired performance from the system. In this section, we explore the issues affecting the choices of these parameters using the analytical results for LMS adaptive filter's behavior derived in the last section.

### 19.5.1 Basic Criteria for Performance

Theperformanceof the LM Sadaptivefilter can becharacterized in threeimportant ways: theadequacy of the FIR filter model, the speed of convergence of the system, and the misadjustment in steady-state.

## Adequacy of the FIR Model

The LM S adaptive filter relies on the linearity of the FIR filter model to accurately characterize the relationship between theinput and desired responsesignals. When therelationship between $x(n)$ and $d(n)$ deviates from the linear one given in (19.4), then the performance of the overall system suffers. In general, it is possible to use a nonlinear model in place of the adaptive FIR filter model
considered here. Possible nonlinear models include polynomial-based filters such as Volterra and bilinear filters [16] as well as neural network structures [17].

Another source of model inaccuracy is the finite impulse response length of the adaptive FIR filter. It is typically necessary to tune both the length of the filter $L$ and the relative delay between the input and desired response signals so that the input signal values not contained in $\mathbf{X}(n)$ are largely uncorrelated with the desired response signal sample $d(n)$. However, such a situation may be impossible to achieve when the relationship between $x(n)$ and $d(n)$ is of an infinite-impulseresponse (IIR) nature. Adaptive IIR filters can be considered for these situations, although the stability and performance behaviors of these systems are much more difficult to characterize. Adaptive IIR filters are discussed in Chapter 23 of this Handbook.

## Speed of Convergence

The rate at which the coefficients approach their optimum values is called the speed of convergence. As the analytical results show, there exists no one quantity that characterizes the speed of convergence, as it depends on the initial coefficient values, the amplitude and correlation statistics of the signals, the filter length $L$, and the step size $\mu(n)$. However, we can make several qualitative statements relating the speed of convergence to both the step size and the filter length. All of these results assume that the desired response signal model in (19.4) is reasonable and that the errors in the filter coefficients are uniformly distributed across the coefficients on average.

- The speed of convergence increases as the value of the step size is increased, up to step sizes near one half the maximum value required for stable operation of the system. This result can be obtained from a careful analysis of (19.33) for different input signal types and correlation statistics. Moreover, by simulating the behavior of (19.33) and (19.34) for typical signal scenarios, it is observed that the speed of convergence of the excess M SE actually decreases for large enough step size values. For i.i.d. input signals, the fixed step size providing fastest convergence of the excess M SE is exactly one-half the M SE step size bound as given in Table 19.1 for this type of input signal.
- The speed of convergence decreases as the length of the filter is increased. The reasons for this behavior are twofold. First, if the input signal is correlated, the condition number of $\mathbf{R}_{\mathrm{xx}}$, defined as the ratio of the largest and smallest eigenvalues of this matrix, generally increases as $L$ is increased for typical real-world input signals. A larger condition number for $\mathbf{R}_{\mathrm{xx}}$ makes it more difficult to choose a good step size to obtain fast convergence of all of the elements of either $E\{\mathbf{V}(n)\}$ or $\mathbf{K}(n)$. Such an effect can be seen in (19.24), as a larger condition number leads to a larger disparity in the values of $\left(1-\mu \lambda_{j}\right)$ for different $j$. Second, in the M SE analysis equation of (19.33), the overall magnitude of theexpectation term $E\left\{\mathbf{X}(n) \mathbf{X}^{T}{ }_{(n)} \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}$ islarger for larger $L$, due to thefact that the scalar quantity $\mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n)$ within this expectation increases as the size of the filter is increased. Since this quantity is always positive, it limits the amount that the excess M SE can be decreased at each iteration, and it reduces the maximum step size that is allowed for mean-square convergence as $L$ is increased.
- The maximum possible speed of convergence is limited by the largest step size that can be chosen for stability for moderately correlated input signals. In practice, the actual step size needed for stability of the LMS adaptive filter is smaller than one-half the maximum values given in Table 19.1 when the input signal is moderately correlated. This effect is due to the actual statistical relationships between the current coefficient vector $\mathbf{W}$ ( $n$ ) and the signals $\mathbf{X}(n)$ and $d(n)$, relationships that are neglected via the independence assumptions. Since the convergence speed increases as $\mu$ is increased over this allowable step size range, the maximum stable step size provides a practical limit on the speed of convergence of the system.
- The speed of convergence depends on the desired level of accuracy that is to be obtained by the adaptive filter. Generally speaking, the speed of convergence of the system decreases as the desired level of misadjustment is decreased. This result is due to the fact that the behavior of the system is dominated by theslower-converging modes of the system as the length of adaptation time is increased. Thus, if the desired level of misadjustment is low, the speed of convergenceis dominated by the slower-converging modes, thus limiting the overall convergence speed of the system.


## Misadjustment

The misadjustment, defined in (19.16), is the additional fraction of M SE in the filter output abovetheminimum M SE value $\sigma_{\eta}^{2}$ caused by a nonzero adaptation speed. We can draw thefollowing two conclusions regarding this quantity:

- The misadjustment increases as the step size is increased.
- The misadjustment increases as the filter length is increased.

Both results can be proven by direct study of the analytical results for $M$ in Table 19.1.

### 19.5.2 Identifying Stationary Systems

We now evaluate the basic criteria for performance to provide qualitative guidance as to how to choose $\mu$ and $L$ to identify a stationary system.

## Choice of Filter Length

We have seen that as the filter length $L$ is increased, the speed of convergence of the LMS adaptive filter decreases, and the misadjustment in steady-stateincreases. Therefore, thefilter length should be chosen as short as possible but long enough to adequately model the unknown system, as too short a filter model leads to poor modeling performance. In general, there exists an optimal length $L$ for a given $\mu$ that exactly balances the penalty for a finitelength filter model with the increase in misadjustment caused by a longer filter length, although the calculation of such a model order requires more information than is typically available in practice. Modeling criteria, such as Akaike's Information Criterion [18] and minimum description length (MDL) [19] could be used in this situation.

## Choice of Step Size

We have seen that the speed of convergence increases as the step size is increased, up to values that are roughly within a factor of $1 / 2$ of the step size stability limits. Thus, if fast convergence is desired, one should choose a large step size according to the limits in Table 19.1. However, we also observe that the misadjustment increases as the step size is increased. Therefore, if highly accurate estimates of thefilter coefficients are desi red, a small step size should bechosen. Thisclassical tradeoff in convergence speed vs. the level of error in steady state dominates the issue of step size selection in many estimation schemes.

If the user knows that therelationship between $x(n)$ and $d(n)$ is linear and time-invariant, then one possiblesolution to theabovetradeoff is to choosea large step sizeinitially to obtain fast convergence, and then switch to a smaller step size to obtain a more accurate estimate of $\mathbf{W}_{\text {opt }}$ near convergence. The point to switch to a smaller step size is roughly when the excess M SE becomes a small fraction (approximately $1 / 10$ th) of the minimum MSE of the filter. This method of gearshifting, as it is commonly known, is part of a larger class of time-varying step size methods that we shall explore shortly.

Although we have discussed qual itative criteria by which to choose a fixed step size, it is possible to define specific performance criteria by which to choose $\mu$. For one study of this problem for i.i.d. input signals, see[20].

### 19.5.3 TrackingTime-VaryingSystems

SincetheLM S adaptivefilter continually adjusts its coefficientsto approximately minimizethemeansquared error criterion, it can adjust to changes in the relationship between $x(n)$ and $d(n)$. This behavior is commonly referred to as tracking. In such situations, it clearly is not desirable to reduce the step size to an extremely small value in steady-state, as the LM S adaptive filter would not be able to follow any changes in the relationship between $x(n)$ and $d(n)$.

To illustrate the issues involved, consider the desired response signal model given by

$$
\begin{equation*}
d(n)=\mathbf{W}_{o p t}^{T}(n) \mathbf{X}(n)+\eta(n), \tag{19.42}
\end{equation*}
$$

where the optimum coefficient vector $\mathbf{W}_{\text {opt }}(n)$ varies with time according to

$$
\begin{equation*}
\mathbf{W}_{\text {opt }}(n+1)=\mathbf{W}_{\text {opt }}(n)+\mathbf{M}(n), \tag{19.43}
\end{equation*}
$$

and $\{\mathbf{M}(n)\}$ is a sequence of vectors whose elements are all i.i.d. This nonstationary model is similar to others used in other tracking analyses of the LM S adaptive filter [4, 21]; it also enables a simple analysis that is similar to the stationary system identification model discussed earlier.

Applying the independence assumptions, we can analyze the behavior of the LM S adaptive filter for this desired response signal model. For brevity, weonly summarizethe results of an approximate analysis in which terms of the form $\mu^{2} E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n) \mathbf{K}(n) \mathbf{X}(n) \mathbf{X}^{T}(n)\right\}$ are neglected in the MSE behavioral equations [4]. The misadjustment of the system in steady-state is

$$
\begin{equation*}
M_{n o n}=\frac{L}{2}\left(\mu \sigma_{x}^{2}+\frac{\sigma_{m}^{2}}{\mu \sigma_{\eta}^{2}}\right), \tag{19.44}
\end{equation*}
$$

where $\sigma_{m}^{2}$ is the power in any one element of $\mathbf{M}(n)$. Details of a more-accurate tracking analysis can befound in [21].

In this case, the misadjustment is the sum of two terms. The first term is the same as that for the stationary caseand is proportional to $\mu$. Thesecond term isthelagerror and isdueto thefact that the LM S coefficients follow or "lag" behind theoptimum coefficient values. The lagerror is proportional to the speed of variation of the unknown system through $\sigma_{m}^{2}$ and is inversely proportional to the step size, such that its value increases as the step size is decreased.

In general, thereexists an optimum fixed step sizethat minimizes themi sadjustment in steady-state for an LM S adaptive filter that is tracking changes in $\mathbf{W}_{\text {opt }}(n)$. For the approximate analysis used to derive (19.44), the resulting step size is

$$
\begin{equation*}
\mu_{o p t}=\frac{\sigma_{m}}{\sigma_{\eta} \sigma_{x}} \tag{19.45}
\end{equation*}
$$

As the value of $\sigma_{m}^{2}$ increases, the level of nonstationarity increases such that a larger step size is required to accurately track changes in the unknown system. Similar conclusions can bedrawn from other analyses of the LM S adaptive filter in tracking situations [22].

### 19.6 SelectingTime-Varying Step Sizes

The analyses of the previous sections enable one to choose a fixed step size $\mu$ for the LM S adaptive filter to meet the system's performancerequirements when thegeneral characteristics of theinput and desired response signals are known. In practice, the exact statistics of $x(n)$ and $d(n)$ are unknown or vary with time. A time-varying step size $\mu(n)$, if properly computed, can provide stable, robust, and accurate convergence behavior for the LMS adaptive filter in these situations. In this section, we consider useful on-line procedures for computing $\mu(n)$ in the LM S adaptive filter to meet these performance requirements.

### 19.6.1 Normal ized Step Sizes

For the LMS adaptive filter to be useful, it must operate in a stable manner so that its coefficient values do not diverge. From the stability results in Table 19.1 and the generalized expression for these stability bounds in (19.41), the upper bound for the step size is inversely proportional to the input signal power $\sigma_{x}^{2}$ in general. In practice, the input signal power is unknown or varies with time. M oreover, if one were to choose a small fixed step size value to satisfy these stability bounds for the largest anticipated input signal power value, then the convergence speed of the system would be unnecessarily slow during periods when the input signal power is small.

These concerns can be addressed by calculating a normalized step size $\mu(n)$ as

$$
\begin{equation*}
\mu(n)=\frac{\bar{\mu}}{\delta+L \widehat{\sigma_{x}^{2}}(n)}, \tag{19.46}
\end{equation*}
$$

where $\widehat{\sigma_{x}^{2}}(n)$ is an estimate of the input signal power, $\bar{\mu}$ is a constant somewhat smaller than the value of $K$ required for system stability in (19.41), and $\delta$ is a small constant to avoid a divide-by-zero should $\widehat{\sigma_{x}^{2}}(n)$ approach zero. To estimate the input signal power, a lowpass filter can be applied to the sequence $x^{2}(n)$ to track its changing envelope. Typical estimators include

- exponentially weighted estimate:

$$
\begin{equation*}
\widehat{\sigma_{x}^{2}}(n)=(1-c) \widehat{\sigma_{x}^{2}}(n-1)+c x^{2}(n), \tag{19.47}
\end{equation*}
$$

- sliding-window estimate:

$$
\begin{equation*}
\widehat{\sigma_{x}^{2}}(n)=\frac{1}{N} \sum_{i=0}^{N-1} x^{2}(n-i) \tag{19.48}
\end{equation*}
$$

where the parameters $c, 0<c \ll 1$ and $N, N \geq L$ control the effective memories of the two estimators, respectively.

## The Normalized LMS Adaptive Filter

By choosing a sliding window estimate of length $N=L$, the LMS adaptive filter with $\mu(n)$ in (19.46) becomes

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\frac{\bar{\mu} e(n)}{p(n)} \mathbf{X}(n)  \tag{19.49}\\
p(n) & =\delta+\|\mathbf{X}(n)\|^{2}, \tag{19.50}
\end{align*}
$$

where $\|\mathbf{X}(n)\|^{2}$ isthe $L_{2}$-norm of theinputsignal vector. Thevalueof $p(n)$ can beupdated recursively as

$$
\begin{equation*}
p(n)=p(n-1)+x^{2}(n)-x^{2}(n-L), \tag{19.51}
\end{equation*}
$$

where $p(0)=\delta$ and $x(n)=0$ for $n \leq 0$. The adaptive filter in (19.49) is known as the normalized LM S (NLMS) adaptive filter. It has two special properties that make it useful for adaptive filtering tasks:

- TheNLM S adaptive filter is guaranteed to converge for any value of $\bar{\mu}$ in the range

$$
\begin{equation*}
0<\bar{\mu}<2 \tag{19.52}
\end{equation*}
$$

regardless of the statistics of the input signal. Thus, selecting the value of $\bar{\mu}$ for stable behavior of this system is much easier than selecting $\mu$ for the LM S adaptive filter.

- With theproper choice of $\bar{\mu}$, theNLM S adaptivefilter can often convergefaster than theLM S adaptive filter. In fact, for noiseless system identification tasks in which $\eta(n)$ in (19.4) is zero, one can obtain $\mathbf{W}_{\text {opt }}(n)=\mathbf{W}_{\text {opt }}$ after $L$ iterations of (19.49) for $\bar{\mu}=1$. M oreover, for SIRP input signals, the NLM S adaptive filter provides more uniform convergence of the filter coefficients, making the selection of $\bar{\mu}$ an easier proposition than the selection of $\mu$ for the LM S adaptive filter.

A discussion of these and other results on the NLM S adaptive filter can befound in [15, 23]- [25].

### 19.6.2 Adaptive and Matrix Step Sizes

In addition to stability, thestep size controls both the speed of convergence and the misadjustment of the LM S adaptive filter through the statistics of the input and desired response signals. In situations where the statistics of $x(n)$ and/or $d(n)$ are changing, the value of $\mu(n)$ that provides the best performance from the system can change as well. In these situations, it is natural to consider $\mu(n)$ as an adaptive parameter to be optimized along with the coefficient vector $\mathbf{W}(n)$ within the system. While it may seem novel, the idea of computing an adaptive step size has a long history in the field of adaptive filters [2]. Numerous such techniques have been proposed in the scientific literature. One such method uses a stochastic gradient procedure to adjust the value of $\mu(n)$ to iteratively minimize the M SE within the LM S adaptive filter. A derivation and performance analysis of this algorithm is given in [26].

In some applications, the task at hand suggests a particular strategy for adjusting the step size $\mu(n)$ to obtain the best performance from an LM S adaptive filter. For example, in echo cancellation for telephone networks, the signal-to-noise ratio of $d(n)$ falls to extremely low values when the near-end talker signal is present, making accurate adaptation during these periods difficult. Such systems typically employ double-talk detectors, in which estimates of the statistical characteristics of $x(n), d(n)$, and/or $e(n)$ are used to raise and lower the value of $\mu(n)$ in an appropriate manner. A discussion of this problem and a method for its solution are given in [27].

While our discussion of the LM S adaptive filter has assumed a single step size value for each of the filter coefficients, it is possible to select $L$ different step sizes $\mu_{i}(n)$ for each of the $L$ coefficient updates within the LM S adaptive filter. To select fixed values for each $\mu_{i}(n)=\mu_{i}$, these matrix step size methods require prior knowledge about the statistics of $x(n)$ and $d(n)$ and/or the approximate values of $\mathbf{W}_{\text {opt }}$. It is possible, however, to adapt each $\mu_{i}(n)$ according to a suitable performance criterion to obtain improved convergence behavior from the overall system. A particularly simple adaptive method for calculating matrix step sizes is provided in [28].

### 19.6.3 Other Time-Varying Step Size Methods

In situations where the statistics of $x(n)$ and $d(n)$ do not change with time, choosing a variable step size sequence $\mu(n)$ is still desirable, as one can decrease the misadjustment over time to obtain an accurate estimate of the optimum coefficient vector $\mathbf{W}_{\text {opt }}$. Such methods have been derived and
characterized in a branch of statistical analysis known as stochastic approximation [29]. Using this formalism, it is possibleto prove under certain assumptions on $x(n)$ and $d(n)$ that the value of $\mathbf{W}(n)$ for the LM S adaptive filter converges to $\mathbf{W}_{\text {opt }}$ as $n \rightarrow \infty$ if $\mu(n)$ satisfies

$$
\begin{equation*}
\sum_{n=0}^{\infty}|\mu(n)| \rightarrow \infty \text { and } \sum_{n=0}^{\infty} \mu^{2}(n)<\infty, \tag{19.53}
\end{equation*}
$$

respectively. One step sizefunction satisfying these constraints is

$$
\begin{equation*}
\mu(n)=\frac{\mu(0)}{n+1}, \tag{19.54}
\end{equation*}
$$

where $\mu(0)$ is an initial step size parameter. The gearshifting method described in Section 19.5.2 can be seen as a simple heuristic approximation to (19.54). M oreover, one can derive an optimum step size sequence $\mu_{\text {opt }}(n)$ that minimizes the excess M SE at each iteration under certain situations, and the limiting form of the resulting step size values for stationary signals are directly related to (19.54) as well [24].

### 19.7 Other Anal yses of the LMS Adaptive Filter

While the analytical techniques employed in this section are useful for selecting design parameters for the LM S adaptive filter, they are but one method for characterizing the behavior of this system. Other forms of analyses can be used to determine other characteristics of this system, such as the p.d.f.s of the adaptive filter coefficients [30] and the probability of large excursions in the adaptive filter coefficients for different types of input signals [31]. In addition, much research effort has focused on characterizing the stability of the system without extensive assumptions about the signals being processed. One example of such an analysis is given in [32]. Other methods for analyzing the LM S adaptive filter include the method of ordinary differential equations (ODE) [33], the stochastic approximation methodsdescribed previously [29], computer-assisted symbolic derivation methods [14], and averaging techniques that are particularly useful for deterministic signals [34].

### 19.8 Anal ysis of Other Adaptive Filters

Because of the difficulties in performingmultiplications in thefirst digital hardwareimplementations of adaptive filters, many of these systems employed nonlinearities in the coefficient update terms to simplify their hardware requirements. An example of one such algorithm is the sign-error adaptive filter, in which the coefficient update is

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \operatorname{sgn}(e(n)) \mathbf{X}(n), \tag{19.55}
\end{equation*}
$$

where the value of $\operatorname{sgn}(e(n))$ is either 1 or -1 depending on whether $e(n)$ is positive or negative, respectively. If $\mu(n)$ is chosen as a power-of-two, this algorithm only requires a comparison and bit shift per coefficient to implement in hardware. Other algorithms employing nonlinearities of the input signal vector $\mathbf{X}(n)$ in the updates are also useful [35].

M any of the analysis techniques developed for theLM S adaptive filter can be applied to algorithms with nonlinearities in thecoefficient updates, although such methods requireadditional assumptions to obtain accurate results. For presentations of two such analyses, see [36, 37]. It should be noted that the performance characteristics and stability properties of these nonlinearly modified versions of the LMS adaptive filter can be quite different from those of the LM S adaptive filter. For example, the sign-error adaptive filter in (19.55) is guaranteed to converge for any fixed positivestep size value under fairly loose assumptions on $x(n)$ and $d(n)$ [38].

### 19.9 Conclusions

In summary, we have described a statistical analysis of the LMS adaptive filter, and through this analysis, suggestions for selecting the design parameters for this system have been provided. While useful, analytical studies of theLM S adaptive filter arebut onepart of thesystem design process. Asin all design problems, sound engineering judgment, careful analytical studies, computer simulations, and extensive real-world evaluations and testing should be combined when developing an adaptive filtering solution to any particular task.

## References

[1] Widrow, B. and H off, M.E., Adaptive switching circuits, IRE W ESCON Conv. Rec., 4, 96-104, Aug. 1960.
[2] Widrow, B.,Adaptivesampled-datasystems - a statistical theory of adaptation, IRE W ESCON Conv. Rec., 4, 74-85, Aug. 1959.
[3] Senne, K.D., Adaptive linear discrete-time estimation, Ph.D. thesis, Stanford University, Stanford, CA, June 1968.
[4] Widrow, B., McCool, J., Larimore, M .G., and Johnson, C.R., Jr., Stationary and nonstationary Iearning characteristics of the LM S adaptive filter, Proc. IEEE, 64(8), 1151-1162, Aug. 1976.
[5] Gardner, W.A., Learning characteristics of stochastic-gradient-descent algorithms: a general study, analysis, and critique, Signal Processing, 6(2), 113-133, April 1984.
[6] Feuer, A. and Weinstein, E., Convergence analysis of LM S filters with uncorrelated data, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-331, 222-230, Feb. 1985.
[7] M esserschmitt, D.G., Echo cancellation in speech and data transmission, IEEE J. Selected Areas Comm., 2(2), 283-301, M ar. 1984.
[8] Widrow, B. and Walach, E., Adaptive Inverse Control, Prentice H all, Upper Saddle River, NJ, 1996.
[9] Proakis, J.G., Digital Communications, 3rd ed., McGraw-Hill, New York, 1995.
[10] Murano, K., Unagami, S., and Amano, F., Echo cancellation and applications, IEEE Commun. M ag., 28(1), 49-55, Jan. 1990.
[11] Gradsteyn, I.S. and Ryzhik, I.M ., Table of Integrals, Series and Products, Academic Press, New York, 1980.
[12] Brehm, H. and Stammler, W., Description and generation of spherically invariant speech-model signals, Signal Processing, 12(2), 119-141, M ar. 1987.
[13] M azo, J.E., On the independence theory of equalizer convergence, Bell Sys. Tech. J., 58(5), 963-993, M ay-June 1979.
[14] Douglas, S.C. and Pan, W., Exact expectation analysis of the LM S adaptive filter, IEEE Trans. Signal Processing, 43(12), 2863-2871, Dec. 1995.
[15] Rupp, M., The behavior of LM S and NLM S algorithms in the presence of spherically invariant processes, IEEE Trans. Signal Processing, 41(3), 1149-1160, M ar. 1993.
[16] M athews, V.J., Adaptive polynomial filters, IEEE Signal Proc. M ag., 8(3), 10-26, July 1991.
[17] Haykin, S., Neural Networks, Prentice-Hall, Englewood Cliffs, NJ, 1995.
[18] Akaike, H., A new look at the statistical model identification, IEEE Trans. Automatic Control, AC-19(6), 716-723, Dec. 1974.
[19] Rissanen, J., M odelling by shortest data description, Automatica, 14(5), 465-471, Sept. 1978.
[20] Bershad, N.J., On theoptimum gain parameter in LM Sadaptation, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-35(7), 1065-1068, July 1987.
[21] Gardner, W.A., Nonstationary learning characteristics of theLMS algorithm, IEEE Trans. Circ. Syst., 34(10), 1199-1207, Oct. 1987.
[22] Farden, D.C., Tracking properties of adaptivesignal processingal gorithms, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-29(3), 439-446, June 1981.
[23] Bitmead, R.R. and Anderson, B.D.O., Performance of adaptive estimation algorithms in dependent random environments, IEEE Trans. Automatic Control, AC-25(4), 788-794, Aug. 1980.
[24] Slock, D.T.M., On the convergence behavior of the LM S and the normalized LM S al gorithms, IEEE Trans. Signal Processing, 41(9), 2811-2825, Sept. 1993.
[25] Douglas, S.C. and Meng, T.H.-Y., Normalized data nonlinearities for LM S adaptation, IEEE Trans. Signal Processing, 42(6), 1352-1365, June 1994.
[26] M athews, V.J. and Xie, Z., A stochastic gradient adaptive filter with gradient adaptive step size, IEEE Trans. Signal Processing, 41(6), 2075-2087, June 1993.
[27] Ding, Z., Johnson, C.R., Jr., and Sethares, W.A., Frequency-dependent bursting in adaptive echo cancellation and its prevention using double-talk detectors, Int. J. AdaptiveContr. Signal Processing, 4(3), 219-216, M ay-June 1990.
[28] H arris, R.W., Chabries, D.M ., and Bishop, F.A., A variable step (VS) adaptive filter algorithm, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-34(2), 309-316, April 1986.
[29] Kushner, H.J. and Clark, D.S., Stochastic Approximation M ethods for Constrained and Unconstrained Systems, Springer-Verlag, New York, 1978.
[30] Bershad, N.J. and Qu, L.Z., On the probability density function of the LMS adaptive filter weights, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-37(1), 43-56, Jan. 1989.
[31] Rupp, M ., Burstingin theLM Salgorithm, IEEE Trans. on Signal Processing, 43(10), 2414-2417, Oct. 1995.
[32] M acchi, O. and Eweda, E., Second-order convergence analysis of stochastic adaptive linear filtering, IEEE Trans. Automatic Control, AC-28(1), 76-85, Jan. 1983.
[33] Benveniste, A., M étivier, M . and Priouret, P., AdaptiveAlgorithms and Stochastic A pproximations, Springer-Verlag, New York, 1990.
[34] Solo, V. and Kong, X., Adaptive Signal Processing Algorithms: Stability and Performance, Prentice-Hall, Englewood Cliffs, NJ, 1995.
[35] Duttweiler, D.L., Adaptive filter performance with nonlinearities in the correlation multiplier, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-30(4), 578-586, Aug. 1982.
[36] Bucklew, J.A., Kurtz, T.J., and Sethares, W.A., Weak convergence and local stability properties of fixed step size recursive algorithms, IEEE Trans. Inform. Theory, 39(3), 966-978, M ay 1993.
[37] Douglas, S.C. and Meng, T.H.-Y., Stochastic gradient adaptation under general error criteria, IEEE Trans. Signal Processing, 42(6), 1335-1351, June 1994.
[38] Cho, S.H. and Mathews, V.J., Tracking analysis of the sign algorithm in nonstationary environments, IEEE Trans. Acoust., Speech, Signal Processing, ASSP-38(12), 2046-2057, Dec. 1990.

## 20

# Robustness Issues in Adaptive Filtering 

Ali H. Sayed<br>University of California, Los Angeles<br>M arkus Rupp<br>Bell Laboratories<br>Lucent Technologies

20.1 Motivation and Example<br>20.2 Adaptive Filter Structure<br>20.3 Performance and Robustness Issues<br>20.4 Error and Energy M easures<br>20.5 Robust Adaptive Filtering<br>20.6 Energy Bounds and Passivity Relations<br>20.7 M in-M ax Optimality of Adaptive Gradient Algorithms<br>20.8 Comparison of LMS and RLS Algorithms<br>20.9 Time-Domain Feedback Analysis<br>Time-D omain Analysis $\bullet{ }_{2}$-Stability and theSmall Gain Condition - Energy Propagation in the Feedback Cascade • A De terministic Convergence Analysis<br>20.10Filtered-Error Gradient Algorithms<br>20.11References and Concluding Remarks

Adaptive filters are systems that adjust themselves to a changing environment. They are designed to meet certain performance specifications and are expected to perform reasonably well under the operating conditions for which they have been designed. In practice, however, factors that may have been ignored or overlooked in the design phase of the system can affect the performance of the adaptive scheme that has been chosen for the system. Such factors include unmodeled dynamics, modeling errors, measurement noise, and quantization errors, among others, and their effect on the performance of an adaptive filter could be critical to the proposed application. M oreover, technological advancements in digital circuit and VLSI design have spurred an increase in the range of new adaptive filtering applications in fields ranging from biomedical engineering to wireless communications. For these new areas, it is increasingly important to design adaptive schemes that are tolerant to unknown or nontraditional factors and effects. The aim of this chapter is to explore and determine the robustness properties of some classical adaptive schemes. Our presentation is meant as an introduction to these issues, and many of therelevant details of specific topics discussed in this section, and alternative points of view, can be found in the references at the end of the chapter.

### 20.1 Motivation and Example

A classical application of adaptive filtering is that of system identification. The basic problem formulation is depicted in Fig. 20.1, where $z^{-1}$ denotes the unit-time delay operator. The diagram contains two system blocks: one representing the unknown plant or system and the other containing


FIGURE 20.1: A system identification example.
a time-variant tapped-delay-line or finite-impulse-response (FIR) filter structure. The unknown plant represents an arbitrary relationship between its input and output. This block might implement a pole-zero transfer function, an all-pole or autoregressivetransfer function, a fixed or time-varying FIR system, a nonlinear mapping, or some other complex system. In any case, it is desired to determine an FIR model for the unknown system of a predetermined impulse response length $M$, and whose coefficients at time $i-1$ are denoted by $\left\{w_{1, i-1}, w_{2, i-1}, \ldots, w_{M, i-1}\right\}$. The unknown system and the FIR filter are excited by the same input sequence $\{u(i)\}$, where the time origin is at $i=0$.

If wecollect theFIR coefficientsinto acolumn vector, say $\mathbf{w}_{i-1}=\operatorname{col}\left\{w_{1, i-1}, w_{2, i-1}, \ldots, w_{M, i-1}\right\}$, and define the state vector of theFIR model at time $i$ as $\mathbf{u}_{i}=\operatorname{col}\{u(i), u(i-1), \ldots, u(i-M+1)\}$, then the output of theFIR filter at time $i$ istheinner product $\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$. In principle, this inner product should becompared with theoutput $y(i)$ of theunknown plant in order to determinewhether or not the FIR output is a good enough approximation for the output of the plant and, therefore, whether or not the current coefficient vector $\mathbf{w}_{i-1}$ should be updated.

In general, however, we do not have direct access to the uncorrupted output $y(i)$ of the plant but rather to a noisy measurement of it, say $d(i)=y(i)+v(i)$. The purpose of an adaptive scheme is to employ the output error sequence $\left\{e(i)=d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right\}$, which measures how far $d(i)$ is from $\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$, in order to update the entries of $\mathbf{w}_{i-1}$ and provide a better model, say $\mathbf{w}_{i}$, for the unknown system. That is, the purpose of the adaptive filter is to employ the available data at time $i,\left\{d(i), \mathbf{w}_{i-1}, \mathbf{u}_{i}\right\}$, in order to update the coefficient vector $\mathbf{w}_{i-1}$ into a presumably better estimate vector $\mathbf{w}_{i}$.

In this sense, we may regard the adaptive filter as a recursive estimator that tries to come up with a coefficient vector $\mathbf{w}$ that "best" matches the observed data $\{d(i)\}$ in the sense that, for all $i$, $d(i) \approx \mathbf{u}_{i}^{T} \mathbf{w}+v(i)$ to good accuracy. The successive $\mathbf{w}_{i}$ provide estimates for the unknown and desired $\mathbf{w}$.

### 20.2 Adaptive Filter Structure

We may reformulate the above adaptive problem in mathematical terms as follows. Let $\left\{\mathbf{u}_{i}\right\}$ be a sequence of regression vectors and let $\mathbf{w}$ be an unknown column vector to be estimated or identified. Given noisy measurements $\{d(i)\}$ that are assumed to be related to $\mathbf{u}_{i}^{T} \mathbf{w}$ via an additive noise model of the form

$$
\begin{equation*}
d(i)=\mathbf{u}_{i}^{T} \mathbf{w}+v(i) \tag{20.1}
\end{equation*}
$$

wewish to employ the given data $\left\{d(i), \mathbf{u}_{i}\right\}$ in order to provide recursive estimates for $\mathbf{w}$ at successive timeinstants, say $\left\{\mathbf{w}_{0}, \mathbf{w}_{1}, \mathbf{w}_{2}, \ldots\right\}$. We refer to these estimates as weight estimates since they provide estimates for the coefficients or weights of the tapped-delay model.

M ost adaptive schemes perform this task in a recursive manner that fits into the following general description: starting with an initial guess for $\mathbf{w}$, say $\mathbf{w}_{-1}$, iterate according to the learning rule

$$
\binom{\text { new weight }}{\text { estimate }}=\binom{\text { old weight }}{\text { estimate }}+\binom{\text { correction }}{\text { term }}
$$

where the correction term is usually a function of $\left\{d(i), \mathbf{u}_{i}\right.$, old weight estimate $\}$. M ore compactly, we may write $\mathbf{w}_{i}=\mathbf{w}_{i-1}+f\left[d(i), \mathbf{u}_{i}, \mathbf{w}_{i-1}\right]$, where $\mathbf{w}_{i}$ denotes an estimate for $\mathbf{w}$ at time $i$ and $f$ denotes a function of the data $\left\{d(i), \mathbf{u}_{i}, \mathbf{w}_{i-1}\right\}$ or of previous values of the data, as in the case where only a filtered version of the error signal $d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$ is available. In this context, the well-known least-mean-square (LM S) algorithm has the form

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\mu \cdot \mathbf{u}_{i} \cdot\left[d(i)-\mathbf{u}_{i}^{T} \cdot \mathbf{w}_{i-1}\right], \tag{20.2}
\end{equation*}
$$

where $\mu$ is known as the step-size parameter.

### 20.3 Performance and Robustness Issues

The performance of an adaptive scheme can be studied from many different points of view. One distinctive methodology that has attracted considerable attention in the adaptive filtering literature is based on stochastic considerations that have become known as the independence assumptions. In this context, certain statistical assumptions are made on the natures of the noise signal $\{v(i)\}$ and of the regression vectors $\left\{\mathbf{u}_{i}\right\}$, and conclusions are derived regarding the steady-state behavior of the adaptive filter.

Thediscussion in thischapter avoids statistical considerations and develops the analysisin a purely deterministic framework that is convenient when prior statistical information is unavailableor when the independence assumptions are unreasonable. The conclusions discussed herein highlight certain features of the adaptive al gorithmsthat hold regardless of any statistical considerations in an adaptive filtering task.

Returning to the data model in (20.1), we see that it assumes the existence of an unknown weight vector $\mathbf{w}$ that describes, along with the regression vectors $\left\{\mathbf{u}_{i}\right\}$, the uncorrupted data $\{y(i)\}$. This assumption may or may not hold.

For example, if the unknown plant in the system identification scenario of Fig. 20.1 is itself an FIR system of length $M$, then there exists an unknown weight vector $\mathbf{w}$ that satisfies (20.1). In this case, the successive estimates provided by the adaptive filter attempt to identify the unknown weight vector of the plant.

If, on theother hand, theunknown plant of Fig. 20.1 is an autoregressive model of thesimpleform

$$
\frac{1}{1-c z^{-1}}=1+c z^{-1}+c^{2} z^{-2}+c^{3} z^{-3}+\ldots
$$

where $|c|<1$, then an infinitely long tapped-delay line is necessary to justify a model of the form (20.1). In this case, the first term in the linear regression model (20.1) for a finite order $M$ cannot describe the uncorrupted data $\{y(i)\}$ exactly, and thus modeling errors are inevitable. Such modeling errors can naturally be included in the noise term $v(i)$. Thus, we shall use the term $v(i)$ in (20.1) to account not only for measurement noise but also for modeling errors, unmodeled dynamics, quantization effects, and other kind of disturbances within the system. In many cases,
the performance of the adaptivefilter depends on how these unknown disturbances affect the weight estimates.

A second source of error in the adaptive system is due to the initial guess $\mathbf{w}_{-1}$ for the weight vector. Dueto the iterative nature of our chosen adaptive scheme, it is expected that this initial weight vector plays less of a role in the steady-state performance of the adaptive filter. H owever, for a finite number of iterations of the adaptive algorithm, both the noise term $v(i)$ and the initial weight error vector ( $\mathbf{w}-\mathbf{w}_{-1}$ ) are disturbances that affect the performance of the adaptive scheme, particularly since the system designer often has little control over them.

The purpose of a robust adaptive filter design, then, is to develop a recursive estimator that minimizes in some well-defined sense the effect of any unknown disturbances on the performance of the filter. For this purpose, we first need to quantify or measurethe effect of the disturbances. We address this concern in the following sections.

### 20.4 Error and Energy Measures

Assuming that the model (20.1) is reasonable, two error quantities come to mind. The first one measures how far the weight estimate $\mathbf{w}_{i-1}$ provided by the adaptive filter is from the true weight vector $\mathbf{w}$ that wearetrying to identify. We refer to this quantity as theweight error at time $(i-1)$, and we denote it by $\tilde{\mathbf{w}}_{i-1}=\mathbf{w}-\mathbf{w}_{i-1}$. The second type of error measures how far the estimate $\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$ is from the uncorrupted output term $\mathbf{u}_{i}^{T} \mathbf{w}$. We shall call this the a priori estimation error, and we denote it by $e_{a}(i)=\mathbf{u}_{i}^{T} \tilde{\mathbf{w}}_{i-1}$. Similarly, we define an a posteriori estimation error as $e_{p}(i)=\mathbf{u}_{i}^{T} \tilde{\mathbf{w}}_{i}$. Comparing with the definition of the a priori error, the a posteriori error employs the most recent weight error vector.

Ideally, onewould liketo maketheestimation errors $\left\{\tilde{\mathbf{w}}_{i}, e_{a}(i)\right\}$ or $\left\{\tilde{\mathbf{w}}_{i}, e_{p}(i)\right\}$ as small as possible. Thisobjectiveishindered by thepresenceof thedisturbances $\left\{\tilde{\mathbf{w}}_{-1}, v(i)\right\}$. For this reason, an adaptive filter is said to berobust if the effects of the disturbances $\left\{\tilde{\mathbf{w}}_{-1}, v(i)\right\}$ on theresulting estimation errors $\left\{\tilde{\mathbf{w}}_{i}, e_{a}(i)\right\}$ or $\left\{\tilde{\mathbf{w}}_{i}, e_{p}(i)\right\}$ is small in a well-defined sense. To this end, we can employ one of several measures to denote how "small" these effects are. For our discussion, a quantity known as the energy of a signal will beused to quantify these effects. Theenergy of a sequence $x(i)$ of length $N$ is measured by $\mathcal{E}_{x}=\sum_{i=0}^{N-1}|x(i)|^{2}$. A finite energy sequence is one for which $\mathcal{E}_{x}<\infty$ as $N \rightarrow \infty$. Likewise, a finite power sequence is one for which

$$
\mathcal{P}_{x}=\lim _{N \rightarrow \infty}\left(\frac{1}{N} \sum_{i=0}^{N-1}|x(i)|^{2}\right)<\infty
$$

### 20.5 Robust Adaptive Filtering

Wecan now quantify what we mean by robustness in the adaptive filtering context. Let $\mathcal{A}$ denote any adaptive filter that operates causally on theinput data $\left\{d(i), \mathbf{u}_{i}\right\}$. A causal adaptive scheme produces a weight vector estimate at time $i$ that depends only on the data available up to and including time $i$. This adaptive scheme receives as input the data $\left\{d(i), \mathbf{u}_{i}\right\}$ and provides as output the weight vector estimates $\left\{\mathbf{w}_{i}\right\}$. Based on these estimates, we introduce one or more estimation error quantities such as the pair $\left\{\tilde{\mathbf{w}}_{i-1}, e_{a}(i)\right\}$ defined above. Even though these quantities are not explicitly available because $\mathbf{w}$ is unknown, they are of interest to us as their magnitudes determine how well or how poorly a candidate adaptive filtering scheme might perform.

Figure 20.2 indicates the relationship between $\left\{d(i), \mathbf{u}_{i}\right\}$ to $\left\{\tilde{\mathbf{W}}_{i-1}, e_{a}(i)\right\}$ in block diagram form. This schematic representation indicates that an adaptive filter $\mathcal{A}$ operates on $\left\{d(i), \mathbf{u}_{i}\right\}$ and that


FIGURE 20.2: Input-output map of a generic adaptive scheme.
its performance relies on the sizes of the error quantities $\left\{\tilde{\mathbf{w}}_{i-1}, e_{a}(i)\right\}$, which could be replaced by the error quantities $\left\{\tilde{\mathbf{w}}_{i}, e_{p}(i)\right\}$ if desired. This representation explicitly denotes the quantities $\left\{\tilde{\boldsymbol{W}}_{-1}, v(i)\right\}$ as disturbances to the adaptive scheme.

In order to measurethe effect of thedisturbances on the performance of an adaptivescheme, it will be hel pful to determine the explicit relationship between the disturbances and the estimation errors that is provided by the adaptivefilter. For example, we would liketo know what effect the noiseterms and the initial weight error guess $\left\{\tilde{\mathbf{w}}_{-1}, v(i)\right\}$ would have on the resulting a priori estimation errors and the final weight error, $\left\{e_{a}(i), \tilde{\mathbf{w}}_{N}\right\}$, for a given adaptive scheme. Knowing such a relationship, we can then quantify the robustness of the adaptive scheme by determining the degree to which disturbances affect the size of the estimation errors.

We now illustrate how this disturbances-to-estimation-errors relationship can be determined by considering the LM S algorithm in (20.2). Since $d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}=e_{a}(i)+v(i)$, we can subtract $\mathbf{w}$ from both sides of (20.2) to obtain the weight-error update equation

$$
\begin{equation*}
\tilde{\mathbf{w}}_{i}=\tilde{\mathbf{w}}_{i-1}-\mu \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)+v(i)\right] . \tag{20.3}
\end{equation*}
$$

Assume that we run $N$ steps of the LMS recursion starting with an initial guess $\tilde{\mathbf{w}}_{-1}$. This operation generates the weight error estimates $\left\{\tilde{\mathbf{w}}_{0}, \tilde{\mathbf{w}}_{1}, \ldots, \tilde{\mathbf{w}}_{N}\right\}$ and the a priori estimation errors $\left\{e_{a}(0), \ldots, e_{a}(N)\right\}$.

Define the following two column vectors:

$$
\underline{\text { dist }}=\operatorname{col}\left\{\frac{1}{\sqrt{\mu}} \tilde{\mathbf{w}}_{-1}, v(0), v(1), \ldots, v(N)\right\}, \quad \underline{\text { error }}=\operatorname{col}\left\{e_{a}(0), e_{a}(1), \ldots, e_{a}(N), \frac{1}{\sqrt{\mu}} \tilde{\mathbf{w}}_{N}\right\} .
$$

Thevector dist contains the disturbances that affect the performance of the adaptive filter. The initial weight error vector is scaled by $\mu^{-1 / 2}$ for convenience. Likewise, the vector error containsthe a priori estimation errors and the final weight error vector which has also been scaled by $\mu^{-1 / 2}$. The weight error update relation in (20.3) allows us to relate the entries of both vectors in a straightforward manner. For example,

$$
e_{a}(0)=\mathbf{u}_{0}^{T} \tilde{\mathbf{w}}_{-1}=\left(\sqrt{\mu} \mathbf{u}_{0}^{T}\right)\left(\frac{1}{\sqrt{\mu}} \tilde{\mathbf{w}}_{-1}\right)
$$

which shows how the first entry of error relates to the first entry of dist. Similarly, for $e_{a}(1)=\mathbf{u}_{1}^{T} \tilde{\mathbf{w}}_{0}$ we obtain

$$
e_{a}(1)=\left(\sqrt{\mu} \mathbf{u}_{1}^{T}\left[I-\mu \mathbf{u}_{0} \mathbf{u}_{0}^{T}\right]\right) \frac{1}{\sqrt{\mu}} \tilde{\mathbf{w}}_{-1}-\left(\mu \mathbf{u}_{1}^{T} \mathbf{u}_{0}\right) v(0)
$$

which relates $e_{a}(1)$ to thefirst two entries of the vector dist. Continuing in this manner, we can relate $e_{a}(2)$ to the first three entries of dist, $e_{a}(3)$ to the first four entries of dist, and so on.

In general, we can compactly express this relationship as

$$
\underbrace{\left[\begin{array}{c}
e_{a}(0) \\
e_{a}(1) \\
\vdots \\
\frac{e_{a}(N)}{\frac{1}{\sqrt{\mu}} \tilde{\mathbf{w}}_{N}}
\end{array}\right]}_{\underline{\text { error }}}=\underbrace{\left[\begin{array}{ccccc}
\times & & & & \\
\times & \times & & & O \\
\\
\vdots & & & \ddots & \\
\\
\times & \times & \times & \times & \times \\
\hline
\end{array}\right]}_{\mathcal{T}} \underbrace{\left[\begin{array}{c}
\frac{1}{\sqrt{\mu}} \tilde{\mathbf{w}}_{-1} \\
v(0) \\
v(1) \\
\vdots \\
v(N)
\end{array}\right]}_{\underline{\text { dist }}}
$$

where the symbol $\times$ is used to denote the entries of the lower triangular mapping $\mathcal{T}$ relating dist to error. The specific values of the entries of $\mathcal{T}$ are not of interest for now, although we have indicated how the expressions for these $\times$ terms can be found. However, the causal nature of the adaptive algorithm requires that $\mathcal{T}$ be of lower triangular form.

Given the above relationship, our objective is to quantify the effect of the disturbances on the estimation errors. Let $\mathcal{E}_{d}$ and $\mathcal{E}_{e}$ denote the energies of the vectors dist and error, respectively, such that

$$
\mathcal{E}_{e}=\frac{1}{\mu}\left\|\tilde{\mathbf{w}}_{N}\right\|^{2}+\sum_{i=0}^{N}\left|e_{a}(i)\right|^{2} \quad \text { and } \quad \mathcal{E}_{d}=\frac{1}{\mu}\left\|\tilde{\mathbf{w}}_{-1}\right\|^{2}+\sum_{i=0}^{N}|v(i)|^{2},
$$

where $\|\cdot\|$ denotes the Euclidean norm of a vector. We shall say that the LM S adaptive algorithm is robust with level $\gamma$ if a relation of the form

$$
\begin{equation*}
\frac{\mathcal{E}_{e}}{\mathcal{E}_{d}} \leq \gamma^{2}, \tag{20.4}
\end{equation*}
$$

holds for some positive $\gamma$ and for any nonzero, finite-energy disturbance vector dist. In other words, no matter what the disturbances $\left\{\tilde{\mathbf{w}}_{-1}, v(i)\right\}$ are, the energy of the resulting estimation errors will never exceed $\gamma^{2}$ times the energy of the associated disturbances.

The form of the mapping $\mathcal{T}$ affects the value of $\gamma$ in (20.4) for any particular algorithm. To see this result, recall that for any finite-dimensional matrix $A$, its maximum singular value, denoted by $\bar{\sigma}(A)$, is defined by $\bar{\sigma}(A)=\max _{x \neq 0} \frac{\|A x\|}{\|x\|}$. Hence, the square of the maximum singular value, $\bar{\sigma}^{2}(A)$, measures the maximum energy gain from the vector $x$ to the resulting vector $A x$. Therefore, if a relation of the form (20.4) should hold for any nonzero disturbance vector dist, then it means that

$$
\max _{\underline{\text { dist } \neq 0}} \frac{\| \mathcal{T} \underline{\text { dist } \|}}{\| \underline{\text { dist } \|}} \leq \gamma .
$$

Consequently, the maximum singular value of $\mathcal{T}$ must be bounded by $\gamma$. This imposes a condition on the allowable values for $\gamma$; its smallest value cannot be smaller than the maximum singular value of the resulting $\mathcal{T}$.

Ideally, we would likethevalue of $\gamma$ in (20.4) to be as small as possible. In particular, an algorithm for which the value of $\gamma$ is 1 would guarantee that the estimation error energy will never exceed the disturbance energy, no matter what the natures of the disturbances are! Such an algorithm would possess a good degree of robustness since it would guarantee that the disturbance energy will never be unnecessarily magnified.

Before continuing our study, we ask and answer the obvious questions that arise at this point:

- What is the smallest possible value for $\gamma$ for the LM S algorithm? It turns out for the LM S algorithm that, under certain conditions on the step-size parameter, the smallest possible valuefor $\gamma$ is 1 . Thus, $\mathcal{E}_{e} \leq \mathcal{E}_{d}$ for the LM S algorithm.
- Does there exist any other causal adaptive algorithm that would result in a value for $\gamma$ in (20.4) that is smaller than one? It can be argued that no such algorithm exists for the model (20.1) and criterion (20.4).
In other words, the LM S algorithm isin fact themost robust adaptive algorithm in thesensedefined by (20.4). This result provides a rigorous basis for the excellent robustness properties that the LM S algorithm, and several of its variants, have shown in practical situations. The references at the end of the chapter provide an overview of the published works that have established these conclusions. Here, we only motivate them from first principles. In so doing, we shall also discuss other results (and tools) that can be used in order to impose certain robustness and convergence properties on other classes of adaptive schemes.


### 20.6 Energy Bounds and Passivity Relations

Consider the LM S recursion in (20.2), with a time varying step-size $\mu(i)$ for purposes of generality, as given by

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\mu(i) \cdot \mathbf{u}_{i} \cdot\left[d(i)-\mathbf{u}_{i}^{T} \cdot \mathbf{w}_{i-1}\right] . \tag{20.5}
\end{equation*}
$$

Subtracting the optimal coefficient vector $\mathbf{w}$ from both sides and squaring the resulting expressions, we obtain

$$
\left\|\tilde{\mathbf{w}}_{i}\right\|^{2}=\left\|\tilde{\mathbf{w}}_{i-1}-\mu(i) \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)+v(i)\right]\right\|^{2} .
$$

Expanding the right-hand side of this relationship and rearranging terms leads to the equality

$$
\left\|\tilde{\mathbf{w}}_{i}\right\|^{2}-\left\|\tilde{\mathbf{w}}_{i-1}\right\|^{2}+\mu(i) \cdot\left|e_{a}(i)\right|^{2}-\mu(i) \cdot|v(i)|^{2}=\mu(i) \cdot\left|e_{a}(i)+v(i)\right|^{2} \cdot\left[\mu(i) \cdot\left\|\mathbf{u}_{i}\right\|^{2}-1\right] .
$$

Theright-hand sidein the above equality is the product of three terms. Two of these terms, $\mu(i)$ and $\left|e_{a}(i)+v(i)\right|^{2}$, arenonnegative, whereas the term $\left(\mu(i) \cdot\left\|\mathbf{u}_{i}\right\|^{2}-1\right)$ can be positive, negative, or zero depending on the relative magnitudes of $\mu(i)$ and $\left\|\mathbf{u}_{i}\right\|^{2}$. If we define $\bar{\mu}(i)$ as (assuming nonzero regression vectors):

$$
\begin{equation*}
\bar{\mu}(i)=\left\|\mathbf{u}_{i}\right\|^{-2} \tag{20.6}
\end{equation*}
$$

then the following relations hold:

$$
\frac{\left\|\tilde{\mathbf{w}}_{i}\right\|^{2}+\mu(i)\left|e_{a}(i)\right|^{2}}{\left\|\tilde{\mathbf{w}}_{i-1}\right\|^{2}+\mu(i)|v(i)|^{2}} \quad\left\{\begin{array}{ccc}
\leq 1 & \text { for } & 0<\mu(i)<\bar{\mu}(i) \\
=1 & \text { for } & \mu(i)=\bar{\mu}(i) \\
\geq 1 & \text { for } & \mu(i)>\bar{\mu}(i)
\end{array}\right.
$$

The result for $0<\mu(i) \leq \bar{\mu}(i)$ has a nice interpretation. It states that, no matter what the value of $v(i)$ is and no matter how far $\mathbf{w}_{i-1}$ is from $\mathbf{w}$, the sum of the two energies $\left\|\tilde{\mathbf{w}}_{i}\right\|^{2}+\mu(i) \cdot\left|e_{a}(i)\right|^{2}$ will always be smaller than or equal to the sum of the two disturbance energies $\left\|\widetilde{\mathbf{w}}_{i-1}\right\|^{2}+\mu(i) \cdot|v(i)|^{2}$. This relationship is a statement of the passivity of the algorithm locally in time, as it holds for every time instant. Similar relationships can be developed in terms of the a posteriori estimation error.

Since this relationship holds for each timeinstant $i$, it al so holds over an interval of time such that

$$
\begin{equation*}
\frac{\left\|\tilde{\mathbf{w}}_{N}\right\|^{2}+\sum_{i=0}^{N}\left|\bar{e}_{a}(i)\right|^{2}}{\left\|\tilde{\mathbf{w}}_{-1}\right\|^{2}+\sum_{i=0}^{N}|\bar{v}(i)|^{2}} \leq 1, \tag{20.7}
\end{equation*}
$$

where we have introduced the normalized a priori residuals and noise signals

$$
\bar{e}_{a}(i)=\sqrt{\mu(i)} e_{a}(i) \quad \text { and } \quad \bar{v}(i)=\sqrt{\mu(i)} v(i)
$$

respectively. Equation (20.7) states that the lower-triangular matrix that maps the normalized noise signals $\{\bar{v}(i)\}_{i=0}^{N}$ and the initial uncertainty $\tilde{\mathbf{w}}_{-1}$ to the normalized a priori residuals $\left\{\bar{e}_{a}(i)\right\}_{i=0}^{N}$ and thefinal weight error $\tilde{\mathbf{w}}_{N}$ has a maximum singular valuethat is less than one. Thus, it is a contraction mapping for $0<\mu(i) \leq \bar{\mu}(i)$. For the special case of a constant step-size $\mu$, this isthesamemapping $\mathcal{T}$ that we introduced earlier (20.4).

In theabove derivation, wehave assumed for simplicity of presentation that the denominators of all expressions arenonzero. Wecan avoid this restriction by working with differences rather than ratios. Let $\Delta_{N}\left(\mathbf{w}_{-1}, v(\cdot)\right)$ denotethedifferencebetween thenumerator and the denominator of (20.7), such that

$$
\begin{equation*}
\Delta_{N}\left(\mathbf{w}_{-1}, v(\cdot)\right)=\left\{\left\|\tilde{\mathbf{w}}_{N}\right\|^{2}+\sum_{i=0}^{N}\left|\bar{e}_{a}(i)\right|^{2}\right\}-\left\{\left\|\tilde{\mathbf{w}}_{-1}\right\|^{2}+\sum_{i=0}^{N}|\bar{v}(i)|^{2}\right\} \tag{20.8}
\end{equation*}
$$

Then, a similar argument that produced (20.7) can be used to show that for any $\left\{\mathbf{w}_{-1}, v(\cdot)\right\}$,

$$
\begin{equation*}
\Delta_{N}\left(\mathbf{w}_{-1}, v(\cdot)\right) \leq 0 \tag{20.9}
\end{equation*}
$$

### 20.7 Min-Max Optimality of Adaptive Gradient Algorithms

The property in (20.7) or (20.9) is valid for any initial guess $\mathbf{w}_{-1}$ and for any noise sequence $v(\cdot)$, so long as the $\mu(i)$ areproperly bounded by $\bar{\mu}(i)$. Onemight then wonder whether thebound in (20.7) is tight or not. In other words, aretherechoices $\left\{\mathbf{w}_{-1}, v(\cdot)\right\}$ for which the ratio in (20.7) can bemade arbitrarily close to oneor $\Delta_{N}$ in (20.9) arbitrarily closeto zero? We now show that there are. We can rewrite the gradient recursion of (20.5) in the equivalent form

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\mu(i) \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)+v(i)\right] . \tag{20.10}
\end{equation*}
$$

Envision a noise sequence $v(i)$ that satisfies $v(i)=-e_{a}(i)$ at each time instant $i$. Such a sequence may seem unrealistic but is entirely within the realm of our unrestricted model of the unknown disturbances. In this case, the abovegradient recursion trivializes to $\mathbf{w}_{i}=\mathbf{w}_{i-1}$ for all $i$, thus leading to $\mathbf{w}_{N}=\mathbf{w}_{-1}$. Thus, $\Delta_{N}$ in (20.8) will be zero for this particular experiment. Therefore,

$$
\max _{\left\{\mathbf{w}_{-1}, v(\cdot)\right\}}\left\{\Delta_{N}\left(\mathbf{w}_{-1}, v(\cdot)\right)\right\}=0
$$

We now consider thefollowing question: how does the gradient recursion in (20.5) compare with other possible causal recursive algorithms for the update of the weight estimate? Let $\mathcal{A}$ denote any given causal algorithm. Supposethat weinitialize algorithm $\mathcal{A}$ with $\mathbf{w}_{-1}=\mathbf{w}$, and supposethenoise sequence is given by $v(i)=-e_{a}(i)$ for $0 \leq i \leq N$. Then, we have

$$
\sum_{i=0}^{N}|\bar{v}(i)|^{2}=\sum_{i=0}^{N}\left|\bar{e}_{a}(i)\right|^{2} \leq\left\|\tilde{\mathbf{w}}_{N}\right\|^{2}+\sum_{i=0}^{N}\left|\bar{e}_{a}(i)\right|^{2}
$$

no matter what the value of $\tilde{\mathbf{w}}_{N}$ is. This particular choice of initial guess ( $\mathbf{w}_{-1}=\mathbf{w}$ ) and noise sequence $\{v(\cdot)\}$ will always result in a nonnegative value of $\Delta_{N}$ in (20.8), implying for any causal algorithm $\mathcal{A}$ that

$$
\max _{\left\{\mathbf{w}_{-1}, v(\cdot)\right\}}\left\{\Delta_{N}\left(\mathbf{w}_{-1}, v(\cdot)\right)\right\} \geq 0
$$

For the gradient recursion in (20.5), the maximum has to be exactly zero because the global property (20.9) provided us with an inequality in the other direction. Therefore, the algorithm in (20.5) solves the following optimization problem:

$$
\min _{\text {Algorithm }}\left\{\max _{\left\{\mathbf{w}_{-1}, v(\cdot)\right\}} \Delta_{N}\left(\mathbf{w}_{-1}, v(\cdot)\right)\right\}
$$



FIGURE 20.3: Singular value plot.
and the optimal value is equal to zero. M ore details and justification can be found in the references at the end of this chapter, especially connections with so-called $\mathrm{H}_{\infty}$ estimation theory.

As explained before, $\Delta_{N}$ measures the difference between the output energy and the input energy of the algorithm mapping $\mathcal{T}$. The gradient algorithm in (20.5) minimizes the maximum possible difference between these two energies over all disturbances with finite energy. In other words, it minimizes the effect that the worst-possible input disturbances can haveon the resulting estimationerror energy.

### 20.8 Comparison of LMS and RLS Algorithms

To illustrate the ideas in our discussion, we compare the robustness performance of two classical algorithms: the LM S algorithm (20.2) and the recursive least-squares (RLS) algorithm. M ore details on the examplegiven below can befound in the reference section at the end of the chapter.

Consider the data model in (20.1) where $\mathbf{u}_{i}$ is a scalar that randomly assumesthevalues +1 and -1 with equal probability. Let $\mathbf{w}=0.25$, and let $v(i)$ be an uncorrelated Gaussian noise sequence with unit variance. We first employ theLM S recursion in (20.2) and computetheinitial 150 estimates $\mathbf{w}_{i}$, starting with $\mathbf{w}_{-1}=0$ and using $\mu=0.97$. Note that $\mu$ satisfies the requirement $\mu \leq 1 /\left\|\mathbf{u}_{i}\right\|^{2}=1$ for all $i$. We then evaluate the entries of the resulting mapping $\mathcal{T}$, now denoted by $\mathcal{T}_{\text {lms }}$, that we defined in (20.4). We then compute the corresponding $\mathcal{T}_{r l s}$ for the recursiveleast-squares (RLS) algorithm for these signals, which for this special data model can be expressed as

$$
\mathbf{w}_{i+1}=\mathbf{w}_{i}+\frac{p_{i} \mathbf{u}_{i}}{1+p_{i}}\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right], \quad p_{i+1}=\frac{p_{i}}{1+p_{i}}
$$

The initial condition chosen for $p_{i}$ is $p_{0}=\mu=0.97$.
Figure 20.3 shows a plot of the 150 singular values of the resulting mappings $\mathcal{T}_{\text {lms }}$ and $\mathcal{T}_{r l s}$. As predicted from our analysis, the singular values of $\mathcal{T}_{\text {lms }}$, indicated by an almost horizontal line at unity, are all bounded by one, whereas the maximum singular value of $\mathcal{T}_{r l s}$ is approximately 1.65 . This result indicates that the LM S algorithm is indeed more robust than the RLS algorithm, as is predicted by the earlier analysis.

Observe, however, that most of the singular values of $\mathcal{T}_{r l s}$ are considerably smaller than one, whereas the singular values of $\mathcal{T}_{l m s}$ are clustered around one. This has an interesting interpretation that we explain asfollows. An $N \times N$-dimensional matrix $A$ has $N$ singular values $\left\{\sigma_{i}\right\}$ that areequal
to the positive square-roots of the eigenvalues of $A A^{T}$. For each $\sigma_{i}$, there exists a unit-norm vector $x_{i}$ such that the energy gain from $x_{i}$ to $A x_{i}$ is equal to $\sigma_{i}^{2}$, i.e., $\sigma_{i}=\left\|A x_{i}\right\| /\left\|x_{i}\right\|$. The vector $x_{i}$ can bechosen as the $i$ th right singular vector of $A$. Now, recall that $\mathcal{T}_{\text {lms }}$ and $\mathcal{T}_{\text {rls }}$ arefinite-dimensional matrices that map a disturbance vector dist to the estimation-errors vector error. Considering the plot of the singular values of $\mathcal{T}_{\text {rls }}$, we see that if the disturbance vector dist happens to lie in the range space of theright singular vectors associated with thesmaller singular values in this plot, then its effect will be significantly attenuated. This fact indicates that while the performance of the LMS al gorithm guards against worst-case disturbances, the RLS algorithm is likely to have a better performancethan the LM S algorithm on average, as is well-known.

### 20.9 Time-Domain Feedback Analysis

Robust adaptive filters are designed to induce contractive mappings between sequences of numbers. This fact also has important implications on the convergence performance of a robust adaptive scheme. In the remaining sections of this chapter, we discuss the combined issues of robustness and convergence from a deterministic standpoint. In particular, thefollowing issues are discussed:

- We show that each step of the update equation of the gradient algorithm in (20.5) can be described in terms of an elementary section that possesses a useful feedback structure.
- The feedback structure provides insights into the robust and convergence performance of the adaptive scheme. This is achieved by studying the energy flow through a cascade of elementary sections and by invoking a useful tool from system theory known as the small gain theorem.
- Thefeedback analysis extends to moregeneral update relations. The exampleconsidered here is filtered-error LM S algorithm, although the methodology can beextended to other structures such as perceptrons. Details can be found in the references at the end of this chapter.


### 20.9.1 Time-Domain Analysis

From the update equation in (20.5), $\tilde{\mathbf{w}}_{i}$ satisfies

$$
\begin{equation*}
\tilde{\mathbf{w}}_{i}=\tilde{\mathbf{w}}_{i-1}-\mu(i) \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)+v(i)\right] . \tag{20.11}
\end{equation*}
$$

If we multiply both sides of (20.11) by $\mathbf{u}_{i}^{T}$ from the left, we obtain the following relation among $\left\{e_{p}(i), e_{a}(i), v(i)\right\}:$

$$
\begin{equation*}
e_{p}(i)=\left(1-\frac{\mu(i)}{\bar{\mu}(i)}\right) e_{a}(i)-\frac{\mu(i)}{\bar{\mu}(i)} v(i), \tag{20.12}
\end{equation*}
$$

where $\bar{\mu}(i)$ is given by (20.6). Using (20.12), (20.5) can be rewritten in the equivalent form

$$
\begin{align*}
\mathbf{w}_{i} & =\mathbf{w}_{i-1}+\bar{\mu}(i) \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)-e_{p}(i)\right], \\
& =\mathbf{w}_{i-1}+\bar{\mu}(i) \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)+r(i)\right], \tag{20.13}
\end{align*}
$$

where we have defined the signal $r(i)=-e_{p}(i)$ for convenience. The expression (20.13) shows that (20.5) can be rewritten in terms of a new step-size $\bar{\mu}(i)$ and a modified "noise" term $r(i)$.

Therefore, if we follow arguments similar to those prior to (20.6), we readily conclude that for algorithm (20.5) the following equality holds for all $\{\mu(i), v(i)\}$ :

$$
\begin{equation*}
\frac{\left\|\tilde{\mathbf{w}}_{i}\right\|^{2}+\bar{\mu}(i)\left|e_{a}(i)\right|^{2}}{\left\|\tilde{\mathbf{w}}_{i-1}\right\|^{2}+\bar{\mu}(i)|r(i)|^{2}}=1 . \tag{20.14}
\end{equation*}
$$

This relation establishes a lossless map (denoted by $\overline{\mathcal{T}}_{i}$ ) from the signals $\left\{\tilde{\mathbf{w}}_{i-1}, \sqrt{\bar{\mu}(i)} r(i)\right\}$ to the signals $\left\{\tilde{\mathbf{w}}_{i}, \sqrt{\bar{\mu}(i)} e_{a}(i)\right\}$. Correspondingly, using (20.12), the map from the original weighted disturbance $\sqrt{\bar{\mu}(i)} v(i)$ to theweighted estimation error signal $\sqrt{\bar{\mu}(i)} e_{a}(i)$ can be expressed in terms of the feedback structure shown in Fig. 20.4.


FIGURE 20.4: A time-variant lossless mapping with gain feedback for gradient algorithms. © IEEE 1996. (Source: Rupp, M . and Sayed, A.H ., A timedomain feedback analysis of filtered-error adaptive gradient algorithms, IEEE Trans. Signal Process. 44(6): 1428-1439, June 1996. With permission.)

Thefeedback description providesuseful insights into thebehavior of theadaptivescheme. Because the map $\overline{\mathcal{T}}_{i}$ in the feedforward path is lossless or energy-preserving, the design and analysis effort can be concentrated on the terms contained in the feedback path. This feedback block controls:

- How much energy is fed back into the input of each section and whether energy magnification or demagnification may occur (i.e., stability).
- How sensitive the estimation error is to noise and disturbances (i.e., robustness).
- How fast the estimation error energy decays (i.e., convergence rate).


### 20.9.2 $l_{2}$-Stability and the Small Gain Condition

We start by reconsidering the robustness issue. Recall that if the step-sizes $\mu(i)$ are chosen such that $\mu(i) \leq \bar{\mu}(i)$, then robustness is guaranteed in that the ratio of the energies of the signals in (20.7) will be bounded by one.

Thecondition on $\mu(i)$ can berelaxed at theexpenseof guaranteeing energy ratios that are bounded by some other positive number, say

$$
\begin{equation*}
\frac{\text { weighted estimation error energy }}{\text { weighted disturbance energy }} \leq \gamma^{2} \tag{20.15}
\end{equation*}
$$

for some constant $\gamma$ to be determined. This is still a desirable property because it means that the disturbance energy will be, at most, scaled by a factor of $\gamma$. This fact can in turn lead to useful convergence conclusions, as argued later.

In order to guarantee robustness conditions according to (20.15), for some $\gamma$, we rely on the observation that feedback configurations of the form shown in Fig. 20.4 can be analyzed using a
tool known in system theory as the small gain theorem. In loose terms, this theorem states that the stability of a feedback configuration such as that in Fig. 20.4 is guaranteed if the product of the norms of the feedforward and the feedback mappings are strictly bounded by one. Since the feedforward mapping $\overline{\mathcal{T}}_{i}$ has a norm (or maximum singular value) of one, the norm of the feedback map needs to be strictly bounded by one for stability of this system.

To illustrate these concepts more fully, consider the feedback structure in Fig. 20.5 that has a lossless mapping $\mathcal{T}$ in its feedforward path and an arbitrary mapping $\mathcal{F}$ in its feedback path. The input/output signals of interest aredenoted by $\{x, y, r, v, e\}$. In this system, the signals $x, v$ play the role of the disturbances.


FIGURE 20.5: A feedback structure.

The losslessness of the feedforward path implies conservation of energy such that

$$
\|y\|^{2}+\|e\|^{2}=\|x\|^{2}+\|r\|^{2} .
$$

Consequently, $\|e\| \leq\|x\|+\|r\|$. On the other hand, the triangle inequality of norms implies that

$$
\|r\| \leq\|v\|+\|\mathcal{F}\| \cdot\|e\|,
$$

where the notation $\|\mathcal{F}\|$ denotes the maximum singular value of the mapping $\mathcal{F}$. Provided that the small gain condition $\|\mathcal{F}\|<1$ is satisfied, we have

$$
\begin{equation*}
\|e\| \leq \frac{1}{1-\|\mathcal{F}\|} \cdot[\|x\|+\|v\|] \tag{20.16}
\end{equation*}
$$

Thus, a contractive $\mathcal{F}$ guarantees a robust map from $\{x, v\}$ to $\{e\}$ with a robustness level that is determined by the factor $1 /(1-\|\mathcal{F}\|)$. In this case, we shall say that the map from $\{x, v\}$ to $\{e\}$ is $l_{2}$-stable.


FIGURE 20.6: Plot of the $l_{2}$-gain.

A plot of the factor $1 /(1-\|\mathcal{F}\|)$, as a function of $\|\mathcal{F}\|$, is shown in Fig. 20.6. It can be seen that the smaller the value of $\|\mathcal{F}\|$ :

- The smaller the effect of $\{x, v\}$ on $\{e\}$.
- The smaller the upper bound on $\|e\|$.

M oreover, weshall arguethat smaller values of $\|\mathcal{F}\|$ areassociated with faster convergence. Therefore, controlling the norm of $\mathcal{F}$, is important for both the robustness and convergence performance of an adaptive algorithm. In most cases, the feedback filter $\mathcal{F}$ will depend on several quantities, such as the step-sizes $\{\mu(i)\}$ and the data vectors $\left\{\mathbf{u}_{i}\right\}$ (as in Fig. 20.4). It may also depend on error filters and on regression filters that appear in more general adaptive schemes.

Referring to Fig. 20.4, define

$$
\eta(N)=\max _{0 \leq i \leq N}\left|1-\frac{\mu(i)}{\bar{\mu}(i)}\right| \quad \text { and } \quad \xi(N)=\max _{0 \leq i \leq N} \frac{\mu(i)}{\bar{\mu}(i)} .
$$

That is, $\eta(N)$ is the maximum absolute value of the gain of the feedback loop over the interval of time $0 \leq i \leq N$, and $\xi(N)$ is the maximum value of the scaling factor $\mu(i) / \bar{\mu}(i)$ at the input of the feedback interconnection. In this context, the small gain condition requires that $\eta(N)<1$. This condition is equivalent to choosing the step-size parameter $\mu(i)$ such that $0<\mu(i)<2 \bar{\mu}(i)$. Under this condition, the general relation (20.16) can be used to deduce either of the following two relationships:

$$
\begin{equation*}
\sqrt{\sum_{i=0}^{N} \bar{\mu}(i)\left|e_{a}(i)\right|^{2}} \leq \frac{1}{1-\eta(N)}\left[\left\|\tilde{\mathbf{w}}_{-1}\right\|+\xi(N) \sqrt{\sum_{i=0}^{N} \bar{\mu}(i)|v(i)|^{2}}\right] \tag{20.17}
\end{equation*}
$$

or

$$
\begin{equation*}
\sqrt{\sum_{i=0}^{N} \mu(i)\left|e_{a}(i)\right|^{2}} \leq \frac{\xi^{1 / 2}(N)}{1-\eta(N)}\left[\left\|\tilde{\mathbf{w}}_{-1}\right\|+\xi^{1 / 2}(N) \sqrt{\sum_{i=0}^{N} \mu(i)|v(i)|^{2}}\right] \tag{20.18}
\end{equation*}
$$

Note that in either case the upper bound on $\mu(i)$ is now $2 \bar{\mu}(i)$ and the robustness level is essentially determined by

$$
\frac{1}{1-\eta(N)} \quad \text { or } \quad \frac{\xi^{1 / 2}(N)}{1-\eta(N)}
$$

depending on how the estimation errors $\left\{e_{a}(i)\right\}$ and the noise terms $\{v(i)\}$ are normalized [by $\mu(\cdot)$ or $\bar{\mu}(\cdot)]$.

### 20.9.3 Energy Propagation in the Feedback C ascade

By studying the energy flow in the feedback interconnection of Fig. 20.4, we can also obtain some physical insights into the convergence behavior of the gradient recursion (20.5).

Assumethat $\mu(i)=\bar{\mu}(i)$, such that thefeedback loop of Fig. 20.4 is disconnected. In thissituation, there is no energy flowing back into the lower input of the lossless section from its lower output $e_{a}(\cdot)$. The losslessness of the feedforward path then implies that

$$
E_{w}(i)=E_{w}(i-1)+E_{v}(i)-E_{e}(i),
$$

where we have defined the energy terms

$$
E_{e}(i)=\bar{\mu}(i)\left|e_{a}(i)\right|^{2}, \quad E_{v}(i)=\bar{\mu}(i)|v(i)|^{2}, \quad E_{w}(i)=\left\|\tilde{\mathbf{w}}_{i}\right\|^{2} .
$$

In the noiseless case where $v(i)=0$, the above expression implies that the weight-error energy is a nonincreasing function of time, i.e., $E_{w}(i) \leq E_{w}(i-1)$.

H owever, what happensif $\mu(i) \neq \bar{\mu}(i)$ ? In thiscase, thefeedback path isactiveand theconvergence speed will be affected because the rate of decrease in the energy of the estimation error will change. Indeed, for $\mu(i) \neq \bar{\mu}(i)$ we obtain for $E_{v}(i)=0$

$$
E_{w}(i)=E_{w}(i-1)-\left(1-\left|1-\frac{\mu(i)}{\bar{\mu}(i)}\right|^{2}\right) E_{e}(i),
$$

where, due to the small gain condition, the coefficient multiplying $E_{e}(i)$ can be seen to be smaller than 1.

Loosely speaking, this energy argument indicates for $v(i)=0$ that the smaller the maximum singular value of feedback block $\mathcal{F}$, for a generic feedback interconnection of the form shown in Fig. 20.5, the faster the convergence of the algorithm will be, since less energy is fed back to the input of each section.

### 20.9.4 A Deterministic Convergence Analysis

The energy argument can be pursued in order to provide sufficient deterministic conditions for the convergence of the weight estimates $\mathbf{w}_{i}$ to the true weight vector $\mathbf{w}$. The argument follows as a consequence of the energy relations (or robustness bounds) (20.17) and (20.18), which essentially establishes that the adaptive gradient algorithm (20.5) maps a finite-energy sequence to another finite-energy sequence.

To clarify this point, we define the quantities

$$
\eta=\sup _{i}\left|1-\frac{\mu(i)}{\bar{\mu}(i)}\right|, \quad \xi=\sup _{i}\left[\frac{\mu(i)}{\bar{\mu}(i)}\right],
$$

and note that if the step-size parameter $\mu(i)$ is chosen such that $\mu(i)\left\|\mathbf{u}_{i}\right\|^{2}$ is uniformly bounded by 2 , then we guarantee $\xi<2$ and $\eta<1$. We further note that it follows from the weight-error update relation (20.11) that $\tilde{\mathbf{w}}_{i}$ satisfies

$$
\begin{equation*}
\tilde{\mathbf{w}}_{i}=\tilde{\mathbf{w}}_{i-1}-\overline{\mathbf{u}}_{i}^{T}\left[\bar{e}_{a}(i)+\bar{v}(i)\right], \tag{20.19}
\end{equation*}
$$

where we have defined $\overline{\mathbf{u}}_{i}=\sqrt{\mu(i)} \mathbf{u}_{i}$ [likewise for $\left.\bar{e}_{a}(i), \bar{v}(i)\right]$. The following conclusions can now be established under the stated conditions.

- Finitenoiseenergy condition. Weassumethat thenormalized sequence $\{\bar{v}(\cdot)=\sqrt{\mu(i)} v(i)\}$ has finite energy, i.e.,

$$
\begin{equation*}
\sum_{i=0}^{\infty} \mu(i)|v(i)|^{2}<\infty \tag{20.20}
\end{equation*}
$$

This in turn implies that $\bar{v}(i) \rightarrow 0$ as $i \rightarrow \infty$ (but not necessarily $v(i) \rightarrow 0$ ). If the initial weight-error vector is finite, $\left\|\tilde{\mathbf{w}}_{-1}\right\|<\infty$, then condition (20.20) along with the energy bound (20.18) [as $N \rightarrow \infty$ ] allows us to conclude that $\sum_{i=0}^{\infty} \mu(i)\left|e_{a}(i)\right|^{2}<\infty$. Consequently, $\lim _{i \rightarrow \infty} \bar{e}_{a}(i) \rightarrow 0$ (but not necessarily $e_{a}(i) \rightarrow 0$ ).

- Persistent excitation condition. We also assume that the normalized vectors $\left\{\overline{\mathbf{u}}_{i}\right\}$ are persistently exciting. By this we mean that there exists a finite integer $L \geq M$ such that the smallest singular value of

$$
\operatorname{col}\left\{\overline{\mathbf{u}}_{i}^{T}, \overline{\mathbf{u}}_{i+1}^{T}, \ldots, \overline{\mathbf{u}}_{i+L}^{T}\right\}
$$

is uniformly bounded from below by a positive quantity for sufficiently large $i$. The persistence of excitation condition can be used to further conclude from $\bar{e}_{a}(i) \rightarrow 0$ that $\lim _{i \rightarrow \infty} \mathbf{w}_{i}=\mathbf{w}$.

The above statements can also be used to clarify the behavior of the adaptive algorithm (20.5) in the presence of finite-power (rather than finite-energy) normalized noise sequences $\{\bar{v}(\cdot)\}$, i.e., for $v(\cdot)$ satisfying

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N-1} \mu(i)|v(i)|^{2}=P_{v}<\infty .
$$

For this purpose, we divide both sides of (20.18) by $\sqrt{N}$ and take the limit as $N \rightarrow \infty$ to conclude that

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=0}^{N-1} \mu(i)\left|e_{a}(i)\right|^{2} \leq \frac{\xi^{2} P_{v}}{(1-\eta)^{2}}
$$

In other words, a bounded noise power leads to a bounded estimation error power.

### 20.10 Filtered-Error Gradient Algorithms

The feedback analysis of the former sections can be extended to gradient algorithms that employ filtered versions of the error signal $d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$. Such algorithms are useful in applications such as active noise and vibration control and in adaptive IIR filters, where a filtered error signal is more easily observed or measured. Figure 20.7 depicts the context of this problem. The symbol $F$ denotes the filter that operates on $e(i)$. For our discussion, we assume that $F$ is a finite impulse response filter of order $M_{F}$, such that the $z$-transform of its impulse response is $F(z)=\sum_{j=0}^{M_{F}-1} f_{j} z^{-j}$.


FIGURE 20.7: Structure of filtered-error gradient algorithms. © IEEE 1996. (Source: Rupp, M. and Sayed, A.H ., A time domain feedback analysis of filtered-error adaptive gradient algorithms, IEEE Trans. Signal Process. 44(6): 1428-1439, June 1996. With permission.)

For purposes of discussion, we focus on one particular form of adaptive update known as the filtered-error LM S algorithm:

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\mu(i) \cdot \mathbf{u}_{i} \cdot F\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right] . \tag{20.21}
\end{equation*}
$$

Comparing (20.21) with (20.5), the only difference between the two updates is the filter $F$ that acts on the error $d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$.

Following the discussion that led to (20.13), it can be verified that (20.21) is equivalent to the following update:

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\bar{\mu}(i) \cdot \mathbf{u}_{i} \cdot\left[e_{a}(i)+r(i)\right], \tag{20.22}
\end{equation*}
$$

where $\bar{\mu}(i)=1 /\left\|\mathbf{u}_{i}\right\|^{2}, e_{a}(i)=\mathbf{u}_{i}^{T} \tilde{\mathbf{w}}_{i-1}$, and $r(i)$ is defined as

$$
\begin{equation*}
\bar{\mu}(i) r(i)=\mu(i) F[v(i)]-\bar{\mu}(i) e_{a}(i)+\mu(i) F\left[e_{a}(i)\right] . \tag{20.23}
\end{equation*}
$$

Expression (20.22) is of thesameform as (20.13), which impliesthat thefollowing relation also holds:

$$
\begin{equation*}
\frac{\left\|\tilde{\mathbf{w}}_{i}\right\|^{2}+\bar{\mu}(i)\left|e_{a}(i)\right|^{2}}{\left\|\tilde{\mathbf{w}}_{i-1}\right\|^{2}+\bar{\mu}(i)|r(i)|^{2}}=1 . \tag{20.24}
\end{equation*}
$$

This establishes that the map $\overline{\mathcal{T}}_{i}$ from the signals $\left\{\tilde{\mathbf{w}}_{i-1}, \sqrt{\bar{\mu}(i) r} r(i)\right\}$ to the signals $\left\{\tilde{\mathbf{w}}_{i}, \sqrt{\bar{\mu}(i)} e_{a}(i)\right\}$ is lossless. M oreover, the map from the original disturbance $\sqrt{\bar{\mu}(\cdot)} v(\cdot)$ to the signal $\sqrt{\bar{\mu}(\cdot)} e_{a}(\cdot)$ can be expressed in terms of a feedback structure, as shown in Fig. 20.8. We remark that the notation $1-\frac{\mu(i)}{\sqrt{\bar{\mu}(i)}} F[\cdot] \frac{1}{\sqrt{\bar{\mu}(i)}}$ should beinterpreted as follows. Wefirst divide $\sqrt{\bar{\mu}(i)} e_{a}(i)$ by $\sqrt{\bar{\mu}(i)}$ before filtering it by the filter $F$ and then scaling the result by $\mu(i) / \sqrt{\bar{\mu}(i)}$. Similarly, the term $\sqrt{\bar{\mu}(i)} v(i)$ is first divided by $\sqrt{\bar{\mu}(i)}$, then filtered by $F$, and is finally scaled by $\mu(i) / \sqrt{\bar{\mu}(i)}$.


FIGURE 20.8: Filtered-error LM S algorithm as a time-variant lossless mapping with dynamic feedback. (C) IEEE 1996. (Source: Rupp, M. and Sayed, A.H., A time domain feedback analysis of filtered-error adaptive gradient algorithms, IEEE Trans. Signal Process. 44(6): 1428-1439, June 1996. With permission.)

The feedback path now contains a dynamic system. The small gain theorem dictates that this system will be robust if the feedback path is a contractive system. For the special case of the projection filtered-error LM S algorithm that employs the step-size $\mu(i)=\alpha \bar{\mu}(i), \alpha>0$,

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\alpha \frac{\mathbf{u}_{i}}{\left\|\mathbf{u}_{i}\right\|^{2}} F\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right] \tag{20.25}
\end{equation*}
$$

the small-gain condition implies that the following matrix should be strictly contractive:

$$
\mathbf{P}_{N}=\left(\begin{array}{cccc}
1-\alpha f_{0} & & \mathbf{0} & \\
-\alpha \frac{\sqrt{\bar{\mu}(1)}}{\sqrt{\bar{\mu}(0)}} f_{1} & 1-\alpha f_{0} & & \\
-\alpha \frac{\sqrt{\mu}(2)}{\sqrt{\bar{\mu}(0)}} f_{2} & -\alpha \frac{\sqrt{\bar{\mu}(2)}}{\sqrt{\mu}(1)} f_{1} & 1-\alpha f_{0} & \\
\vdots & & & \ddots
\end{array}\right) .
$$

Here, the $\left\{f_{i}\right\}$ are the coefficients of the FIR filter $F$. Since, in practice, the length $M_{F}$ of this filter is usually much smaller than the length of the regression vector $\mathbf{u}_{i}$, the energy of the input sequence $\mathbf{u}_{i}$
does not change very rapidly over the filter length $M_{F}$, such that

$$
\bar{\mu}(i) \approx \ldots \approx \bar{\mu}\left(i-M_{F}\right) .
$$

In this case, $\mathbf{P}_{N}$ becomes

$$
\begin{equation*}
\mathbf{P}_{N} \approx \mathbf{I}-\alpha \mathbf{F}_{N}, \tag{20.26}
\end{equation*}
$$

where $\mathbf{F}_{N}$ is the lower triangular Toeplitz matrix that describes the convolution of the filter $F$ on an input sequence. This is generally a banded matrix since $M_{F} \ll M$, as shown below for the special case of $M_{F}=3$,

$$
\mathbf{F}_{N}=\left[\begin{array}{ccccc}
f_{0} & & & & \\
f_{1} & f_{0} & & & \\
f_{2} & f_{1} & f_{0} & & \\
& f_{2} & f_{1} & f_{0} & \\
& & \ddots & \ddots & \ddots
\end{array}\right]
$$

In this case, the strict contractivity of $\left(\mathbf{I}-\alpha \mathbf{F}_{N}\right)$ can be guaranteed by choosing the step-size parameter $\alpha$ such that

$$
\begin{equation*}
\max _{\Omega}\left|1-\alpha F\left(e^{j \Omega}\right)\right|<1, \tag{20.27}
\end{equation*}
$$

where $F(z)$ is the transfer function of the error filter. For better convergence performance, we may choose $\alpha$ by solving the min-max problem

$$
\begin{equation*}
\min _{\alpha} \max _{\Omega}\left|1-\alpha F\left(e^{j \Omega}\right)\right| . \tag{20.28}
\end{equation*}
$$

If the resulting minimum is less than one, then the corresponding optimum value of $\alpha$ will result in faster convergence, and it will also guarantee the robustness of the scheme.

We now illustrate these concepts via a simulation example. The error-path filter for this example is

$$
F(z)=1-1.2 z^{-1}+0.72 z^{-2} .
$$

We use an FIR filter adapted by the algorithm in (20.25), wherethe input signal to the adaptive filter consists of a single sinusoid of frequency $\Omega_{0}=1.2 / \pi$. In this case, if we assume that the a priori error signal is dominated by the frequency component $\Omega_{0}$, we can solve for the optimum $\alpha$ via the simpler expression [cf. (20.28)] $\min _{\alpha}\left|1-\alpha F\left(e^{j \Omega_{o}}\right)\right|$. The resulting optimum value of $\alpha$ is

$$
\alpha_{o p t}=\operatorname{Real}\left\{\frac{1}{F\left(e^{-j \Omega_{0}}\right)}\right\} .
$$

This step size provides the fastest convergence speed. In addition, the stability limits for $\alpha$ can be shown to be $0<\alpha<2 \alpha_{\text {opt }}$ using a similar procedure.

Figure20.9showsthreeconvergencecurves of theaveragesquared error $\mathrm{Av}\left[|e(i)|^{2}\right]=\frac{1}{50} \sum_{j=1}^{50}\left|e_{j}(i)\right|^{2}$, as determined from 50 simulation runs of theprojection filtered-error LM Salgorithm for thechoices $\alpha=0.085, \alpha=0.15$ and $\alpha=0.18$, respectively. In this case, we have generated an input sequence of the form $u(i)=\sin [1.2 i+\phi]$ for each simulation run, where $\phi$ is uniformly chosen from the interval $[-\pi, \pi]$ to obtain smoother learning curves after averaging, and the $M=10$ coefficients of the unknown system were all set to unity. M oreover, the additive noise $v(i)$ corrupting the signal $d(i)$ is uncorrelated Gaussian-distributed with a level that is -40 dB below that of the input signal power. The optimal step-size $\alpha_{o p t}$ in this case can be calculated to be $\alpha_{o p t}=0.085$ and the stability bounds for the system are $0<\alpha<0.17$. As expected, choosing $\alpha=0.085$ provides the fastest convergence speed for this situation. We also see that for values of $\alpha$ greater than $2 \alpha_{\text {opt }}$, the error of the system diverges.


FIGURE 20.9: Convergence behavior for FELMS algorithm with sinusoidal input sequence and variousstep-sizes $\alpha=0.085$ (a), 0.15 (b), 0.18(c). © IEEE 1996. (Source: Rupp, M . and Sayed, A.H., A time domain feedback analysis of filtered-error adaptive gradient algorithms, IEEE Trans. Signal Process. 44(6): 1428-1439, June 1996. With permission.)
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The central problem in estimation is to recover, to good accuracy, a set of unobservable parameters from corrupted data. Several optimization criteria have been used for estimation purposes over the years, but the most important, at least in the sense of having had the most applications, are criteria that are based on quadratic cost functions. The most striking among these is the linear least-squares criterion, which was perhaps first developed by Gauss (ca. 1795) in his work on celestial mechanics. Since then, it has enjoyed widespread popularity in many diverse areas as a result of its attractive computational and statistical properties. Among these attractive properties, the most notable are the facts that least-squares solutions:

- can be explicitly evaluated in closed forms;
- can be recursively updated as more input data is made available, and
- are maximum likelihood estimators in the presence of Gaussian measurement noise.

The aim of this chapter is to provide an overview of adaptive filtering al gorithms that result when the least-squares criterion is adopted. Over the last several years, a wide variety of algorithms in this class has been derived. They all basically fall into the following main groups (or variations thereof): recursive least-squares (RLS) algorithms and the corresponding fast versions (known as FTF and FAEST), QR and inverse QR algorithms, least-squares lattice (LSL), and QR decomposition-based least-squares lattice (QRD-LSL) algorithms.

Table 21.1 lists these different variants and classifies them into order-recursive and fixed-order algorithms. The acronyms and terminology are not important at this stage and will be explained as the discussion proceeds. Also, the notation $O(M)$ is used to indicate that each iteration of an algorithm requires of the order of $M$ floating point operations (additions and multiplications). In this sense, someal gorithms arefast (requiring only $O(M)$ ), whileothers areslow (requiring $O\left(M^{2}\right)$ ). The value of $M$ is the filter order that will be introduced in due time.

TABLE 21.1 Most Common RLS Adaptive
Schemes

| Adaptive <br> Algorithm | Order <br> Recursive | Fixed <br> Order | Cost per <br> Iteration |
| :---: | :---: | :---: | :---: |
| RLS |  | $\mathbf{x}$ | $O\left(M^{2}\right)$ |
| QR and InverseQR |  | $\mathbf{x}$ | $O\left(M^{2}\right)$ |
| FTF, FAEST |  | $\mathbf{x}$ | $O(M)$ |
| LSL | $\mathbf{x}$ |  | $O(M)$ |
| QRD-LSL | $\mathbf{x}$ |  | $O(M)$ |

It is practically impossible to list here all the relevant references and all the major contributors to the rich field of adaptive RLS filtering. The reader is referred to some of the textbooks listed at the end of this chapter for more comprehensive treatments and bibliographies.

Herewe wish to stress that, apart from introducing thereader to thefundamentals of RLS filtering, one of our goals in this exposition is to present the different versions of the RLS algorithm in computationally convenient so-called array forms. In these forms, an algorithm is described as a sequence of elementary operations on arrays of numbers. Usually, a prearray of numbers has to be triangularized by a rotation, or a sequence of elementary rotations, in order to yield a postarray of numbers. The quantities needed to form the next prearray can then be read off from the entries of the postarray, and the procedure can be repeated. The explicit forms of the rotation matrices are not needed in most cases.

Such array descriptions aremoretruly algorithms in the sense that they operateon sets of numbers and provide other sets of numbers, with no explicit equations involved. The rotations themselves can be implemented in a variety of well-known ways: as a sequence of elementary circular or hyperbolic rotations, in square root- and/or division-free forms, as Householder transformations, etc. These may differ in computational complexity, numerical behavior, and ease of hardware (VLSI) implementation. But, if preferred, explicit expressions for the rotation matrices can also be written down, thus leading to explicit sets of equations in contrast to the array forms.

For this reason, and although the different RLS al gorithms that we consider here have already been derived in many different ways in earlier places in the literature, the derivation and presentation in this chapter are intended to providean alternative unifying exposition that we hope will help a reader get a deeper appreciation of this class of adaptive al gorithms.

## Notation

We use small boldface letters to denote column vectors (e.g., w) and capital boldface letters to denote matrices (e.g., A). The symbol $\mathbf{I}_{n}$ denotes the identity matrix of size $n \times n$, while $\mathbf{0}$ denotes a zero column. The symbol ${ }^{T}$ denotes transposition. This chapter deals with real-valued data. The case of complex-valued data is essentially identical and is treated in many of the references at the end of this chapter.

## Square-Root Factors

A symmetric positive-definite matrix $\mathbf{A}$ is one that satisfies $\mathbf{A}=\mathbf{A}^{T}$ and $\mathbf{x}^{T} \mathbf{A x}>0$ for all nonzero column vectors $\mathbf{x}$. Any such matrix admits a factorization (also known as eigendecomposition) of the form $\mathbf{A}=\mathbf{U} \Sigma \mathbf{U}^{T}$, where $\mathbf{U}$ is an orthogonal matrix, namely a square matrix that satisfies $\mathbf{U} \mathbf{U}^{T}=\mathbf{U}^{T} \mathbf{U}=\mathbf{I}$, and $\Sigma$ is a diagonal matrix with real positive entries. In particular, note that $\mathbf{A U}=\mathbf{U} \Sigma$, which shows that the columns of $\mathbf{U}$ are the right eigenvectors of $\mathbf{A}$ and the entries of $\Sigma$ are the corresponding eigenvalues.

Noteal so that we can write $\mathbf{A}=\mathbf{U} \Sigma^{1 / 2}\left(\Sigma^{1 / 2}\right)^{T} \mathbf{U}^{T}$, where $\Sigma^{1 / 2}$ is a diagonal matrix whose entries are(positive) square-rootsof thediagonal entries of $\Sigma$. Since $\Sigma^{1 / 2}$ isdiagonal, $\left(\Sigma^{1 / 2}\right)^{T}=\Sigma^{1 / 2}$. If we introduce the matrix notation $\mathbf{A}^{1 / 2}=\mathbf{U} \Sigma^{1 / 2}$, then we can alternatively write $\mathbf{A}=\left(\mathbf{A}^{1 / 2}\right)\left(\mathbf{A}^{1 / 2}\right)^{T}$. This can be regarded as a square root factorization of the positive-definite matrix $\mathbf{A}$. Here, the notation $\mathbf{A}^{1 / 2}$ is used to denote one such square-root factor, namely the one constructed from the eigen-decomposition of $\mathbf{A}$.

Note, however, that square root factors arenot unique. For example, wemay multiply the diagonal entries of $\Sigma^{1 / 2}$ by $\pm 1^{\prime} s$ and obtain a new square-root factor for $\Sigma$ and, consequently, a new squareroot factor for $\mathbf{A}$.

Also, given any square-root factor $\mathbf{A}^{1 / 2}$, and any orthogonal matrix $\Theta$ (satisfying $\Theta \Theta^{T}=\mathbf{I}$ ) we can define a new square-root factor for $\mathbf{A}$ as $\mathbf{A}^{1 / 2} \Theta$ since

$$
\left(\mathbf{A}^{1 / 2} \Theta\right)\left(\mathbf{A}^{1 / 2} \Theta\right)^{T}=\mathbf{A}^{1 / 2}\left(\Theta \Theta^{T}\right)\left(\mathbf{A}^{1 / 2}\right)^{T}=\mathbf{A} .
$$

Hence, square factors are highly nonunique. We shall employ the notation $\mathbf{A}^{1 / 2}$ to denote any such square-root factor. They can be made unique, e.g., by insisting that the factors be symmetric or that they be triangular (with positive diagonal elements). In most applications, the triangular form is preferred. For convenience, we also write

$$
\left(\mathbf{A}^{1 / 2}\right)^{T}=\mathbf{A}^{T / 2},\left(\mathbf{A}^{1 / 2}\right)^{-1}=\mathbf{A}^{-1 / 2},\left(\mathbf{A}^{-1 / 2}\right)^{T}=\mathbf{A}^{-T / 2}
$$

Thus, note the expressions $\mathbf{A}=\mathbf{A}^{1 / 2} \mathbf{A}^{T / 2}$ and $\mathbf{A}^{-1}=\mathbf{A}^{-T / 2} \mathbf{A}^{-1 / 2}$.

### 21.1 Array Algorithms

The array form is so important that it will be worthwhile to explain its generic form here.
An array algorithm is described via rotation operations on a prearray of numbers, chosen to obtain a certain zero pattern in a postarray. Schematically, we write

$$
\left[\begin{array}{llll}
x & x & x & x \\
x & x & x & x \\
x & x & x & x \\
x & x & x & x
\end{array}\right] \Theta=\left[\begin{array}{llll}
x & 0 & 0 & 0 \\
x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x
\end{array}\right],
$$

where $\Theta$ is any rotation matrix that triangularizes the prearray. In general, $\Theta$ is required to be a J-orthogonal matrix in the sense that it should satisfy the normalization $\Theta \mathbf{J} \Theta^{T}=\mathbf{J}$, where $\mathbf{J}$
is a given signature matrix with $\pm 1^{\prime} s$ on the diagonal and zeros elsewhere. The orthogonal case corresponds to $\mathbf{J}=\mathbf{I}$ since then $\Theta \Theta^{T}=\mathbf{I}$.

A rotation $\Theta$ that transforms a prearray to triangular form can beachieved in a variety of ways: by using a sequence of elementary Givens and hyperbolic rotations, Householder transformations, or square-root-free versions of such rotations. Here we only explain the elementary forms. The other choices are discussed in some of the references at the end of this chapter.

### 21.1.1 Elementary Circular Rotations

An elementary $2 \times 2$ orthogonal rotation $\Theta$ (also known as Givens or circular rotation) takes a row vector [ $\left.\begin{array}{ll}a & b\end{array}\right]$ and rotates it to lie along the basis vector [ $\left.1 \begin{array}{ll}1 & 0\end{array}\right]$. M ore precisely, it performs the transformation

$$
\left[\begin{array}{ll}
a & b
\end{array}\right] \Theta=\left[\begin{array}{ll} 
\pm \sqrt{|a|^{2}+|b|^{2}} & 0 \tag{21.1}
\end{array}\right] .
$$

The quantity $\pm \sqrt{|a|^{2}+|b|^{2}}$ that appears on the right-hand side is consistent with the fact that the prearray, $\left[\begin{array}{ll}a & b\end{array}\right]$, and the postarray, $\left[\begin{array}{ll} \pm \sqrt{|a|^{2}+|b|^{2}} & 0\end{array}\right]$, must have equal Euclidean norms (since an orthogonal transformation preserves the Euclidean norm of a vector).

An expression for $\Theta$ is given by

$$
\Theta=\frac{1}{\sqrt{1+\rho^{2}}}\left[\begin{array}{rr}
1 & -\rho  \tag{21.2}\\
\rho & 1
\end{array}\right], \rho=\frac{b}{a}, \quad a \neq 0 .
$$

In the trivial case $a=0$ we simply choose $\Theta$ as the permutation matrix,

$$
\Theta=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

The orthogonal rotation (21.2) can also be expressed in the alternative form:

$$
\Theta=\left[\begin{array}{rr}
c & -s \\
s & c
\end{array}\right]
$$

where the so-called cosine and sine parameters, $c$ and $s$, respectively, are defined by

$$
c=\frac{1}{\sqrt{1+\rho^{2}}}, \quad s=\frac{\rho}{\sqrt{1+\rho^{2}}} .
$$

The name circular rotation for $\Theta$ is justified by its effect on a vector; it rotates the vector along the circle of equation $x^{2}+y^{2}=|a|^{2}+|b|^{2}$, by an angle $\theta$ that is determined by the inverse of the above cosine and/or sine parameters, $\theta=\tan ^{-1} \rho$, in order to align it with the basis vector [ 100$]$ ]. The trivial case $a=0$ corresponds to a 90 degrees rotation in an appropriate clockwise (if $b \geq 0$ ) or counterclockwise (if $b<0$ ) direction.

### 21.1.2 Elementary Hyperbolic Rotations

An elementary $2 \times 2$ hyperbolic rotation $\Theta$ takes a row vector $\left[\begin{array}{ll}a & b\end{array}\right]$ and rotates it to lie either along the basis vector $\left[\begin{array}{ll}1 & 0\end{array}\right]$ (if $|a|>|b|$ ) or along the basis vector $\left[\begin{array}{cc}0 & 1\end{array}\right]$ (if $|a|<|b|$ ). M ore precisely, it performs either of the transformations

$$
\left[\begin{array}{ll}
a & b
\end{array}\right] \Theta=\left[\begin{array}{ll} 
\pm \sqrt{|a|^{2}-|b|^{2}} & 0 \tag{21.3}
\end{array}\right] \text { if }|a|>|b|
$$

$$
\left[\begin{array}{ll}
a & b
\end{array}\right] \Theta=\left[\begin{array}{ll}
0 & \pm \sqrt{|b|^{2}-|a|^{2}} \tag{21.4}
\end{array}\right] \text { if }|a|<|b| .
$$

The quantity $\sqrt{ \pm\left(|a|^{2}-|b|^{2}\right)}$ that appears on the right-hand side of the above expressions is consistent with the fact that the prearray, $\left[\begin{array}{ll}a & b\end{array}\right]$, and the postarrays must have equal hyperbolic "norms." By the hyperbolic "norm" of a row vector $\mathbf{x}^{T}$ we mean the indefinite quantity $\mathbf{x}^{T} \mathbf{J x}$, which can be positive or negative. Here,

$$
\mathbf{J}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]=(1 \oplus-1)
$$

An expression for a hyperbolic rotation $\Theta$ that achieves (21.3) or (21.4) is given by

$$
\Theta=\frac{1}{\sqrt{1-\rho^{2}}}\left[\begin{array}{cc}
1 & -\rho  \tag{21.5}\\
-\rho & 1
\end{array}\right],
$$

where

$$
\rho= \begin{cases}\frac{b}{a} & \text { when } a \neq 0 \text { and }|a|>|b| \\ \frac{a}{b} & \text { when } b \neq 0 \text { and }|b|>|a|\end{cases}
$$

The hyperbolic rotation (21.5) can also be expressed in the alternative form:

$$
\Theta=\left[\begin{array}{cc}
c h & -s h \\
-s h & c h
\end{array}\right]
$$

where the so-called hyperbolic cosine and sine parameters, $c h$ and $s h$, respectively, are defined by

$$
c h=\frac{1}{\sqrt{1-\rho^{2}}}, \quad s h=\frac{\rho}{\sqrt{1-\rho^{2}}} .
$$

The name hyperbolic rotation for $\Theta$ is again justified by its effect on a vector; it rotates the original vector along thehyperbola of equation $x^{2}-y^{2}=|a|^{2}-|b|^{2}$, by an angle $\theta$ determined by the inverse of the above hyperbolic cosine and/or sine parameters, $\theta=\tanh ^{-1}[\rho]$, in order to align it with the appropriate basis vector. Note also that the special case $|a|=|b|$ corresponds to a row vector $\left[\begin{array}{ll}a & b\end{array}\right]$ with zero hyperbolic norm since $|a|^{2}-|b|^{2}=0$. It is then easy to see that there does not exist a hyperbolic rotation that will rotate the vector to lie along the direction of one basis vector or the other.

### 21.1.3 Square-Root-Free and Househol der Transformations

We remark that the above expressions for the circular and hyperbolic rotations involve square-root operations. In many situations, it may bedesirableto avoid the computation of square-roots because it is usually expensive. For this and other reasons, square root- and division-free versions of the above elementary rotations have been developed and constitute an attractive alternative.

Therefore one could use orthogonal or J-orthogonal Householder reflections (for given J) to simultaneously annihilate several entries in a row, e.g., to transform [ $\left.\begin{array}{cccc}x & x & x & x\end{array}\right]$ directly to the form $\left[\begin{array}{cccc}x^{\prime} & 0 & 0 & 0\end{array}\right]$. Combinations of rotations and reflections can also be used.

We omit the details here but the idea is clear. There are many different ways in which a prearray of numbers can be rotated into a postarray of numbers.

### 21.1.4 A Numerical Example

Assume we are given a $2 \times 3$ prearray $\mathbf{A}$,

$$
\mathbf{A}=\left[\begin{array}{lll}
0.875 & 0.15 & 1.0  \tag{21.6}\\
0.675 & 0.35 & 0.5
\end{array}\right],
$$

and wish to triangularize it via a sequence of elementary circular rotations, i.e., reduce $\mathbf{A}$ to the form

$$
\mathbf{A} \Theta=\left[\begin{array}{lll}
x & 0 & 0  \tag{21.7}\\
x & x & 0
\end{array}\right]
$$

This can be obtained, among several different possibilities, as follows. We start by annihilating the $(1,3)$ entry of the prearray $(21.6)$ by pivoting with its $(1,1)$ entry. According to expression (21.2), the orthogonal transformation $\Theta_{1}$ that achieves this result is given by

$$
\Theta_{1}=\frac{1}{\sqrt{1+\rho_{1}^{2}}}\left[\begin{array}{cc}
1 & -\rho_{1} \\
\rho_{1} & 1
\end{array}\right]=\left[\begin{array}{rr}
0.6585 & -0.7526 \\
0.7526 & 0.6585
\end{array}\right], \quad \rho_{1}=\frac{1}{0.875} .
$$

Applying $\Theta_{1}$ to the prearray (21.6) leads to (recall that we are only operating on the first and third columns, leaving the second column unchanged):

$$
\left[\begin{array}{rrr}
0.875 & 0.15 & 1  \tag{21.8}\\
0.675 & 0.35 & 0.5
\end{array}\right]\left[\begin{array}{ccr}
0.6585 & 0 & -0.7526 \\
0 & 1 & 0 \\
0.7526 & 0 & 0.6585
\end{array}\right]=\left[\begin{array}{rrc}
1.3288 & 0.1500 & 0.0000 \\
0.8208 & 0.3500 & -0.1788
\end{array}\right]
$$

We now annihilate the ( 1,2 ) entry of the resulting matrix in the above equation by pivoting with its $(1,1)$ entry. This requires that we choose

$$
\Theta_{2}=\frac{1}{\sqrt{1+\rho_{2}^{2}}}\left[\begin{array}{cc}
1 & -\rho_{2}  \tag{21.9}\\
\rho_{2} & 1
\end{array}\right]=\left[\begin{array}{rr}
0.9937 & -0.1122 \\
0.1122 & 0.9937
\end{array}\right], \quad \rho_{2}=\frac{0.1500}{1.3288}
$$

Applying $\Theta_{2}$ to the matrix on the right-hand side of (21.8) leads to (now we leave the third column unchanged)

$$
\left[\begin{array}{lll}
1.3288 & 0.1500 & 0.0000  \tag{21.10}\\
0.8208 & 0.3500 & 0.1788
\end{array}\right]\left[\begin{array}{rrr}
0.9937 & -0.1122 & 0 \\
0.1122 & 0.9937 & 0 \\
0 & 0 & 1
\end{array}\right]=\left[\begin{array}{lll}
1.3373 & 0.0000 & 0.0000 \\
0.8549 & 0.2557 & 0.1788
\end{array}\right]
$$

We finally annihilate the $(2,3)$ entry of the resulting matrix in (21.10) by pivoting with its $(2,2)$ entry. In principlethis requires that we choose

$$
\Theta_{3}=\frac{1}{\sqrt{1+\rho_{3}^{2}}}\left[\begin{array}{cc}
1 & -\rho_{3}  \tag{21.11}\\
\rho_{3} & 1
\end{array}\right]=\left[\begin{array}{rr}
0.8195 & 0.5731 \\
-0.5731 & 0.8195
\end{array}\right], \quad \rho_{3}=\frac{0.1788}{-0.2557}
$$

and apply it to the matrix on the right-hand side of (21.10), which would then lead to

$$
\left[\begin{array}{rrr}
1.3373 & 0.0000 & 0.0000  \tag{21.12}\\
0.8549 & -0.2557 & 0.1788
\end{array}\right]\left[\begin{array}{rrr}
1 & 0 & 0 \\
0 & 0.8195 & 0.5731 \\
0 & -0.5731 & 0.8195
\end{array}\right]=\left[\begin{array}{rrr}
1.3373 & 0.0000 & 0.0000 \\
0.8549 & -0.3120 & 0.0000
\end{array}\right] .
$$

Alternatively, this last step could have been implemented without explicitly forming $\Theta_{3}$. We simply replace the row vector [ $\left.\begin{array}{cc}-0.2557 & 0.1788\end{array}\right]$, which contains the $(2,2)$ and $(2,3)$ entries of the prearray in (21.12), by the row vector $\left[\begin{array}{cc} \pm \sqrt{(-0.2557)^{2}+(0.1788)^{2}} & 0.0000\end{array}\right]$, which is equal to $\left[\begin{array}{ll} \pm 0.3120 & 0.0000\end{array}\right]$. We choose thepositivesign in order to conform with our earlier convention that the diagonal entries of triangular square root factors are taken to be positive. The resulting postarray is therefore

$$
\left[\begin{array}{lll}
1.3373 & 0.0000 & 0.0000  \tag{21.13}\\
0.8549 & 0.3120 & 0.0000
\end{array}\right]
$$

We have exhibited a sequence of elementary orthogonal transformations that triangularizes the prearray of numbers (21.6). The combined effect of the sequence of transformations $\left\{\Theta_{1}, \Theta_{2}, \Theta_{3}\right\}$ corresponds to the orthogonal rotation $\Theta$ required in (21.7). However, note that we do not need to know or to form $\Theta=\Theta_{1} \Theta_{2} \Theta_{3}$.

It will become clear throughout our discussion that the different adaptive RLS schemes can be described in array forms, where the necessary operations are elementary rotations as described above. Such array descriptions lend themselves rather directly to parallelizable and modular implementations. Indeed, once a rotation matrix is chosen, then all the rows of the prearray undergo the same rotation transformation and can thus beprocessed in parallel. Returning to theaboveexample, where we started with the prearray $\mathbf{A}$, we see that once the first rotation is determined, both rows of $\mathbf{A}$ are then transformed by it, and can thus be processed in parallel, and by the same functional (rotation) block, to obtain the desired postarray. The same remark holds for prearrays with multiple rows.

### 21.2 The Least-Squares Problem

Now that we have explained the generic form of an array algorithm, we return to the main topic of this chapter and formulate the least-squares problem and its regularized version. Once this is done, we shall then proceed to describe the different variants of the recursive least-squares solution in compact array forms.

Let $\mathbf{w}$ denote a column vector of $n$ unknown parameters that we wish to estimate, and consider a set of $(N+1)$ noisy measurements $\{d(i)\}$ that are assumed to belinearly related to $\mathbf{w}$ via the additive noise model

$$
d(j)=\mathbf{u}_{j}^{T} \mathbf{w}+v(j)
$$

where the $\left\{\mathbf{u}_{j}\right\}$ are given column vectors. The $(N+1)$ measurements can be grouped together into a single matrix expression:

$$
\underbrace{\left[\begin{array}{c}
d(0) \\
d(1) \\
\vdots \\
d(N)
\end{array}\right]}_{\mathbf{d}}=\underbrace{\left[\begin{array}{c}
\mathbf{u}_{0}^{T} \\
\mathbf{u}_{1}^{T} \\
\vdots \\
\mathbf{u}_{N}^{T}
\end{array}\right]}_{\mathbf{A}} \mathbf{w}+\underbrace{\left[\begin{array}{c}
v(0) \\
v(1) \\
\vdots \\
v(N)
\end{array}\right]}_{\mathbf{v}}
$$

or, more compactly, $\mathbf{d}=\mathbf{A w}+\mathbf{v}$. Because of the noise component $\mathbf{v}$, the observed vector $\mathbf{d}$ does not lie in the column space of the matrix $\mathbf{A}$. The objective of the least-squares problem is to determine the vector in the column space of $\mathbf{A}$ that is closest to $\mathbf{d}$ in the least-squares sense.

M ore specifically, any vector in the range space of $\mathbf{A}$ can be expressed as a linear combination of its columns, say Âw for some $\hat{\mathbf{w}}$. It is therefore desired to determinethe particular $\hat{\mathbf{w}}$ that minimizes the distance between $\mathbf{d}$ and $\mathbf{A} \hat{\mathbf{w}}$,

$$
\begin{equation*}
\min _{\mathbf{w}}\|\mathbf{d}-\mathbf{A} \boldsymbol{w}\|^{2} \tag{21.14}
\end{equation*}
$$

The resulting $\hat{\mathbf{w}}$ is called the least-squares solution and it provides an estimate for the unknown $\mathbf{w}$. The term Âw is called the linear least-squares estimate (I.I.s.e.) of $\mathbf{d}$.

The solution to (21.14) always exists and it follows from a simple geometric argument. The orthogonal projection of $\mathbf{d}$ onto the column span of $\mathbf{A}$ yields a vector $\hat{\mathbf{d}}$ that is the closest to $\mathbf{d}$ in the least-squares sense. This is because the resulting error vector ( $\mathbf{d}-\hat{\mathbf{d}}$ ) will be orthogonal to the column span of $\mathbf{A}$.

In other words, the closest element $\hat{\mathbf{d}}$ to $\mathbf{d}$ must satisfy the orthogonality condition

$$
\mathbf{A}^{T}(\mathbf{d}-\hat{\mathbf{d}})=\mathbf{0} .
$$

That is, and replacing $\hat{\mathbf{d}}$ by $\mathbf{A} \hat{\mathbf{w}}$, the corresponding $\hat{\mathbf{w}}$ must satisfy

$$
\mathbf{A}^{T} \mathbf{A} \hat{\mathbf{w}}=\mathbf{A}^{T} \mathbf{d} .
$$

These equations always have a solution $\hat{\mathbf{w}}$. But while a solution $\hat{\mathbf{w}}$ may or may not be unique (depending on whether $\mathbf{A}$ is or is not full rank), the resulting estimate $\hat{\mathbf{d}}=\mathbf{A} \hat{\mathbf{w}}$ is always unique no matter which solution $\hat{w}$ we pick. This is obvious from the geometric argument because the orthogonal projection of $\mathbf{d}$ onto the span of $\mathbf{A}$ is unique.

If $\mathbf{A}$ is assumed to be a full rank matrix then $\mathbf{A}^{T} \mathbf{A}$ is invertible and we can write

$$
\begin{equation*}
\hat{\mathbf{w}}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{d} \tag{21.15}
\end{equation*}
$$

### 21.2.1 Geometric Interpretation

The quantity $\mathbf{A} \hat{\mathbf{w}}$ provides an estimate for $\mathbf{d}$; it corresponds to the vector in the column span of $\mathbf{A}$ that is closest in Euclidean norm to the given d. In other words,

$$
\hat{\mathbf{d}}=\mathbf{A}\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \cdot \mathbf{d} \triangleq \mathcal{P}_{A} \cdot \mathbf{d}
$$

where $\mathcal{P}_{A}$ denotes the projector onto the range space of $\mathbf{A}$. Figure 21.1 is a schematic representation of this geometric construction, where $\mathcal{R}(\mathbf{A})$ denotes the column span of $\mathbf{A}$.


FIGURE 21.1: Geometric interpretation of the least-squares solution.

### 21.2.2 Statistical Interpretation

The least-squares solution also admits an important statistical interpretation. For this purpose, assume that the noise vector $\mathbf{v}$ is a realization of a vector-valued random variable that is normally distributed with zero mean and identity covariance matrix, written $\mathbf{v} \sim N[\mathbf{O}, \mathbf{I}]$. In this case, the observation vector $\mathbf{d}$ will be a realization of a vector-valued random variable that is also normally
distributed with mean Aw and covariance matrix equal to the identity I. This is because the random vectors are related via the additive model $\mathbf{d}=\mathbf{A w}+\mathbf{v}$. The probability density function of the observation process $\mathbf{d}$ is then given by

$$
\begin{equation*}
\frac{1}{\sqrt{(2 \pi)^{(N+1)}}} \cdot \exp \left\{-\frac{1}{2}(\mathbf{d}-\mathbf{A} \mathbf{w})^{T}(\mathbf{d}-\mathbf{A} \mathbf{w})\right\} \tag{21.16}
\end{equation*}
$$

It follows, in this case, that the least-squares estimator $\hat{\mathbf{w}}$ is also the maximum likelihood (ML) estimator because it maximizes the probability density function over $\mathbf{w}$, given an observation vector d.

### 21.3 The Regularized Least-Squares Problem

A more general optimization criterion that is often used instead of (21.14) is the following

$$
\begin{equation*}
\min _{\mathbf{w}}\left[(\mathbf{w}-\overline{\mathbf{w}})^{T} \Pi_{0}^{-1}(\mathbf{w}-\overline{\mathbf{w}})+\|\mathbf{d}-\mathbf{A} \mathbf{w}\|^{2}\right] . \tag{21.17}
\end{equation*}
$$

This is still a quadratic cost function in the unknown vector $\mathbf{w}$, but it includes the additional term

$$
(\mathbf{w}-\overline{\mathbf{w}})^{T} \Pi_{0}^{-1}(\mathbf{w}-\overline{\mathbf{w}}),
$$

where $\Pi_{0}$ is a given positive-definite (weighting) matrix and $\overline{\mathbf{w}}$ is also a given vector. Choosing $\Pi_{0}=\infty \cdot$ I leads us back to the original expression (21.14).

A motivation for (21.17) is that the freedom in choosing $\Pi_{0}$ allows us to incorporate additional a priori knowledge into the statement of the problem. Indeed, different choices for $\Pi_{0}$ would indicate how confident we are about the closeness of the unknown $\mathbf{w}$ to the given vector $\overline{\mathbf{w}}$.

Assume, for example, that we set $\Pi_{0}=\epsilon \cdot \mathbf{I}$, where $\epsilon$ is a very small positive number. Then the first term in the cost function (21.17) becomes dominant. It is then not hard to see that, in this case, the cost will be minimized if we choose the estimate $\hat{\mathbf{w}}$ close enough to $\overline{\mathbf{w}}$ in order to annihilate the effect of the first term. In simple words, a "small" $\Pi_{0}$ reflects a high confidence that $\bar{w}$ is a good and close enough guess for $\mathbf{w}$. On the other hand, a "large" $\Pi_{0}$ indicates a high degree of uncertainty in the initial guess $\overline{\mathbf{w}}$.

Oneway of solvingtheregularized optimization problem (21.17) isto reduceit to thestandard leastsquares problem (21.14). This can be achieved by introducing the change of variables $\mathbf{w}^{\prime}=\mathbf{w}-\overline{\mathbf{w}}$ and $\mathbf{d}^{\prime}=\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}$. Then (21.17) becomes

$$
\min _{\mathbf{w}^{\prime}}\left[\left(\mathbf{w}^{\prime}\right)^{T} \Pi_{0}^{-1} \mathbf{w}^{\prime}+\left\|\mathbf{d}^{\prime}-\mathbf{A} \mathbf{w}^{\prime}\right\|^{2}\right]
$$

which can be further rewritten in the equivalent form

$$
\min _{\mathbf{w}^{\prime}}\left\|\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{d}^{\prime}
\end{array}\right]-\left[\begin{array}{c}
\Pi_{0}^{-1 / 2} \\
\mathbf{A}
\end{array}\right] \mathbf{w}^{\prime}\right\|^{2}
$$

This is now of the same form as our earlier minimization problem (21.14), with the observation vector $\mathbf{d}$ in (21.14) replaced by

$$
\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{d}^{\prime}
\end{array}\right]
$$

and the matrix $\mathbf{A}$ in (21.14) replaced by

$$
\left[\begin{array}{c}
\Pi_{0}^{-1 / 2} \\
\mathbf{A}
\end{array}\right]
$$

### 21.3.1 Geometric Interpretation

The orthogonality condition can now be used, leading to the equation

$$
\left[\begin{array}{c}
\Pi_{0}^{-1 / 2} \\
\mathbf{A}
\end{array}\right]^{T}\left(\left[\begin{array}{c}
\mathbf{0} \\
\mathbf{d}^{\prime}
\end{array}\right]-\left[\begin{array}{c}
\Pi_{0}^{-1 / 2} \\
\mathbf{A}
\end{array}\right] \hat{\mathbf{w}}^{\prime}\right)=\mathbf{0}
$$

which can be solved for the optimal estimate $\hat{\mathbf{w}}$,

$$
\begin{equation*}
\hat{\mathbf{w}}=\overline{\mathbf{w}}+\left[\Pi_{0}^{-1}+\mathbf{A}^{T} \mathbf{A}\right]^{-1} \mathbf{A}^{T}[\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}] . \tag{21.18}
\end{equation*}
$$

TABLE 21.2 Linear Least-Squares Estimation

| Optimization / Problem | Solution |
| :--- | :--- |
| $\{\mathbf{w}, \mathbf{d}\}$ |  |
| $\min _{\mathbf{w}}\\|\mathbf{d}-\mathbf{A w}\\|^{2}$ | $\hat{\mathbf{w}}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{d}$ |
| $\mathbf{A}$ full rank |  |
| $\left\{\mathbf{w}, \mathbf{d}, \overline{\mathbf{w}}, \Pi_{0}\right\}$ |  |
| $\min _{\mathbf{w}}\left[(\mathbf{w}-\overline{\mathbf{w}})^{T} \Pi_{0}^{-1}(\mathbf{w}-\overline{\mathbf{w}})+\\|\mathbf{d}-\mathbf{A w}\\|^{2}\right]$ | $\hat{\mathbf{w}}=\overline{\mathbf{w}}+\left[\Pi_{0}^{-1}+\mathbf{A}^{T} \mathbf{A}\right]^{-1} \mathbf{A}^{T}[\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}]$ |
| $\Pi_{0}$ positive-definite | Min. value $=(\mathbf{d}-\mathbf{A} \overline{\mathbf{w}})^{T}\left[\mathbf{I}+\mathbf{A} \Pi_{0} \mathbf{A}^{T}\right]^{-1}(\mathbf{d}-\mathbf{A} \overline{\mathbf{w}})$ |

Comparing with the earlier expression (21.15), we see that instead of requiring the invertibility of $\mathbf{A}^{T} \mathbf{A}$, we now require the invertibility of the matrix $\left[\Pi_{0}^{-1}+\mathbf{A}^{T} \mathbf{A}\right]$. This is yet another reason in favor of the modified criterion (21.17) because it allows us to relax the full rank condition on $\mathbf{A}$.

The solution (21.18) can also be reexpressed as the solution of the following linear system of equations:

$$
\begin{equation*}
\underbrace{\left[\Pi_{0}^{-1}+\mathbf{A}^{T} \mathbf{A}\right]}_{\Phi}(\hat{\mathbf{w}}-\overline{\mathbf{w}})=\underbrace{\mathbf{A}^{T}[\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}]}_{\mathbf{s}}, \tag{21.19}
\end{equation*}
$$

where we have denoted, for convenience, the coefficient matrix by $\Phi$ and the right-hand side by $\mathbf{s}$.
M oreover, it further follows that the value of (21.17) at the minimizing solution (21.18), denoted by $\mathcal{E}_{\text {min }}$, is given by either of the following two expressions:

$$
\begin{align*}
\mathcal{E}_{\min } & =\|\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}\|^{2}-\mathbf{s}^{T}(\hat{\mathbf{w}}-\overline{\mathbf{w}})  \tag{21.20}\\
& =(\mathbf{d}-\mathbf{A} \overline{\mathbf{w}})^{T}\left[\mathbf{I}+\mathbf{A} \Pi_{0} \mathbf{A}^{T}\right]^{-1}(\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}) .
\end{align*}
$$

Expressions (21.19) and (21.20) are often rewritten into the so-called normal equations:

$$
\left[\begin{array}{cc}
\|\mathbf{d}-\mathbf{A} \overline{\mathbf{w}}\|^{2} & \mathbf{s}^{T}  \tag{21.21}\\
\mathbf{s} & \Phi
\end{array}\right]\left[\begin{array}{c}
1 \\
-(\hat{\mathbf{w}}-\overline{\mathbf{w}})
\end{array}\right]=\left[\begin{array}{c}
\mathcal{E}_{\min } \\
\mathbf{0}
\end{array}\right]
$$

The results of this section are summarized in Table 21.2.

### 21.3.2 Statistical Interpretation

A statistical interpretation for the regularized problem can beobtained as follows. Given two vectorvalued zero-mean random variables $\mathbf{w}$ and $\mathbf{d}$, the minimum-variance unbiased (M VU) estimator of $\mathbf{w}$ given an observation of $\mathbf{d}$ is $\hat{\mathbf{w}}=E(\mathbf{w} \mid \mathbf{d})$, the conditional expectation of $\mathbf{w}$ given $\mathbf{d}$. If the random
variables ( $\mathbf{w}, \mathbf{d}$ ) arejointly Gaussian, then theM VU estimator for $\mathbf{w}$ given $\mathbf{d}$ can be shown to collapse to

$$
\begin{equation*}
\hat{\mathbf{w}}=\left(E \mathbf{w} \mathbf{d}^{T}\right)\left(E \mathbf{d} \mathbf{d}^{T}\right)^{-1} \mathbf{d} . \tag{21.22}
\end{equation*}
$$

Therefore, if ( $\mathbf{w}, \mathbf{d}$ ) are further linearly related, say

$$
\begin{equation*}
\mathbf{d}=\mathbf{A} \mathbf{w}+\mathbf{v}, \quad \mathbf{v} \sim N(\mathbf{0}, \mathbf{I}), \quad \mathbf{w} \sim N\left(\mathbf{0}, \Pi_{0}\right) \tag{21.23}
\end{equation*}
$$

with a zero-mean noise vector $\mathbf{v}$ that is uncorrelated with $\mathbf{w}\left(E \mathbf{w v}^{T}=\mathbf{0}\right)$, then the expressions for ( $E \mathbf{w d}^{T}$ ) and ( $E \mathbf{d d}^{T}$ ) can be evaluated as

$$
E \mathbf{w d} \mathbf{d}^{T}=E \mathbf{w}(\mathbf{A} \mathbf{w}+\mathbf{v})^{T}=\Pi_{0} \mathbf{A}^{T}, \quad E \mathbf{d d}^{T}=\mathbf{A} \Pi_{0} \mathbf{A}^{T}+\mathbf{I}
$$

This shows that (21.22) evaluates to

$$
\begin{equation*}
\hat{\mathbf{w}}=\Pi_{0} \mathbf{A}^{T}\left(\mathbf{I}+\mathbf{A} \Pi_{0} \mathbf{A}^{T}\right)^{-1} \mathbf{d} \tag{21.24}
\end{equation*}
$$

By invoking the useful matrix inversion formula (for arbitrary matrices of appropriate dimensions and invertible $\mathbf{E}$ and $\mathbf{C}$ ):

$$
(\mathbf{E}+\mathbf{B C D})^{-1}=\mathbf{E}^{-1}-\mathbf{E}^{-1} \mathbf{B}\left(\mathbf{D} \mathbf{E}^{-1} \mathbf{B}+\mathbf{C}^{-1}\right)^{-1} \mathbf{D} \mathbf{E}^{-1},
$$

we can rewrite expression (21.24) in the equivalent form

$$
\begin{equation*}
\hat{\mathbf{w}}=\left(\Pi_{0}^{-1}+\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{d} \tag{21.25}
\end{equation*}
$$

This expression coincides with the regularized solution (21.18) for $\overline{\mathbf{w}}=\mathbf{0}$ (the case $\overline{\mathbf{w}} \neq \mathbf{0}$ follows from similar arguments by assuming a nonzero mean random variable w).

Therefore, the regularized least-squares solution is the minimum variance unbiased (M VU) estimate of $\mathbf{w}$ given observations $\mathbf{d}$ that are corrupted by additive Gaussian noise as in (21.23).

### 21.4 The Recursive Least-Squares Problem

The recursive least-squares formulation deals with the problem of updating the solution $\hat{\mathbf{w}}$ of a leastsquares problem (regularized or not) when new data are added to the matrix $\mathbf{A}$ and to the vector d. This is in contrast to determining afresh the least-squares solution of the new problem. The distinction will become clear as we proceed in our discussions. In this section, we formulate the recursive least-squares problem as it arises in the context of adaptive filtering.

Consider a sequence of $(N+1)$ scalar data points, $\{d(j)\}_{j=0}^{N}$, also known as reference or desired signals, and a sequence of $(N+1)$ row vectors $\left\{\mathbf{u}_{j}^{T}\right\}_{j=0}^{N}$, also known as input signals. Each input vector $\mathbf{u}_{j}^{T}$ is a $1 \times M$ row vector whose individual entries we denote by $\left\{u_{k}(j)\right\}_{k=1}^{M}$, viz.,

$$
\mathbf{u}_{j}^{T}=\left[\begin{array}{llll}
u_{1}(j) & u_{2}(j) & \ldots & u_{M}(j) \tag{21.26}
\end{array}\right] .
$$

The entries of $\mathbf{u}_{j}$ can be regarded as the values of $M$ input channels at time $j$ : channels 1 through $M$.

Consider also aknown column vector $\overline{\mathbf{w}}$ and a positive definiteweighting matrix $\Pi_{0}$. Theobjective is to determine an $M \times 1$ column vector $\mathbf{w}$, also known as the weight vector, so as to minimize the weighted error sum:

$$
\begin{equation*}
\mathcal{E}(N)=(\mathbf{w}-\overline{\mathbf{w}})^{T}\left[\lambda^{-(N+1)} \Pi_{0}\right]^{-1}(\mathbf{w}-\overline{\mathbf{w}})+\sum_{j=0}^{N} \lambda^{N-j}\left|d(j)-\mathbf{u}_{j}^{T} \mathbf{w}\right|^{2} \tag{21.27}
\end{equation*}
$$

where $\lambda$ is a positive scalar that is less than or equal to one (usually $0 \ll \lambda \leq 1$ ). It is often called the forgetting factor since past data is exponentially weighted less than the more recent data. The special case $\lambda=1$ is known as the growing memory case, since, as the length $N$ of the data grows, the effect of past data is not attenuated. In contrast, the exponentially decaying memory case ( $\lambda<1$ ) is more suitable for time-variant environments.

Also, and in principle, the factor $\lambda^{-(N+1)}$ that multiplies $\Pi_{0}$ in the error-sum expression (21.27) can be incorporated into theweighting matrix $\Pi_{0}$. But it is left explicit for convenience of exposition.

We further denote the individual entries of the column vector $\mathbf{w}$ by $\{w(j)\}_{j=1}^{M}$,

$$
\mathbf{w}=\operatorname{col}\{w(1), w(2), \ldots, w(M)\} .
$$

A schematic description of theproblem isshown in Fig. 21.2. At each time instant $j$, theinputs of the $M$ channels are linearly combined via the coefficients of the weight vector and the resulting signal is compared with the desired signal $d(j)$. This results in a residual error $e(j)=d(j)-\mathbf{u}_{j}^{T} \mathbf{w}$, for every $j$, and the objective is to find a weight vector $\mathbf{w}$ in order to minimize the (exponentially weighted and regularized) squared-sum of the residual errors over an interval of time, say from $j=0$ up to $j=N$.

The linear combiner is said to be of order $M$ since it is determined by $M$ coefficients $\{w(j)\}_{j=1}^{M}$.


FIGURE 21.2: A linear combiner.

### 21.4.1 Reducing to the Regularized Form

The expression for the weighted error-sum (21.27) is a special case of the regularized cost function (21.17). To clarify this, we introduce the residual vector $\mathbf{e}_{N}$, the reference vector $\mathbf{d}_{N}$, the data matrix $\mathbf{A}_{N}$, and a diagonal weighting matrix $\Lambda_{N}$,

$$
\mathbf{e}_{N}=\underbrace{\left[\begin{array}{c}
d(0) \\
d(1) \\
d(2) \\
\vdots \\
d(N)
\end{array}\right]}_{\mathbf{d}_{N}}-\underbrace{\left[\begin{array}{cccc}
u_{1}(0) & u_{2}(0) & \ldots & u_{M}(0) \\
u_{1}(1) & u_{2}(1) & \ldots & u_{M}(1) \\
u_{1}(2) & u_{2}(2) & \ldots & u_{M}(2) \\
\vdots & & & \vdots \\
u_{1}(N) & u_{2}(N) & \ldots & u_{M}(N)
\end{array}\right]}_{\mathbf{A}_{N}} \mathbf{w}
$$

$$
\Lambda_{N}^{1 / 2}=\left[\begin{array}{lllll}
{\left[\lambda^{\frac{1}{2}}\right]^{N}} & & & & \\
& {\left[\lambda^{\frac{1}{2}}\right]^{N-1}} & & & \\
& & \ddots & & \\
& & & {\left[\lambda^{\frac{1}{2}}\right]^{2}} & \\
& & & & 1
\end{array}\right]
$$

We now use a subscript ${ }_{N}$ to indicatethat the above quantities are determined by data that is available up to time $N$.

With these definitions, we can write $\mathcal{E}(N)$ in the equivalent form

$$
\mathcal{E}(N)=(\mathbf{w}-\overline{\mathbf{w}})^{T}\left[\lambda^{-(N+1)} \Pi_{0}\right]^{-1}(\mathbf{w}-\overline{\mathbf{w}})+\left\|\Lambda_{N}^{1 / 2} \mathbf{e}_{N}\right\|^{2}
$$

which is a special case of (21.17) with

$$
\begin{equation*}
\Lambda_{N}^{1 / 2} \mathbf{d}_{N} \text { and } \Lambda_{N}^{1 / 2} \mathbf{A}_{N} \tag{21.28}
\end{equation*}
$$

replacing

$$
\begin{equation*}
\mathbf{d}_{N} \text { and } \mathbf{A}_{N}, \tag{21.29}
\end{equation*}
$$

respectively, and with $\lambda^{-(N+1)} \Pi_{0}$ replacing $\Pi_{0}$.
We therefore conclude from (21.19) that the optimal solution $\hat{\mathbf{w}}$ of (21.27) is given by

$$
\begin{equation*}
(\hat{\mathbf{w}}-\overline{\mathbf{w}})=\Phi_{N}^{-1} \mathbf{s}_{N} \tag{21.30}
\end{equation*}
$$

where we have introduced

$$
\begin{align*}
\Phi_{N} & =\left[\lambda^{(N+1)} \Pi_{0}^{-1}+\mathbf{A}_{N}^{T} \Lambda_{N} \mathbf{A}_{N}\right]  \tag{21.31}\\
\mathbf{s}_{N} & =\mathbf{A}_{N}^{T} \Lambda_{N}\left[\mathbf{d}_{N}-\mathbf{A}_{N} \overline{\mathbf{w}}\right] \tag{21.32}
\end{align*}
$$

The coefficient matrix $\Phi_{N}$ is clearly symmetric and positive-definite.

### 21.4.2 Time Updates

It is straightforward to verify that $\Phi_{N}$ and $\mathbf{s}_{N}$ so defined satisfy simpletime-update relations, viz.,

$$
\begin{align*}
\Phi_{N+1} & =\lambda \Phi_{N}+\mathbf{u}_{N+1} \mathbf{u}_{N+1}^{T}  \tag{21.33}\\
\mathbf{s}_{N+1} & =\lambda \mathbf{s}_{N}+\mathbf{u}_{N+1}\left[d(N+1)-\mathbf{u}_{N+1}^{T} \overline{\mathbf{w}}\right] \tag{21.34}
\end{align*}
$$

with initial conditions $\Phi_{-1}=\Pi_{0}^{-1}$ and $\mathbf{s}_{-1}=\mathbf{0}$. Notethat $\Phi_{N+1}$ and $\lambda \Phi_{N}$ differ only by a rank-one matrix.

The solution $\hat{\mathbf{w}}$ obtained by solving (21.30) is the optimal weight estimate based on the available data from time $i=0$ up to time $i=N$. We shall denote it from now on by $\mathbf{w}_{N}$,

$$
\Phi_{N}\left(\mathbf{w}_{N}-\overline{\mathbf{w}}\right)=\mathbf{s}_{N} .
$$

The subscript ${ }_{N}$ in $\mathbf{w}_{N}$ indicates that the data up to, and including, time $N$ were used. This is to differentiate it from the estimate obtained by using a different number of data points.

This notational change is necessary because the main objective of the recursive least-squares (RLS) problem is to show how to update the estimate $\mathbf{w}_{N}$, which is based on the data up to time $N$, to the
estimate $\mathbf{w}_{N+1}$, which is based on the data up to time $(N+1)$, without the need to solve afresh a new set of linear equations of the form

$$
\Phi_{N+1}\left(\mathbf{w}_{N+1}-\overline{\mathbf{w}}\right)=\mathbf{s}_{N+1} .
$$

Such a recursive update of the weight estimate should be possible since the coefficient matrices $\lambda \Phi_{N}$ and $\Phi_{N+1}$ of the associated linear systems differ only by a rank-one matrix. In fact, a wide variety of algorithms has been devised for this end and our purpose in this chapter is to provide an overview of the different schemes.

Before describing these different variants, we note in passing that it follows from (21.20) that we can express the minimum value of $\mathcal{E}(N)$ in the form:

$$
\begin{equation*}
\mathcal{E}_{\min }(N)=\left\|\Lambda_{N}^{1 / 2}\left(\mathbf{d}_{N}-\mathbf{A}_{N} \overline{\mathbf{w}}\right)\right\|^{2}-\mathbf{s}_{N}^{T}\left(\mathbf{w}_{N}-\overline{\mathbf{w}}\right) \tag{21.35}
\end{equation*}
$$

### 21.5 The RLS Algorithm

The first recursive solution that we consider is the famed recursive least-squares algorithm, usually referred to as the RLS algorithm. It can be derived as follows.

Let $\mathbf{w}_{i-1}$ be the solution of an optimization problem of the form (21.27) that uses input data up to time $(i-1)$ [that is, for $N=(i-1)$ ]. Likewise, let $\mathbf{w}_{i}$ be the solution of the same optimization problem but with input data up to time $i$ [ $N=i$ ].

The recursiveleast-squares (RLS) algorithm provides a recursive procedurethat computes $\mathbf{w}_{i}$ from $\mathbf{w}_{i-1}$. A classical derivation follows by noting from (21.30) that the new solution $\mathbf{w}_{i}$ should satisfy

$$
\mathbf{w}_{i}-\overline{\mathbf{w}}=\Phi_{i}^{-1} \mathbf{s}_{i}=\left[\lambda \Phi_{i-1}+\mathbf{u}_{i} \mathbf{u}_{i}^{T}\right]^{-1}\left(\lambda \mathbf{s}_{i-1}+\mathbf{u}_{i}\left[d(i)-\mathbf{u}_{i}^{T} \overline{\mathbf{w}}\right]\right)
$$

where we have also used the time-updates for $\left\{\Phi_{i}, \mathbf{s}_{i}\right\}$.
Introduce the quantities

$$
\begin{equation*}
\mathbf{P}_{i}=\Phi_{i}^{-1}, \quad \mathbf{g}_{i}=\Phi_{i}^{-1} \mathbf{u}_{i} \tag{21.36}
\end{equation*}
$$

Expandingtheinverse of [ $\lambda \Phi_{i-1}+\mathbf{u}_{i} \mathbf{u}_{i}^{T}$ ] by using thematrix inversion formula [stated after (21.24)], and grouping terms, leads after some straightforward algebra to the RLS procedure:

- Initial conditions: $\mathbf{w}_{-1}=\overline{\mathbf{w}}$ and $\mathbf{P}_{-1}=\Pi_{0}$.
- Repeat for $i \geq 0$ :

$$
\begin{align*}
\mathbf{w}_{i} & =\mathbf{w}_{i-1}+\mathbf{g}_{i}\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right]  \tag{21.37}\\
\mathbf{g}_{i} & =\frac{\lambda^{-1} \mathbf{P}_{i-1} \mathbf{u}_{i}}{1+\lambda^{-1} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1} \mathbf{u}_{i}}  \tag{21.38}\\
\mathbf{P}_{i} & =\lambda^{-1}\left[\mathbf{P}_{i-1}-\mathbf{g}_{i} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}\right] \tag{21.39}
\end{align*}
$$

- The computational complexity of the algorithm is $O\left(M^{2}\right)$ per iteration.


### 21.5.1 Estimation Errors and the Conversion Factor

With the RLS problem we associate two residuals at each time instant $i$ : the a priori estimation error $e_{a}(i)$, defined by

$$
e_{a}(i)=d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1},
$$

and the a posteriori estimation error $e_{p}(i)$, defined by

$$
e_{p}(i)=d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i}
$$

Comparing the expressions for $e_{a}(i)$ and $e_{p}(i)$, we see that the latter employs the most recent weight vector estimate.

If we replace $\mathbf{w}_{i}$ in the definition for $e_{p}(i)$ by its update expression (21.37), say

$$
e_{p}(i)=d(i)-\mathbf{u}_{i}^{T}\left(\mathbf{w}_{i-1}+\mathbf{g}_{i}\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right]\right),
$$

somestraightforward algebra will show that we can relate $e_{p}(i)$ and $e_{a}(i)$ via a factor $\gamma(i)$ known as the conversion factor:

$$
e_{p}(i)=\gamma(i) e_{a}(i),
$$

where $\gamma(i)$ is equal to

$$
\begin{equation*}
\gamma(i)=\frac{1}{1+\lambda^{-1} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1} \mathbf{u}_{i}}=1-\mathbf{u}_{i}^{T} \mathbf{P}_{i} \mathbf{u}_{i} \tag{21.40}
\end{equation*}
$$

That is, thea posteriori error is a scaled version of thea priori error. The scaling factor $\gamma(i)$ is defined in terms of $\left\{\mathbf{u}_{i}, \mathbf{P}_{i-1}\right\}$ or $\left\{\mathbf{u}_{i}, \mathbf{P}_{i}\right\}$. Notethat $0 \leq \gamma(i) \leq 1$.

Note further that the expression for $\gamma(i)$ appears in the definition of the so-called gain vector $\mathbf{g}_{i}$ in (21.38) and, hence, we can alternatively rewrite (21.38) and (21.39) in the forms:

$$
\begin{align*}
& \mathbf{g}_{i}=\lambda^{-1} \gamma(i) \mathbf{P}_{i-1} \mathbf{u}_{i}  \tag{21.41}\\
& \mathbf{P}_{i}=\lambda^{-1} \mathbf{P}_{i-1}-\gamma^{-1}(i) \mathbf{g}_{i} \mathbf{g}_{i}^{T} \tag{21.42}
\end{align*}
$$

### 21.5.2 U podate of the Minimum Cost

Let $\mathcal{E}_{\min }(i)$ denote the value of the minimum cost of the optimization problem (21.27) with data up to time $i$. It is given by an expression of the form (21.35) with $N$ replaced by $i$,

$$
\mathcal{E}_{\min }(i)=\left[\sum_{j=0}^{i} \lambda^{i-j}\left\|d(j)-\mathbf{u}_{j}^{T} \overline{\mathbf{w}}\right\|^{2}\right]-\mathbf{s}_{i}^{T}\left(\mathbf{w}_{i}-\overline{\mathbf{w}}\right) .
$$

Using the RLS update (21.37) for $\mathbf{w}_{i}$ in terms of $\mathbf{w}_{i-1}$, as well as the time-update (21.34) for $\mathbf{s}_{i}$ in terms of $\mathbf{s}_{i-1}$, we can derive the following time update for the minimum cost:

$$
\begin{equation*}
\mathcal{E}_{\min }(i)=\lambda \mathcal{E}_{\min }(i-1)+e_{p}(i) e_{a}(i), \tag{21.43}
\end{equation*}
$$

where $\mathcal{E}_{\min }(i-1)$ denotes the value of the minimum cost of the same optimization problem (21.27) but with data up to time $(i-1)$.

### 21.6 RLS Algorithms in Array Forms

As mentioned in theintroduction, weintend to stress thearray formulations of the RLS solution due to their intrinsic advantages:

- They are easy to implement as a sequence of elementary rotations on arrays of numbers.
- They are modular and parallelizable.
- They have better numerical properties than the classical RLS description.


### 21.6.1 Motivation

Note from (21.39) that the RLS solution propagates the variable $\mathbf{P}_{i}$ as thedifference of two quantities. This variable should be positive-definite. But due to roundoff errors, however, the update (21.39) may not guarantee the positive-definiteness of $\mathbf{P}_{i}$ at all times $i$. This problem can be ameliorated by using the so-called array formulations. These alternative forms propagate square-root factors of either $\mathbf{P}_{i}$ or $\mathbf{P}_{i}^{-1}$, namely, $\mathbf{P}_{i}^{1 / 2}$ or $\mathbf{P}_{i}^{-1 / 2}$, rather than $\mathbf{P}_{i}$ itself. By squaring $\mathbf{P}_{i}^{1 / 2}$, for example, we can always recover a matrix $\mathbf{P}_{i}$ that is more likely to be positive-definite than the matrix obtained via (21.39),

$$
\mathbf{P}_{i}=\mathbf{P}_{i}^{1 / 2} \mathbf{P}_{i}^{T / 2}
$$

### 21.6.2 A Very Useful Lemma

The derivation of the array variants of the RLS algorithm relies on a very useful matrix result that encounters applications in many other scenarios as well. For this reason, we not only state the result but also provide one simple proof.

LEMMA 21.1 Given two $n \times m(n \leq m)$ matrices $\mathbf{A}$ and $\mathbf{B}$, then $\mathbf{A A}^{\mathbf{T}}=\mathbf{B B}^{\mathbf{T}}$ if, and only if, there exists an $m \times m$ orthogonal matrix $\Theta\left(\Theta \Theta^{\boldsymbol{\top}}=\mathbf{I}_{m}\right)$ such that $\mathbf{A}=\mathbf{B} \Theta$.

PROOF 21.1 One implication is immediate. If there exists an orthogonal matrix $\Theta$ such that $\mathbf{A}=\mathbf{B} \Theta$ then

$$
\mathbf{A A}^{T}=(\mathbf{B} \Theta)(\mathbf{B} \Theta)^{T}=\mathbf{B}\left(\Theta \Theta^{T}\right) \mathbf{B}^{T}=\mathbf{B B}^{T}
$$

One proof for the converse implication follows by invoking the singular value decompositions of the matrices $\mathbf{A}$ and $\mathbf{B}$,

$$
\begin{aligned}
\mathbf{A} & =\mathbf{U}_{A}\left[\begin{array}{ll}
\Sigma_{A} & \mathbf{0}
\end{array}\right] \mathbf{V}_{A}^{T} \\
\mathbf{B} & =\mathbf{U}_{B}\left[\begin{array}{ll}
\Sigma_{B} & \mathbf{0}
\end{array}\right] \mathbf{V}_{B}^{T}
\end{aligned}
$$

where $\mathbf{U}_{A}$ and $\mathbf{U}_{B}$ are $n \times n$ orthogonal matrices, $\mathbf{V}_{A}$ and $\mathbf{V}_{B}$ are $m \times m$ orthogonal matrices, and $\Sigma_{A}$ and $\Sigma_{B}$ are $n \times n$ diagonal matrices with nonnegative (ordered) entries.

The squares of the diagonal entries of $\Sigma_{A}\left(\Sigma_{B}\right)$ are the eigenvalues of $\mathbf{A A}^{T}\left(\mathbf{B B}^{T}\right)$. Moreover, $\mathbf{U}_{A}$ $\left(\mathbf{U}_{B}\right)$ are constructed from an orthonormal basis for the right eigenvectors of $\mathbf{A A}^{\mathbf{\top}}\left(\mathbf{B B}^{\mathbf{\top}}\right)$.

Hence, it follows from the identity $\mathbf{A A}^{\boldsymbol{\top}}=\mathbf{B B}^{\boldsymbol{\top}}$ that we have $\Sigma_{A}=\Sigma_{B}$ and we can choose $\mathbf{U}_{A}=\mathbf{U}_{B}$. Let $\Theta=\mathbf{V}_{B} \mathbf{V}_{A}^{T}$. We then obtain $\Theta \Theta^{\mathbf{T}}=\mathbf{I}_{m}$ and $\mathbf{B} \Theta=\mathbf{A}$.

### 21.6.3 The Inverse QR Algorithm

We now employ the above result to derive an array form of the RLS algorithm that is known as the inverse QR algorithm.

Let $\mathbf{P}_{i-1}^{1 / 2}$ denote a (preferably lower triangular) square root factor of $\mathbf{P}_{i-1}$, i.e., any matrix that satisfies

$$
\mathbf{P}_{i-1}=\mathbf{P}_{i-1}^{1 / 2} \mathbf{P}_{i-1}^{T / 2} .
$$

[The triangular square-root factor of a symmetric positive-definite matrix is also known as the Cholesky factor].

Now notethat theRLS recursions(21.38) and (21.39) can beexpressed in factored form asfollows:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
1 & \frac{1}{\sqrt{\lambda}} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}^{1 / 2} \\
\mathbf{0} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{1 / 2}
\end{array}\right]\left[\begin{array}{cc}
1 & \mathbf{0}^{T} \\
\frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{T / 2} \mathbf{u}_{i} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{T / 2}
\end{array}\right] } \\
= & {\left[\begin{array}{cc}
\gamma^{-1 / 2}(i) & \mathbf{0}^{T} \\
\mathbf{g}_{i} \gamma^{-1 / 2}(i) & \mathbf{P}_{i}^{1 / 2}
\end{array}\right]\left[\begin{array}{cc}
\gamma^{-1 / 2}(i) & \mathbf{g}_{i}^{T} \gamma^{-1 / 2}(i) \\
\mathbf{0} & \mathbf{P}_{i}^{T / 2}
\end{array}\right] . }
\end{aligned}
$$

To verify that this is indeed the case, we simply multiply the factors and compare terms on both sides of the equality.

The point to note is that the above equality fits nicely into the statement of the previous lemma by taking

$$
\mathbf{A}=\left[\begin{array}{cc}
1 & \frac{1}{\sqrt{\lambda}} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}^{1 / 2}  \tag{21.44}\\
\mathbf{0} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{1 / 2}
\end{array}\right]
$$

and

$$
\mathbf{B}=\left[\begin{array}{cc}
\gamma^{-1 / 2}(i) & \mathbf{0}^{T}  \tag{21.45}\\
\mathbf{g}_{i} \gamma^{-1 / 2}(i) & \mathbf{P}_{i}^{1 / 2}
\end{array}\right] .
$$

We therefore conclude that there should exist an orthogonal matrix $\Theta_{i}$ that relates the arrays $\mathbf{A}$ and B in the form

$$
\left[\begin{array}{cc}
1 & \frac{1}{\sqrt{\lambda}} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}^{1 / 2} \\
\mathbf{0} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{1 / 2}
\end{array}\right] \Theta_{i}=\left[\begin{array}{cc}
\gamma^{-1 / 2}(i) & \mathbf{0}^{T} \\
\mathbf{g}_{i} \gamma^{-1 / 2}(i) & \mathbf{P}_{i}^{1 / 2}
\end{array}\right] .
$$

That is, there should exist an orthogonal $\Theta_{i}$ that transforms the prearray $\mathbf{A}$ into the postarray $\mathbf{B}$.
Note that the prearray contains quantities that are available at step $i$, namely $\left\{\mathbf{u}_{i}, \mathbf{P}_{i-1}^{1 / 2}\right\}$, while the postarray provides the (normalized) gain vector $\mathbf{g}_{i} \gamma^{-1 / 2}(i)$, which is needed to update the weight vector estimate $\mathbf{w}_{i-1}$ into $\mathbf{w}_{i}$, as well as the square root factor of the variable $\mathbf{P}_{i}$, which is needed to form the prearray for the next iteration.

But how do we determine $\Theta_{i}$ ? The answer highlights a remarkable property of array algorithms. We do not really need to know or determine $\Theta_{i}$ explicitly!

To clarify this point, we first remark from the expressions (21.44) and (21.45) for the pre and postarrays that $\Theta_{i}$ is an orthogonal matrix that takes an array of numbers of the form (assuming a vector $\mathbf{u}_{i}$ of dimension $M=3$ )

$$
\left[\begin{array}{llll}
1 & x & x & x  \tag{21.46}\\
\hline 0 & x & 0 & 0 \\
0 & x & x & 0 \\
0 & x & x & x
\end{array}\right]
$$

and transforms it to the form

$$
\left[\begin{array}{llll}
x & 0 & 0 & 0  \tag{21.47}\\
\hline x & x & 0 & 0 \\
x & x & x & 0 \\
x & x & x & x
\end{array}\right] .
$$

That is, $\Theta_{i}$ annihilates all the entries of the top row of the prearray (except for the left-most entry).
Now assumeweform the prearray $\mathbf{A}$ in (21.44) and chooseany $\Theta_{i}$ (say as a sequenceof elementary rotations) so as to reduce $\mathbf{A}$ to the triangular form (21.47), that is, in order to annihilate the desired entries in the top row.

Let us denote the resulting entries of the postarray arbitrarily as:

$$
\left[\begin{array}{cc}
1 & \frac{1}{\sqrt{\lambda}} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}^{1 / 2}  \tag{21.48}\\
\mathbf{0} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{1 / 2}
\end{array}\right] \Theta_{i}=\left[\begin{array}{cc}
a & \mathbf{0}^{T} \\
\mathbf{b} & \mathbf{C}
\end{array}\right]
$$

where $\{a, \mathbf{b}, \mathbf{C}\}$ are quantities that we wish to identify $[a$ is a scalar, $\mathbf{b}$ is a column vector, and $\mathbf{C}$ is a lower triangular matrix]. The claim is that by constructing $\Theta_{i}$ in this way (i.e., by simply requiring that it achieves the desired zero pattern in the postarray), the resulting quantities $\{a, \mathbf{b}, \mathbf{C}\}$ will be meaningful and can in fact be identified with the quantities in the postarray $\mathbf{B}$.

To verify that the quantities $\{a, \mathbf{b}, \mathbf{C}\}$ can indeed be identified with $\left\{\gamma^{-1 / 2}(i), \mathbf{g}_{i} \gamma^{-1 / 2}(i), \mathbf{P}_{i}^{1 / 2}\right\}$, we proceed by squaring both sides of (21.48),

$$
\left[\begin{array}{cc}
1 & \frac{1}{\sqrt{\lambda}} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}^{1 / 2} \\
\mathbf{0} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{1 / 2}
\end{array}\right] \underbrace{\Theta_{i} \Theta_{i}^{T}}_{\mathbf{1}}\left[\begin{array}{cc}
1 & \mathbf{0} \\
\frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{T / 2} \mathbf{u}_{i} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{T / 2}
\end{array}\right]=\left[\begin{array}{ll}
a & \mathbf{0}^{T} \\
\mathbf{b} & \mathbf{C}
\end{array}\right]\left[\begin{array}{ll}
a & \mathbf{b}^{T} \\
\mathbf{0} & \mathbf{c}^{T}
\end{array}\right],
$$

and comparing terms on both sides of the equality to get the identities:

$$
\begin{aligned}
a^{2} & =1+\lambda^{-1} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1} \mathbf{u}_{i}=\gamma^{-1}(i) \\
\mathbf{b} a & =\lambda^{-1} \mathbf{P}_{i-1} \mathbf{u}_{i}=\mathbf{g}_{i} \gamma^{-1}(i), \\
\mathbf{C C}^{T} & =\lambda^{-1} \mathbf{P}_{i-1}-\mathbf{b b}^{T}=\lambda^{-1} \mathbf{P}_{i-1}-\gamma^{-1}(i) \mathbf{g}_{i} \mathbf{g}_{i}^{T}
\end{aligned}
$$

Hence, as desired, we can make the identifications

$$
a=\gamma^{-1 / 2}(i), \quad \mathbf{b}=\mathbf{g}_{i} \gamma^{-1 / 2}(i), \quad \mathbf{C}=\mathbf{P}_{i}^{1 / 2}
$$

In summary, we have established the validity of an array alternative to the RLS algorithm, known as the inverse QR algorithm (also as square-root RLS). It is listed in Table 21.3. The recursions are known as inverse $Q R$ since they propagate $\mathbf{P}_{i}^{1 / 2}$, which is a square-root factor of the inverse of the coefficient matrix $\Phi_{i}$.

TABLE 21.3 The Inverse QR Algorithm
Initialization. Start with $\mathbf{w}_{-1}=\overline{\mathbf{w}}$ and

$$
\mathbf{P}_{-1}^{1 / 2}=\Pi_{0}^{1 / 2}
$$

- Repeat for each time instant $i \geq 0$ :
$\left[\begin{array}{cc}1 & \frac{1}{\sqrt{\lambda}} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1}^{1 / 2} \\ \mathbf{0} & \frac{1}{\sqrt{\lambda}} \mathbf{P}_{i-1}^{1 / 2}\end{array}\right] \Theta_{i}=\left[\begin{array}{cc}\gamma^{-1 / 2}(i) & \mathbf{0}^{T} \\ \mathbf{g}_{i} \gamma^{-1 / 2}(i) & \mathbf{P}_{i}^{1 / 2}\end{array}\right]$
where $\Theta_{i}$ is any orthogonal rotation that produces the zero pattern in the postarray.

The weight-vector estimate is updated via
$\mathbf{w}_{i}=\mathbf{w}_{i-1}+\left[\frac{\mathbf{g}_{i}}{\gamma^{1 / 2}(i)}\right]\left[\frac{1}{\gamma^{1 / 2}(i)}\right]^{-1}\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right]$
where the quantities $\left\{\gamma^{-1 / 2}(i), \mathbf{g}_{i} \gamma^{-1 / 2}(i)\right\}$ are read from the entries of the postarray.

The computational cost is $O\left(M^{2}\right)$ per iteration.

### 21.6.4 The QR Algorithm

The RLS recursion (21.39) and the inverse $Q$ R recursion of Table 21.3 propagate the variable $\mathbf{P}_{i}$ or a square root factor of it. The starting condition for both algorithms is therefore dependent on the weighting matrix $\Pi_{0}$ or its square root factor $\Pi_{0}^{1 / 2}$.

This situation becomes inconvenient when the initial condition $\Pi_{0}$ assumes relatively largevalues, say $\Pi_{0}=\sigma \mathbf{I}$ with $\sigma \gg 1$. A particular instance arises, for example, when wetake $\sigma \rightarrow \infty$ in which casethe regularized least-squares problem (21.27) reduces to a standard least-squares problem of the form

$$
\begin{equation*}
\min _{\mathbf{w}}\left[\mathcal{E}(N)=\sum_{j=0}^{N} \lambda^{N-j}\left|d(j)-\mathbf{u}_{j}^{T} \mathbf{w}\right|^{2}\right] . \tag{21.49}
\end{equation*}
$$

For such problems, it is preferable to propagate the inverse of the variable $\mathbf{P}_{i}$ rather than $\mathbf{P}_{i}$ itself. Recall that the inverse of $\mathbf{P}_{i}$ is $\Phi_{i}$ since we have defined earlier $\mathbf{P}_{i}=\Phi_{i}^{-1}$.

The QR algorithm is a recursive procedure that propagates a square-root factor of $\Phi_{i}$. Its validity can be verified in much the same way as we did for the inverse QR algorithm. We form a prearray of numbers and then choose a sequence of rotations that induces a desired zero pattern in the postarray. Then by squaring and comparing terms on both sides of an equality we can identify the resulting entries of the postarray as meaningful quantities in the RLS context. For this reason, we shall be brief and only highlight the main points.

Let $\Phi_{i-1}^{1 / 2}$ denote a square root factor (preferably lower-triangular) of $\Phi_{i-1}, \Phi_{i-1}=\Phi_{i-1}^{1 / 2} \Phi_{i-1}^{T / 2}$, and define, for notational convenience, the quantity

$$
\begin{equation*}
\mathbf{q}_{i-1}=\Phi_{i-1}^{T / 2} \mathbf{w}_{i-1} \tag{21.50}
\end{equation*}
$$

At time $(i-1)$ weform the prearray of numbers

$$
\mathbf{A}=\left[\begin{array}{cc}
\sqrt{\lambda} \Phi_{i-1}^{1 / 2} & \mathbf{u}_{i} \\
\sqrt{\lambda} \mathbf{q}_{i-1}^{T} & d(i) \\
\mathbf{0}^{T} & 1
\end{array}\right],
$$

whose entries have the following pattern (shown for $M=3$ ):

$$
\mathbf{A}=\left[\begin{array}{llll}
x & 0 & 0 & x \\
x & x & 0 & x \\
x & x & x & x \\
\hline x & x & x & x \\
\hline 0 & 0 & 0 & 1
\end{array}\right]
$$

Now implement an orthogonal transformation $\Theta_{i}$ that reduces $\mathbf{A}$ to the form

$$
\mathbf{B}=\left[\begin{array}{cccc}
x & 0 & 0 & 0 \\
x & x & 0 & 0 \\
x & x & x & 0 \\
\hline x & x & x & x \\
\hline x & x & x & x
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{C} & \mathbf{0} \\
\mathbf{b}^{T} & a \\
\mathbf{h}^{T} & f
\end{array}\right],
$$

where the quantities $\{\mathbf{C}, \mathbf{b}, \mathbf{h}, a, f\}$ need to be identified. By comparing terms on both sides of the equality

$$
\left[\begin{array}{cc}
\sqrt{\lambda} \Phi_{i-1}^{1 / 2} & \mathbf{u}_{i} \\
\sqrt{\lambda} \mathbf{q}_{i-1}^{T} & d(i) \\
\mathbf{0}^{T} & 1
\end{array}\right] \underbrace{\Theta_{i} \Theta_{i}^{T}}_{\mathbf{l}}\left[\begin{array}{cc}
\sqrt{\lambda} \Phi_{i-1}^{1 / 2} & \mathbf{u}_{i} \\
\sqrt{\lambda} \mathbf{q}_{i-1}^{T} & d(i) \\
\mathbf{0}^{T} & 1
\end{array}\right]^{T}=\left[\begin{array}{cc}
\mathbf{C} & \mathbf{0} \\
\mathbf{b}^{T} & a \\
\mathbf{h}^{T} & f
\end{array}\right]\left[\begin{array}{cc}
\mathbf{C} & \mathbf{0} \\
\mathbf{b}^{T} & a \\
\mathbf{h}^{T} & f
\end{array}\right]^{T},
$$

we can make the identifications:

$$
\begin{gathered}
\mathbf{C}=\Phi_{i}^{1 / 2}, \mathbf{b}^{T}=\mathbf{q}_{i}^{T}, \mathbf{h}^{T}=\mathbf{u}_{i}^{T} \Phi_{i}^{-T / 2} \\
a=e_{a}(i) \gamma^{1 / 2}(i), \quad f=\gamma^{1 / 2}(i)
\end{gathered}
$$

where $e_{a}(i)=d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}$ isthea priori estimation error. This derivation establishestheso-called QR algorithm (listed in Table 21.4).

TABLE 21.4 The QR Algorithm

$$
\begin{aligned}
& \text { Initialization. Start with } \mathbf{w}_{-1}=\overline{\mathbf{w}}, \Phi_{-1}^{1 / 2}=\Pi_{0}^{-T / 2}, \mathbf{q}_{-1}=\Pi_{0}^{-1 / 2} \overline{\mathbf{w}} \text {. } \\
& \text { - Repeat for each time instant } i \geq 0 \text { : } \\
& {\left[\begin{array}{cc}
\sqrt{\lambda} \Phi_{i-1}^{1 / 2} & \mathbf{u}_{i}^{T} \\
\sqrt{\lambda} \mathbf{q}_{i-1}^{T} & d(i) \\
\mathbf{0}^{T} & 1
\end{array}\right] \Theta_{i}=\left[\begin{array}{cc}
\Phi_{i}^{1 / 2} & \mathbf{0} \\
\mathbf{q}_{i}^{T} & e_{a}(i) \gamma^{1 / 2}(i) \\
\mathbf{u}_{i}^{T} \Phi_{i}^{-T / 2} & \gamma^{1 / 2}(i)
\end{array}\right]} \\
& \text { where } \Theta_{i} \text { is any orthogonal rotation that produces the } \\
& \text { zero pattern in the postarray. } \\
& \text { The weight-vector estimate can be obtained by solving the } \\
& \text { triangular linear system of equations } \\
& \Phi_{i}^{T / 2} \mathbf{w}_{i}=\mathbf{q}_{i} \\
& \text { where the quantities }\left\{\Phi_{i}^{1 / 2}, \mathbf{q}_{i}\right\} \text { are available from the } \\
& \text { entries of the postarray. } \\
& \text { The computational complexity is still } O\left(M^{2}\right) \text { per iteration. }
\end{aligned}
$$

The QR solution determines the weight-vector estimate $\mathbf{w}_{i}$ by solving a triangular linear system of equations, e.g., via back-substitution. A major drawback of a back-substitution step isthat it involves serial operations and, therefore, does not lend itself to a fully parallelizable implementation.

An alternative procedure for computing the estimate $\mathbf{w}_{i}$ can be obtained by appending one more block row to the arrays of the QR algorithm, leading to the equations:

$$
\left[\begin{array}{cc}
\sqrt{\lambda} \Phi_{i-1}^{1 / 2} & \mathbf{u}_{i}  \tag{21.51}\\
\sqrt{\lambda} \mathbf{q}_{i-1}^{T} & d(i) \\
\mathbf{0}^{T} & 1 \\
\hline \frac{1}{\sqrt{\lambda}} \Phi_{i-1}^{-T / 2} & \mathbf{0}
\end{array}\right] \Theta_{i}=\left[\begin{array}{cc}
\Phi_{i}^{1 / 2} & \mathbf{0} \\
\mathbf{q}_{i}^{T} & e_{a}(i) \gamma^{1 / 2}(i) \\
\mathbf{u}_{i}^{T} \Phi_{i}^{-T / 2} & \gamma^{1 / 2}(i) \\
\hline \Phi_{i}^{-T / 2} & -\mathbf{g}_{i} \gamma^{-1 / 2}(i)
\end{array}\right]
$$

In this case, the last row of the postarray provides the gain vector $\mathbf{g}_{i}$ that can be used to update the weight-vector estimate as follows:

$$
\mathbf{w}_{i}=\mathbf{w}_{i-1}+\left[\frac{\mathbf{g}_{i}}{\gamma^{1 / 2}(i)}\right]\left[e_{a}(i) \gamma^{1 / 2}(i)\right] .
$$

Note, however, that the pre and postarrays now propagate both $\Phi_{i}^{1 / 2}$ and its inverse, which may lead to numerical difficulties.

### 21.7 Fast Transversal Algorithms

The earlier recursive least-squares solutions require $O\left(M^{2}\right)$ floating point operations per iteration, where $M$ is the size of the input vector $\mathbf{u}_{i}$.

$$
\mathbf{u}_{i}^{T}=\left[\begin{array}{llll}
u_{1}(i) & u_{2}(i) & \ldots & u_{M}(i)
\end{array}\right] .
$$

It often happens in practice that the entries of $\mathbf{u}_{i}$ are timeshifted versions of each other. More explicitly, if we denote the value of the first entry of $\mathbf{u}_{i}$ by $u(i)$ [instead of $u_{1}(i)$ ], then $\mathbf{u}_{i}$ will have the form

$$
\mathbf{u}_{i}^{T}=\left[\begin{array}{llll}
u(i) & u(i-1) & \ldots & u(i-M+1) \tag{21.52}
\end{array}\right] .
$$

This has the pictorial representation shown in Fig. 21.3. The term $z^{-1}$ represents a unit-time delay. Thestructure that takes $u(j)$ as an input and provides the inner product $\sum_{k=1}^{M} u(j+1-k) w(k)$ as an output is known as a transversal or FIR (finite-impulse response) filter.


FIGURE 21.3: A linear combiner with shift structure in the input channels.

The shift structure in $\mathbf{u}_{i}$ can be exploited in order to derive fast variants to the RLS solution that would require $O(M)$ operations per iteration rather than $O\left(M^{2}\right)$. This can be achieved by showing that, in this case, the $M \times M$ variables $\mathbf{P}_{i}$ that areneeded in the RLS recursion (21.39) exhibit certain matrix structure that allows us to replace the RLS recursions by an alternative set of recursions that we now motivate.

### 21.7.1 The Prewindowed Case

We first assume that no input data is available prior to and including time $i=0$. That is, $u(i)=0$ for $i \leq 0$. In this case, the values at time 0 of the variables $\left\{\mathbf{u}_{i}, \mathbf{g}_{i}, \gamma(i), \mathbf{P}_{i}\right\}$ become:

$$
\mathbf{u}_{0}=\mathbf{0}, \quad \mathbf{g}_{0}=\mathbf{0}, \quad \gamma(0)=1, \quad \mathbf{P}_{0}=\lambda^{-1} \mathbf{P}_{-1}=\lambda^{-1} \Pi_{0}
$$

It then follows that thefollowing equality holds:

$$
\left[\begin{array}{ll}
\mathbf{P}_{0} & \mathbf{0} \\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{cc}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbf{P}_{-1}
\end{array}\right]=\left[\begin{array}{cc}
\lambda^{-1} \Pi_{0} & \mathbf{0} \\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{ll}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \Pi_{0}
\end{array}\right]
$$

Note that we have embedded $\mathbf{P}_{0}$ and $\mathbf{P}_{-1}$ into larger matrices [ of size $(M+1) \times(M+1)$ each] by adding one zero row and onezero column. This embedding will allow us to suggest a suitable choice
for the initial weighting matrix $\Pi_{0}$ in order to enforce a low-rank differencematrix on theright-hand side of the above expression. In so doing, we guaranteethat $\left(\mathbf{P}_{0} \oplus 0\right)$ can beobtained from $\left(0 \oplus \mathbf{P}_{-1}\right)$ via a low rank update.

Strikingly enough, the argument will further show that because of the shift structure in the input vectors $\mathbf{u}_{i}$, if thislow-rank property holdsfor theinitial timeinstant then it also holdsfor thesuccessive time instants! Consequently, the successive matrices $\left(\mathbf{P}_{i} \oplus 0\right)$ will also be low rank modifications of earlier matrices $\left(0 \oplus \mathbf{P}_{i-1}\right)$.

In this way, a fast procedure for updating the $\mathbf{P}_{i}$ can be developed by replacing the propagation of $\mathbf{P}_{i}$ via (21.39) by a recursion that instead propagates the low rank factors that generate the $\mathbf{P}_{i}$. We will verify that this procedure also allows us to update the weight vector estimates rapidly (in $O(M)$ operations).

### 21.7.2 Low-Rank Property

Assume we choose $\Pi_{0}$ in the special diagonal form

$$
\begin{equation*}
\Pi_{0}=\delta \cdot \operatorname{diagonal}\left\{\lambda^{2}, \lambda^{3}, \ldots, \lambda^{M+1}\right\} \tag{21.53}
\end{equation*}
$$

where $\delta$ is a positive quantity (usually much larger than one, $\delta \gg 1$ ). In this case, we are led to a rank-two difference of theform

$$
\left[\begin{array}{cc}
\lambda^{-1} \Pi_{0} & \mathbf{0} \\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{ll}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \Pi_{0}
\end{array}\right]=\delta \cdot \lambda \cdot\left[\begin{array}{ccc}
1 & & \\
& \mathbf{0} & \\
& & -\lambda^{M}
\end{array}\right]
$$

which can be factored as

$$
\left[\begin{array}{ll}
\mathbf{P}_{0} & \mathbf{0}  \tag{21.54}\\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{cc}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbf{P}_{-1}
\end{array}\right]=\lambda \cdot \bar{Ł}_{0} \mathbf{S}_{0} \bar{Ł}_{0}^{T},
$$

where $\bar{Ł}_{0}$ is $(M+1) \times 2$ and $\mathbf{S}_{0}$ is a $2 \times 2$ signature matrix that are given by

$$
\bar{Ł}_{0}=\sqrt{\delta} \cdot\left[\begin{array}{cc}
1 & 0 \\
\mathbf{0} & \mathbf{0} \\
0 & \lambda^{\frac{M}{2}}
\end{array}\right], \quad \mathbf{S}_{0}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

### 21.7.3 A Fast Array Algorithm

Wenow argueby induction, and by usingtheshift property of theinput vectors $\mathbf{u}_{i}$, that if thelow-rank property holds at a certain time instant $i$, say

$$
\left[\begin{array}{ll}
\mathbf{P}_{i} & \mathbf{0}  \tag{21.55}\\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{cc}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbf{P}_{i-1}
\end{array}\right]=\lambda \cdot \bar{Ł}_{i} \mathbf{S}_{i} \bar{Ł}_{i}^{T},
$$

then three important facts hold:

- The low-rank property also holds at time $i+1$, say

$$
\left[\begin{array}{cc}
\mathbf{P}_{i+1} & \mathbf{0} \\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{ll}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbf{P}_{i}
\end{array}\right]=\lambda \cdot \bar{Ł}_{i+1} \mathbf{S}_{i+1} \bar{Ł}_{i+1}^{T}
$$

- There exists an array algorithm that updates $\bar{Ł}_{i}$ to $\bar{Ł}_{i+1}$. Moreover, the algorithm also provides the gain vector $\mathbf{g}_{i}$ that is needed to update the weight-vector estimate in the RLS solution.
- The signature matrices $\left\{\mathbf{S}_{i}, \mathbf{S}_{i+1}\right\}$ are equal! That is, all successive low-rank differences have the same signature matrix as the initial difference and, hence,

$$
\mathbf{S}_{i}=\mathbf{S}_{0}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \text { for all } i
$$

To verify these claims, consider (21.55) and form the prearray

$$
\mathbf{A}=\left[\begin{array}{ccc}
\gamma^{-1 / 2}(i) & {\left[\begin{array}{cc}
u(i+1) & \mathbf{u}_{i}^{T}
\end{array}\right] \bar{Ł}_{i}} \\
{\left[\begin{array}{c}
0 \\
\mathbf{g}_{i} \gamma^{-1 / 2}(i)
\end{array}\right]} & \bar{Ł}_{i}
\end{array}\right]
$$

For $M=3$, the prearray has the following generic form (recall that $\bar{L}_{i}$ is $(M+1) \times 2$ ):

$$
\mathbf{A}=\left[\begin{array}{lll}
x & x & x \\
\hline 0 & x & x \\
x & x & x \\
x & x & x \\
x & x & x
\end{array}\right]
$$

Now let $\Theta_{i}$ be a matrix that satisfies

$$
\Theta_{i}\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right] \Theta_{i}^{T}=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right]=\left[\begin{array}{ll}
1 & \\
& \mathbf{S}_{i}
\end{array}\right]
$$

and such that it transforms $\mathbf{A}$ into theform

$$
\mathbf{B}=\left[\begin{array}{lll}
x & 0 & 0 \\
\hline x & x & x \\
x & x & x \\
x & x & x \\
x & x & x
\end{array}\right]=\left[\begin{array}{ll}
a & \mathbf{0}^{T} \\
\mathbf{b} & \mathbf{C}
\end{array}\right]
$$

That is, $\Theta_{i}$ annihilates two entries in the top row of the prearray. This can be achieved by employing a circular rotation that pivots with the left-most entry of the first row and annihilatesits second entry. We then employ a hyperbolic rotation that pivots again with the left-most entry and annihilates the last entry of the top row.

The unknown entries $\{a, \mathbf{b}, \mathbf{C}\}$ can be identified by resorting to the same technique that we employed earlier during the derivation of the QR and inverse QR algorithms. By comparing entries on both sides of the equality

$$
\mathbf{A}\left[\begin{array}{ll}
1 & \\
& \mathbf{S}_{i}
\end{array}\right] \mathbf{A}^{T}=\left[\begin{array}{ll}
a & \mathbf{0}^{T} \\
\mathbf{b} & \mathbf{C}
\end{array}\right]\left[\begin{array}{ll}
1 & \\
& \mathbf{S}_{i}
\end{array}\right]\left[\begin{array}{ll}
a & \mathbf{0}^{T} \\
\mathbf{b} & \mathbf{C}
\end{array}\right]^{T}
$$

we obtain several equalities. For example, by equating the $(1,1)$ entries we obtain the following relation:

$$
\gamma^{-1}(i)+\left[\begin{array}{ll}
u(i+1) & \mathbf{u}_{i}^{T}
\end{array}\right] \bar{Ł}_{i} \mathbf{S}_{i} \bar{Ł}_{i}^{T}\left[\begin{array}{c}
u(i+1)  \tag{21.56}\\
\mathbf{u}_{i}
\end{array}\right]=a^{2} .
$$

By using (21.55) for $\bar{Ł}_{i} \mathbf{S}_{i} \bar{Ł}_{i}$ and by noting that we can rewrite the vector $\left[\begin{array}{ll}u(i+1) & \mathbf{u}_{i}^{T}\end{array}\right]$ in two equivalent forms (due to its shift structure):

$$
\left[\begin{array}{ll}
u(i+1) & \mathbf{u}_{i}^{T}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{u}_{i+1}^{T} & u(i-M+1) \tag{21.57}
\end{array}\right],
$$

we readily conclude that (21.56) collapses to

$$
\gamma^{-1}(i)+\lambda^{-1} \mathbf{u}_{i+1}^{T} \mathbf{P}_{i} \mathbf{u}_{i+1}-\lambda^{-1} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1} \mathbf{u}_{i}=a^{2} .
$$

But $\gamma^{-1}(i)=1+\lambda^{-1} \mathbf{u}_{i}^{T} \mathbf{P}_{i-1} \mathbf{u}_{i}$. Therefore,

$$
a^{2}=1+\lambda^{-1} \mathbf{u}_{i+1}^{T} \mathbf{P}_{i} \mathbf{u}_{i+1}=\gamma^{-1}(i+1),
$$

which shows that we can identify $a$ as

$$
a=\gamma^{-1 / 2}(i+1) .
$$

A similar argument allows us to identify $\boldsymbol{b}$. By comparing the $(2,1)$ entries we obtain

$$
a \mathbf{b}=\left[\begin{array}{c}
0  \tag{21.58}\\
\mathbf{g}_{i} \gamma^{-1}(i)
\end{array}\right]+\bar{\complement}_{i} \mathbf{s}_{i} \overline{\mathrm{t}}_{i}^{T}\left[\begin{array}{c}
u(i+1) \\
\mathbf{u}_{i}
\end{array}\right] .
$$

Again, by (21.55) for $\bar{Ł}_{i} \mathbf{S}_{i} \bar{E}_{i}^{T}$, (21.57) for the vector [ $\left.u(i+1) \quad \mathbf{u}_{i}^{T}\right]$, and by noting from the definition of $\mathbf{g}_{i}$ that

$$
\left[\begin{array}{c}
0 \\
\mathbf{g}_{i} \gamma^{-1}(i)
\end{array}\right]=\left[\begin{array}{c}
0 \\
\lambda^{-1} \mathbf{P}_{i-1} \mathbf{u}_{i}
\end{array}\right]
$$

we obtain

$$
\mathbf{b}=\left[\begin{array}{c}
\mathbf{g}_{i+1} \gamma^{-1 / 2}(i+1) \\
0
\end{array}\right] .
$$

Finally, for the last term C we compare the ( 2,2 ) entries to obtain

$$
\mathbf{C s}_{i} \mathbf{C}^{T}=\left[\begin{array}{cc}
\mathbf{P}_{i+1} & \mathbf{0} \\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{ll}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbf{P}_{i}
\end{array}\right] .
$$

The difference on the right-hand side is by definition $\lambda \bar{E}_{i+1} \mathbf{S}_{i+1} \bar{E}_{i+1}^{T}$. This shows that we can make the identifications

$$
\mathbf{C}=\sqrt{\lambda} \cdot \overline{\mathrm{t}}_{i+1}, \quad \mathbf{s}_{i+1}=\mathbf{s}_{i} .
$$

In summary, we have established the validity of the array algorithm shown in Table 21.5, which minimizes the cost function (21.27) in the prewindowed case and for the special choice of $\Pi_{0}$ in (21.53).

Notethat thisfast procedure computestherequired gain vectors $\mathbf{g}_{i}$ without explicitly evaluatingthe matrices $\mathbf{P}_{i}$. Instead, thelow-rank factors $\overline{\mathrm{E}}_{i}$ arepropagated, which explainsthe lower computational requirements.

### 21.7.4 The Fast Transversal Filter

The fast algorithm of the last section is an array version of fast RLS algorithms known as FTF (Fast Transversal Filter) and FAEST (Fast A posteriori Error Sequential Technique). In contrast to the above array description, where the transformation $\Theta_{i}$ that updates the data from time $i$ to time $(i+1)$ is left implicit, the FTF and FAEST algorithms involve explicit sets of equations.
The derivation of these explicit sets of equations can be motivated as follows. Note that the factorization (21.54) is highly nonunique. What is special about (21.54) [and also (21.55)] is that we have forced $\mathbf{S}_{0}$ to be a signature matrix, i.e., a matrix with $\pm 1^{\prime}$ 's on its diagonal. M ore generally, we can allow for different factorizations with an $\mathbf{S}_{0}$ that is not restricted to be a signature matrix. Different choices lead to different sets of equations.

TABLE 21.5 A Fast Array Algorithm
Input. Prewindowed data $\{d(j), u(j)\}$ for $j \geq 1$ and $\Pi_{0}$ as in (21.53) in the cost (21.27).
Initialization. Set

$$
\begin{aligned}
& \mathbf{w}_{-1}=\overline{\mathbf{w}}, \gamma^{-1 / 2}(0)=1 \\
& \overline{\mathbf{E}}_{0}=\sqrt{\delta} \cdot\left[\begin{array}{cc}
1 & 0 \\
\mathbf{0} & \mathbf{0} \\
0 & \lambda^{\frac{M}{2}}
\end{array}\right], \quad \mathbf{S}_{0}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
\end{aligned}
$$

Repeat for each time instant $i \geq 0$ :

$$
\left[\begin{array}{ccc}
\gamma^{-1 / 2}(i) & {\left[\begin{array}{cc}
u(i+1) & \mathbf{u}_{i}^{T}
\end{array}\right] \bar{Ł}_{i}} \\
{\left[\begin{array}{c}
0 \\
\mathbf{g}_{i} \gamma^{-1 / 2}(i)
\end{array}\right]} & \bar{Ł}_{i}
\end{array}\right] \Theta_{i}=\left[\begin{array}{cc}
\gamma^{-1 / 2}(i+1) & 0^{T} \\
{\left[\begin{array}{c}
\mathbf{g}_{i+1} \gamma^{-1 / 2}(i+1) \\
0
\end{array}\right]} & \sqrt{\lambda} \bar{Ł}_{i+1}
\end{array}\right]
$$

where $\Theta_{i}$ is any $\left(1 \oplus \mathbf{S}_{0}\right)$-orthogonal matrix that produces the zero pattern in the postarray, and $\bar{Ł}_{i}$ is a two-column matrix.
The weight-vector estimate is updated via:
$\mathbf{w}_{i}=\mathbf{w}_{i-1}+\left[\frac{\mathbf{g}_{i}}{\gamma^{1 / 2}(i)}\right]\left[\gamma^{-1 / 2}(i)\right]^{-1}\left[d(i)-\mathbf{u}_{i}^{T} \mathbf{w}_{i-1}\right]$
The computational cost is $O(M)$ per iteration.

M ore explicitly, assume we factor the difference matrix in (21.55) as

$$
\left[\begin{array}{ll}
\mathbf{P}_{i} & \mathbf{0}  \tag{21.59}\\
\mathbf{0}^{T} & 0
\end{array}\right]-\left[\begin{array}{cc}
0 & \mathbf{0}^{T} \\
\mathbf{0} & \mathbf{P}_{i-1}
\end{array}\right]=\lambda \cdot Ł_{i} \mathbf{M}_{i} Ł_{i}^{T},
$$

where $Ł_{i}$ is an $(M+1) \times 2$ matrix and $\mathbf{M}_{i}$ isa $2 \times 2$ matrix that is not restricted to bea signaturematrix. [We already know from the earlier array-based argument that this difference is always low-rank.]

Given thefactorization (21.59), it iseasy to verify that two successivegain vectorssatisfy therelation:

$$
\left[\begin{array}{c}
\mathbf{g}_{i+1} \gamma^{-1}(i+1) \\
0
\end{array}\right]=\left[\begin{array}{c}
0 \\
\mathbf{g}_{i} \gamma^{-1}(i)
\end{array}\right]+Ł_{i} \mathbf{M}_{i} Ł_{i}^{T}\left[\begin{array}{c}
u(i+1) \\
\mathbf{u}_{i}
\end{array}\right] .
$$

This is identical to (21.58) except that $\mathbf{S}_{i}$ is replaced by $\mathbf{M}_{i}$ and $\bar{Ł}_{i}$ is replaced by $Ł_{i}$. The fast array algorithm of the previous section provides one possibility for enforcing this relation and, hence, of updating $\mathbf{g}_{i}$ to $\mathbf{g}_{i+1}$ via updates of $\bar{Ł}_{i}$.

TheFTF and FAEST algorithms follow by employing onesuch alternative factorization, where the two columns of the factor $Ł_{i}$ turn out to be related to the solution of two fundamental problems in adaptive filter theory: the so-called forward and backward prediction problems. M oreover, the $\mathbf{M}_{i}$ factor turns out to be diagonal with entries equal to the so-called forward and backward minimum prediction energies. An explicit derivation of theFTF equationscan bepursued alongtheselines. We omit the details and continue to focus on the square root formulation. We now proceed to discuss order-recursive adaptive filters within this framework.

### 21.8 Order-Recursive Filters

TheRLS algorithms that were derived in the previous sections are all fixed-order solutions of (21.27) in the sense that they recursively evaluate successive weight estimates $\mathbf{w}_{i}$ that correspond to a fixedorder combiner of order $M$. This form of computing the minimizing solution $\mathbf{w}_{N}$ is not convenient from an order-recursive point of view. In other words, assume we pose a new optimization problem of the same form as (21.27) but where the vectors $\left\{\mathbf{w}, \mathbf{u}_{j}\right\}$ are now of order $(M+1)$ rather than $M$. How do the weight estimates of this new higher-dimensional problem relate to the weight estimates of the lower dimensional problem?

Before addressing this issue any further, it is apparent at this stage that we need to introduce a notational modification in order to keep track of the proper sizes of the variables. Indeed, from now on, we shall explicitly indicate the size of a variable by employing an additional subscript. For example, we shall write $\left\{\mathbf{w}_{M}, \mathbf{u}_{M, j}\right\}$ instead of $\left\{\mathbf{w}, \mathbf{u}_{j}\right\}$ to denote vectors of size $M$.

Returning to the point raised in the previous paragraph, let $\mathbf{w}_{M+1, N}$ denotetheoptimal solution of the new optimization problem (with $(M+1)$-dimensional vectors $\left\{\mathbf{w}_{M+1}, \mathbf{u}_{M+1, j}\right\}$. The adaptive algorithms of the previous sections give an explicit recursive (time-update) relation between $\mathbf{w}_{M, N}$ and $\mathbf{w}_{M, N-1}$. But they do not providearecursive(order-update) relation between $\mathbf{w}_{M, N}$ and $\mathbf{w}_{M+1, N}$.

There is an alternative to theFIR implementation of Fig. 21.3 that allows us to easily carry over the information from previous computations for the order $M$ filter. This is the so-called lattice filter.

From now on we assume, for simplicity of presentation, that the weighting matrix $\Pi_{0}$ in (21.27) is very large, i.e., $\Pi_{0} \rightarrow \infty$. This assumption reduces (21.27) to a standard least-squares formulation:

$$
\begin{equation*}
\min _{\mathbf{w}_{M}}\left[\sum_{j=0}^{N} \lambda^{N-i}\left|d(j)-\mathbf{u}_{M, j}^{T} \mathbf{w}_{M}\right|^{2}\right] . \tag{21.60}
\end{equation*}
$$

The order-recursive filters of this section deal with this kind of minimization.
Now suppose that our interest in solving (21.60) is not to explicitly determine the weight estimate $\mathbf{w}_{M, N}$, but rather to determine estimates for the reference signals $\{d(\cdot)\}$, say

$$
d_{M}(N)=\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N}=\text { estimate of } d(N) \text { of order } M .
$$

Likewise, for the higher-order problem,

$$
d_{M+1}(N)=\mathbf{u}_{M+1, N}^{T} \mathbf{w}_{M+1, N}=\text { estimate of } d(N) \text { of order } M+1
$$

The resulting estimation errors will be denoted by

$$
e_{M}(N)=d(N)-d_{M}(N), \quad e_{M+1}(N)=d(N)-d_{M+1}(N)
$$

Thelatticesolution allows us to update $e_{M}(N)$ to $e_{M+1}(N)$ without explicitly computing the weight estimates $\mathbf{w}_{M, N}$ and $\mathbf{w}_{M+1, N}$.

The discussion that follows relies heavily on the orthogonality property of least-squares solutions and, therefore, serves as a good illustration of the power and significance of this property. It will further motivatethe introduction of the forward and backward prediction problems.

### 21.8.1 Joint Process Estimation

For the sake of illustration, and without loss of generality, the discussion in this section assumes particular values for $M$ and $\lambda$, say $M=3$ and $\lambda=1$. These assumptions simplify the exposition without affecting the general conclusions. In particular, a nonunity $\lambda$ can always be incorporated into the discussion by properly normalizing the vectors involved in the derivation [cf. (21.28) and (21.29)] and we will do so later. We continue to assume prewindowed data (i.e., the data is zero for timeinstants $i \leq 0$ ).

To begin with, assume we solve the following problem [as suggested by (21.60)]: minimize over
$\mathbf{w}_{3}$ the cost function

$$
\|\underbrace{\left[\begin{array}{c}
0  \tag{21.61}\\
d(1) \\
d(2) \\
\vdots \\
d(N)
\end{array}\right]}_{\mathbf{d}_{N}}-\underbrace{\left[\begin{array}{ccc}
0 & 0 & 0 \\
u(1) & 0 & 0 \\
u(2) & u(1) & 0 \\
\vdots & \vdots & \vdots \\
u(N) & u(N-1) & u(N-2)
\end{array}\right]}_{\mathbf{A}_{3, N}} \underbrace{\left[\begin{array}{l}
w_{3}(1) \\
w_{3}(2) \\
w_{3}(3)
\end{array}\right]}_{\mathbf{w}_{3}}\|^{2}
$$

whered ${ }_{N}$ denotesthe vector of desired signals up to time $N$, and $\mathbf{A}_{3, N}$ denotes a three column matrix of input data $\{u(\cdot)\}$, also up to time $N$.

The optimal solution is denoted by $\mathbf{w}_{3, N}$. The subscript ${ }_{N}$ indicates that it is an estimate based on the data $u(\cdot)$ up to time $N$. Determining $\mathbf{w}_{3, N}$ corresponds to determining the entries of a 3dimensional weight vector so as to approximate the column vector $\mathbf{d}_{N}$ by the linear combination $\mathbf{A}_{3, N} \mathbf{w}_{3, N}$ in the least-squares sense (21.61). We thus say that expression (21.61) defines a thirdorder estimator for the reference sequence $\{d(\cdot)\}$. The resulting a posteriori estimation error vector is denoted by

$$
\mathbf{e}_{3, N}=\mathbf{d}_{N}-\mathbf{A}_{3, N} \mathbf{w}_{3, N},
$$

where, for example, the last entry of $\mathbf{e}_{3, N}$ is given by

$$
e_{3}(N)=d(N)-\mathbf{u}_{3, N}^{T} \mathbf{w}_{3, N}
$$

and it denotes the a posteriori estimation error in estimating $d(N)$ from a linear combination of the three most recent inputs.

We already know from the orthogonality property of least-squares solutions that the a posteriori residual vector $\mathbf{e}_{3, N}$ has to be orthogonal to the data matrix $\mathbf{A}_{3, N}$, viz.,

$$
\mathbf{A}_{3, N}^{T} \mathbf{e}_{3, N}=\mathbf{0}
$$

We also know that theoptimal solution $\mathbf{w}_{3, N}$ provides an estimate vector $\mathbf{A}_{3, N} \mathbf{w}_{3, N}$ that istheclosest element in the column space of $\mathbf{A}_{3, N}$ to the column vector $\mathbf{d}_{N}$.

Now assume that we wish to solve the next higher order problem, viz., of order $M=4$ : minimize over $\mathbf{w}_{4}$ the cost function

$$
\begin{equation*}
\left\|\mathbf{d}_{N}-\mathbf{A}_{4, N} \mathbf{w}_{4}\right\|^{2} \tag{21.62}
\end{equation*}
$$

where

$$
\mathbf{A}_{4, N}=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
u(1) & 0 & 0 & 0 \\
u(2) & u(1) & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
u(N-1) & u(N-2) & u(N-3) & u(N-4) \\
u(N) & u(N-1) & u(N-2) & u(N-3)
\end{array}\right], \mathbf{w}_{4}=\left[\begin{array}{c}
w_{4}(1) \\
w_{4}(2) \\
w_{4}(3) \\
w_{4}(4)
\end{array}\right] .
$$

This statement is very close to (21.61) except for an extra column in the data matrix $\mathbf{A}_{4, N}$ : the first three columns of $\mathbf{A}_{4, N}$ coincide with those of $\mathbf{A}_{3, N}$, while the last column of $\mathbf{A}_{4, N}$ contains the extra new data that are needed for a fourth-order estimator. M ore specifically, $\mathbf{A}_{3, N}$ and $\mathbf{A}_{4, N}$ are related
as follows:

$$
\mathbf{A}_{4, N}=\left[\begin{array}{cc} 
& 0  \tag{21.63}\\
& 0 \\
& 0 \\
\mathbf{A}_{3, N} & \vdots \\
& u(N-4) \\
u(N-3)
\end{array}\right] .
$$

The problem in (21.62) requires us to linearly combine the four columns of $\mathbf{A}_{4, N}$ in order to compute the fourth-order estimates of $\{0, d(1), d(2), \ldots, d(N)\}$. In other words, it requires us to determine the closest element in the column space of $\mathbf{A}_{4, N}$ to the same column vector $\mathbf{d}_{N}$.

Weal ready know what istheclosestelement to $\mathbf{d}_{N}$ in thecolumn space of $\mathbf{A}_{3, N}$, which is asubmatrix of $\mathbf{A}_{4, N}$. This suggeststhat we should try to decomposethecolumn spaceof $\mathbf{A}_{4, N}$ into two orthogonal subspaces, viz.,

$$
\begin{equation*}
\operatorname{Range}\left(\mathbf{A}_{4, N}\right)=\operatorname{Range}\left(\mathbf{A}_{3, N}\right) \oplus \operatorname{Range}(\mathbf{m}), \tag{21.64}
\end{equation*}
$$

where $\mathbf{m}$ is a column vector that is orthogonal to $\mathbf{A}_{3, N}, \mathbf{A}_{3, N}^{T} \mathbf{m}=\mathbf{0}$. The notation Range $\left(\mathbf{A}_{3, N}\right) \oplus$ Range $(\mathbf{m})$ also means that every element in the column space of $\mathbf{A}_{4, N}$ can be expressed as a linear combination of the columns of $\mathbf{A}_{3, N}$ and of $\boldsymbol{m}$.

The desired decomposition motivates the backward prediction problem.

### 21.8.2 The Backward Prediction Error Vectors

We continue to assume $\lambda=1$ and $M=3$, and we note that the required decomposition can be accomplished by projecting the last column of $\mathbf{A}_{4, N}$ onto the column space of its first three columns (i.e., onto the column space of $\mathbf{A}_{3, N}$ ) and keeping the residual vector as the desired vector $\mathbf{m}$. This is nothingbutaGram-Schmidtorthogonalization step and it isequival ent to thefollowingminimization problem: minimize over $\mathbf{w}_{3}^{b}$


This is also a special case of (21.60) where we have replaced the sequence

$$
\{0, d(1), \ldots, d(N)\}
$$

by the sequence

$$
\{0,0,0, \ldots, u(N-4), u(N-3)\} .
$$

Wedenotethe optimal solution by $\mathbf{w}_{3, N}^{b}$. The subscript ${ }_{N}$ indicates that it is an estimate based on the data $u(\cdot)$ up to time $N$. Determining $\mathbf{w}_{3, N}^{b}$ corresponds to determining theentries of a 3-dimensional
weight vector so as to approximate the last column of $\mathbf{A}_{4, N}$ by a linear combination of the columns of $\mathbf{A}_{3, N}$, viz., $\mathbf{A}_{3, N} \mathbf{w}_{3, N}^{b}$, in the least-squares sense.

Notethat theentriesin everyrow of thedatamatrix $\mathbf{A}_{3, N}$ arethethree"future" valuescorresponding to the entry in the last column of $\mathbf{A}_{4, N}$. Hence, the last element of the above linear combination serves as a backward prediction of $u(N-3)$ in terms of $\{u(N), u(N-1), u(N-2)\}$. A similar remark holds for the other entries. The superscript ${ }^{b}$ stands for backward.

We thus say that expression (21.65) defines a third-order backward prediction problem. The resulting a posteriori backward prediction error vector is denoted by

$$
\mathbf{b}_{3, N}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
u(N-4) \\
u(N-3)
\end{array}\right]-\mathbf{A}_{3, N} \mathbf{w}_{3, N}^{b}
$$

In particular, thelast entry of $\mathbf{b}_{3, N}$ is defined asthea posteriori backward prediction error in estimating $u(N-3)$ from a linear combination of the future 3 inputs. It is denoted by $b_{3}(N)$ and is given by

$$
\begin{equation*}
b_{3}(N)=u(N-3)-\mathbf{u}_{3, N}^{T} \mathbf{w}_{3, N}^{b} . \tag{21.66}
\end{equation*}
$$

We further know, from the orthogonality property of least-squares solutions, that the a posteriori backward residual vector $\mathbf{b}_{3, N}$ has to be orthogonal to the data matrix $\mathbf{A}_{3, N}, \mathbf{A}_{3, N}^{T} \mathbf{b}_{3, N}=\mathbf{0}$, which therefore implies that it can betaken as the $\mathbf{m}$ column that we mentioned earlier, viz., we can write

$$
\begin{equation*}
\operatorname{Range}\left(\mathbf{A}_{4, N}\right)=\operatorname{Range}\left(\mathbf{A}_{3, N}\right) \oplus \operatorname{Range}\left(\mathbf{b}_{3, N}\right) . \tag{21.67}
\end{equation*}
$$

Our original motivation for introducing the a posteriori backward residual vector $\mathbf{b}_{3, N}$ was the desireto solve the fourth-order problem (21.62), not afresh, but in a way so as to exploit the solution of lower order, thus leading to an order-recursive algorithm.

Assume now that we have available the estimation error vectors $\mathbf{e}_{3, N}$ and $\mathbf{b}_{3, N}$, which are both orthogonal to $\mathbf{A}_{3, N}$. Knowing that $\mathbf{b}_{3, N}$ leads to an orthogonal decomposition of the column space of $\mathbf{A}_{4, N}$ as in (21.67), then updating $\mathbf{e}_{3, N}$ into a fourth-order a posteriori residual vector $\mathbf{e}_{4, N}$, which has to be orthogonal to $\mathbf{A}_{4, N}$, simply corresponds to projecting the vector $\mathbf{e}_{3, N}$ onto the vector $\mathbf{b}_{3, N}$. M ore explicitly, it corresponds to determining a scalar coefficient $k_{3}$ that solves the optimization problem

$$
\begin{equation*}
\min _{k_{3}}\left\|\mathbf{e}_{3, N}-k_{3} \mathbf{b}_{3, N}\right\|^{2} \tag{21.68}
\end{equation*}
$$

This is a standard least-squares problem and its optimal solution is denoted by

$$
\begin{equation*}
k_{3}(N)=\frac{1}{\mathbf{b}_{3, N}^{T} \mathbf{b}_{3, N}} \mathbf{b}_{3, N}^{T} \mathbf{e}_{3, N} \tag{21.69}
\end{equation*}
$$

We now know how to update $\mathbf{e}_{3, N}$ into $\mathbf{e}_{4, N}$ by projecting $\mathbf{e}_{3, N}$ onto $\mathbf{b}_{3, N}$. In order to be able to proceed with this order update procedure, we still need to know how to order-update the backward residual vector. That is, we need to know how to go from $\mathbf{b}_{3, N}$ to $\mathbf{b}_{4, N}$.

### 21.8.3 The Forward Prediction Error Vectors

We continue to assume $\lambda=1$ and $M=3$. The order-update of the backward residual vector motivates us to introduce the forward prediction problem: minimize over $\mathbf{w}_{3}^{f}$ the cost function

$$
\|\left[\begin{array}{c}
u(1)  \tag{21.70}\\
u(2) \\
u(3) \\
\vdots \\
u(N+1)
\end{array}\right]-\mathbf{A}_{3, N} \underbrace{\left[\begin{array}{c}
w_{3}^{f}(1) \\
w_{3}^{f}(2) \\
w_{3}^{f}(3)
\end{array}\right]}_{\mathbf{w}_{3}^{f}}\|^{2}
$$

We denote the optimal solution by $\mathbf{w}_{3, N+1}^{f}$. The subscript indicates that it is an estimate based on the data $u(\cdot)$ up to time $N+1$. Determining $\mathbf{w}_{3, N+1}^{f}$ corresponds to determining the entries of a 3-dimensional weight vector so as to approximate the column vector

$$
\left[\begin{array}{c}
u(1) \\
u(2) \\
u(3) \\
\vdots \\
u(N+1)
\end{array}\right]
$$

by a linear combination of the columns of $\mathbf{A}_{3, N}$, viz., $\mathbf{A}_{3, N} \mathbf{w}_{3, N+1}^{f}$.
Notethat the entries of the successive rows of the data matrix $\mathbf{A}_{3, N}$ arethe past three inputs relative to the corresponding entries of the column vector. Hence, the last element of the linear combination $\mathbf{A}_{3, N} \mathbf{w}_{3, N+1}^{f}$ serves as a forward prediction of $u(N+1)$ in terms of $\{u(N), u(N-1), u(N-2)\}$. A similar remark holds for the other entries. The superscript ${ }^{f}$ stands for forward.

Wethussay that expression (21.70) definesathird-order forward prediction problem. Theresulting a posteriori forward prediction error vector is denoted by

$$
\mathbf{f}_{3, N+1}=\left[\begin{array}{c}
u(1) \\
u(2) \\
u(3) \\
\vdots \\
u(N+1)
\end{array}\right]-\mathbf{A}_{3, N} \mathbf{w}_{3, N+1}^{f}
$$

In particular, thelast entry of $f_{3, N+1}$ is defined asthea posteriori forward prediction error in estimating $u(N+1)$ from a linear combination of the past three inputs. It is denoted by $f_{3}(N+1)$ and is given by

$$
\begin{equation*}
f_{3}(N+1)=u(N+1)-\mathbf{u}_{3, N} \mathbf{w}_{3, N+1}^{f} . \tag{21.71}
\end{equation*}
$$

Now assume that we wish to solve the next-higher order problem, viz., of order $M=4$ : minimize over $\mathbf{w}_{4}^{f}$ the cost function

$$
\left\|\left[\begin{array}{c}
u(1)  \tag{21.72}\\
u(2) \\
u(3) \\
\vdots \\
u(N+1)
\end{array}\right]-\mathbf{A}_{4, N}\left[\begin{array}{c}
w_{4}^{f}(1) \\
w_{4}^{f}(2) \\
w_{4}^{f}(3) \\
w_{4}^{f}(4)
\end{array}\right]\right\|^{2}
$$

We again observe that this statement is very close to (21.70) except for an extra column in the data matrix $\mathbf{A}_{4, N}$, in precisely the same way as happened with $\mathbf{e}_{4, N}$ and $\mathbf{b}_{3, N}$. We can therefore obtain $\mathbf{f}_{4, N+1}$ by projecting $\mathbf{f}_{3, N+1}$ onto $\mathbf{b}_{3, N}$ and taking the residual vector as $\mathbf{f}_{4, N+1}$,

$$
\begin{equation*}
\min _{k_{3}^{f}}\left\|\mathbf{f}_{3, N+1}-k_{3}^{f} \mathbf{b}_{3, N}\right\|^{2} . \tag{21.73}
\end{equation*}
$$

This is also a standard least-squares problem and we denote its optimal solution by $k_{3}^{f}(N+1)$,

$$
\begin{equation*}
k_{3}^{f}(N+1)=\frac{\mathbf{b}_{3, N}^{T} \mathbf{f}_{3, N+1}}{\mathbf{b}_{3, N}^{T} \mathbf{b}_{3, N}}, \tag{21.74}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{f}_{4, N+1}=\mathbf{f}_{3, N+1}-k_{3}^{f}(N+1) \mathbf{b}_{3, N} . \tag{21.75}
\end{equation*}
$$

Similarly, thebackward residual vector $\mathbf{b}_{3, N}$ can beupdated to $\mathbf{b}_{4, N+1}$ by projecting $\mathbf{b}_{3, N}$ onto $\mathbf{f}_{3, N+1}$,

$$
\begin{equation*}
\min _{k_{3}^{b}}\left\|\mathbf{b}_{3, N}-k_{3}^{b} \mathbf{f}_{3, N+1}\right\|^{2}, \tag{21.76}
\end{equation*}
$$

and we get, after denoting the optimal solution by $k_{3}^{b}(N+1)$,

$$
\begin{equation*}
\mathbf{b}_{4, N+1}=\mathbf{b}_{3, N}-k_{3}^{b}(N+1) \mathbf{f}_{3, N+1}, \tag{21.77}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{3}^{b}(N+1)=\frac{\mathbf{f}_{3, N+1}^{T} \mathbf{b}_{3, N}}{\mathbf{f}_{3, N+1}^{T} \mathbf{f}_{3, N+1}} . \tag{21.78}
\end{equation*}
$$

Notethechangein thetimeindex as we movefrom $\mathbf{b}_{3, N}$ to $\mathbf{b}_{4, N+1}$. This is because $\mathbf{b}_{4, N+1}$ is obtained by projecting $\mathbf{b}_{3, N}$ onto $\mathbf{f}_{3, N+1}$, which corresponds to the following definition for $\mathbf{b}_{4, N+1}$,

$$
\mathbf{b}_{4, N+1}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
\vdots \\
u(N-4) \\
u(N-3)
\end{array}\right]-\mathbf{A}_{4, N+1} \underbrace{\left[\begin{array}{c}
w_{4, N+1}^{b}(1) \\
w_{4, N+1}^{b}(2) \\
w_{4, N+1}^{b}(3) \\
w_{4, N+1}^{b}(4)
\end{array}\right]}_{\mathbf{w}_{4, N+1}^{b}} .
$$

Finally, in view of (21.69), the joint process estimation problem involves a recursion of the form

$$
\begin{equation*}
\mathbf{e}_{4, N}=\mathbf{e}_{3, N}-k_{3}(N) \mathbf{b}_{3, N}, \tag{21.79}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{3}(N)=\frac{\mathbf{b}_{3, N}^{T} \mathbf{e}_{3, N}}{\mathbf{b}_{3, N}^{T} \mathbf{b}_{3, N}} \tag{21.80}
\end{equation*}
$$

### 21.8.4 A Nonunity Forgetting Factor

For a general filter order $M$ and for a nonunity $\lambda$, an extension of the above arguments would show that the prediction vectors can be updated as follows:

$$
\begin{aligned}
\mathbf{f}_{M+1, N+1} & =\mathbf{f}_{M, N+1}-k_{M}^{f}(N+1) \mathbf{b}_{M, N}, \\
\mathbf{b}_{M+1, N+1} & =\mathbf{b}_{M, N}-k_{M}^{b}(N+1) \mathbf{f}_{M, N+1} \\
\mathbf{e}_{M+1, N} & =\mathbf{e}_{M, N}-k_{M}(N) \mathbf{b}_{M, N}, \\
k_{M}^{f}(N+1) & =\frac{\mathbf{b}_{M, N}^{T} \Lambda_{N} \mathbf{f}_{M, N+1}}{\mathbf{b}_{M, N}^{T} \Lambda_{N} \mathbf{b}_{M, N}}, \\
k_{M}^{b}(N+1) & =\frac{\mathbf{f}_{M, N+1}^{T} \Lambda_{N} \mathbf{b}_{M, N}}{\mathbf{f}_{M, N+1}^{T} \Lambda_{N} \mathbf{f}_{M, N+1}}, \\
k_{M}(N) & =\frac{\mathbf{b}_{M, N}^{T} \Lambda_{N} \mathbf{e}_{M, N}}{\mathbf{b}_{M, N}^{T} \Lambda_{N} \mathbf{b}_{M, N}},
\end{aligned}
$$

where

$$
\Lambda_{N}=\operatorname{diag}\left\{\lambda^{N}, \lambda^{N-1}, \ldots, \lambda, 1\right\}
$$

For completeness, we also include the defining relations for the a priori and a posteriori prediction errors:

$$
\begin{aligned}
\beta_{M}(N) & =u(N-M)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N-1}^{b}, \\
b_{M}(N) & =u(N-M)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N}^{b}, \\
\alpha_{M}(N+1) & =u(N+1)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N}^{f}, \\
f_{M}(N+1) & =u(N+1)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N+1}^{f} .
\end{aligned}
$$

Using the definition (21.40) for a conversion factor in a least-squaresformulation, it is easy to see that the same factor converts the a priori prediction errors to the corresponding a posteriori prediction errors. This factor will be denoted by $\gamma_{M}(N)$.

TABLE 21.6 Useful Relations for the Prediction Problems

| Variable | Definition or Relation |
| :--- | :--- |
| A priori forward error | $\alpha_{M}(N+1)=u(N+1)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N-1}^{f}$ |
| A priori backward error | $\beta_{M}(N)=u(N-M)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N-1}^{b}$ |
| A posteriori forward error | $f_{M}(N+1)=u(N+1)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N}^{f}$ |
| A posteriori backward error | $b_{M}(N)=u(N-M)-\mathbf{u}_{M, N}^{T} \mathbf{w}_{M, N}^{b}$ |
| Forward error by conversion | $f_{M}(N+1)=\alpha_{M}(N+1) \gamma_{M}(N)$ |
| Backward error by conversion | $b_{M}(N)=\beta_{M}(N) \gamma_{M}(N)$ |
| Gain vector | $g_{M, N}=\Phi_{M, N}^{-1} \mathbf{u}_{M, N}$ |
| Conversion factor | $\gamma_{M}(N)=1-\mathbf{u}_{M, N}^{T} \Phi_{M, N}^{-1} \mathbf{u}_{M, N}$ |
| Minimum forward-prediction error energy | $\xi_{M}^{f}(N+1)=\lambda \xi_{M}^{f}(N)+\left\|\bar{f}_{M}(N+1)\right\|^{2}$ |
| Minimum backward-prediction error energy | $\xi_{M}^{b}(N+1)=\lambda \xi_{M}^{b}(N)+\left\|\bar{b}_{M}(N+1)\right\|^{2}$ |

Table21.6summarizes, for ease of reference, thedefinitions and relations that havebeen introduced thus far. In particular, the last two lines of the table also provide time-update relations for the minimum costs of the forward and backward prediction problems. These costs are denoted by $\xi_{M}^{f}(N+1)$ and $\xi_{M}^{b}(N)$ and they areequal to thequantities $\mathbf{f}_{M, N+1}^{T} \Lambda_{N} \mathbf{f}_{M, N+1}$ and $\mathbf{b}_{M, N}^{T} \Lambda_{N} \mathbf{b}_{M, N}$ that
appear in the denominators of some of the earlier expressions. Thelast two relations of Table 21.6 use the result (21.43) to expresstheminimum costs in terms of the so-called angle-normalized prediction errors:

$$
\begin{align*}
\bar{f}_{M}(N+1) & =\alpha_{M}(N+1) \gamma_{M}^{1 / 2}(N)  \tag{21.81}\\
\bar{b}_{M}(N) & =\beta_{M}(N) \gamma_{M}^{1 / 2}(N) \tag{21.82}
\end{align*}
$$

We can derive, in different ways, similar update relations for the inner product terms

$$
\begin{aligned}
\Delta_{M}(N+1) & =\mathbf{f}_{M, N+1}^{T} \Lambda_{N} \mathbf{b}_{M, N} \\
\rho_{M}(N) & =\mathbf{b}_{M, N}^{T} \Lambda_{N} \mathbf{e}_{M, N}
\end{aligned}
$$

Onepossibility isto note, after somealgebra and using theorthogonality principle, that thefollowing relation holds:

$$
\Delta_{M}(N+1)=\left[\begin{array}{lll}
1 & -\left(\mathbf{w}_{M, N}^{f}\right)^{T} & 0
\end{array}\right] \Phi_{M+2, N+1}\left[\begin{array}{c}
0 \\
-\mathbf{w}_{M, N}^{b} \\
1
\end{array}\right]
$$

where

$$
\Phi_{M+2, N+1}=\sum_{j=0}^{N+1} \lambda^{N+1-j} \mathbf{u}_{M+2, j} \mathbf{u}_{M+2, j}^{T}
$$

If we now invoke the time-update expression

$$
\Phi_{M+2, N+1}=\lambda \Phi_{M+2, N}+\mathbf{u}_{M+2, N+1}^{T} \mathbf{u}_{M+2, N+1},
$$

we conclude that $\Delta_{M}(N+1)$ satisfies the time-update formula:

$$
\begin{aligned}
\Delta_{M}(N+1) & =\lambda \Delta_{M}(N)+\alpha_{M}(N+1) b_{M}(N) \\
& =\lambda \Delta_{M}(N)+\frac{f_{M}(N+1) b_{M}(N)}{\gamma_{M}(N)}
\end{aligned}
$$

A similar argument for $\rho_{M}(N)$ shows that it satisfies the time-update relation

$$
\rho_{M}(N)=\lambda \rho_{M}(N-1)+\frac{e_{M}(N) b_{M}(N)}{\gamma_{M}(N)} .
$$

Finally, the orthogonality principle can again be invoked to derive order-update (rather than time update) relationsfor $\xi_{M}^{f}(N+1)$ and $\xi_{M}^{b}(N)$. Indeed, using $\mathbf{f}_{M+1, N+1}^{T} \Lambda_{N} \mathbf{b}_{M, N}=0$ we obtain

$$
\begin{aligned}
\xi_{M+1}^{f}(N+1) & =\mathbf{f}_{M+1, N+1}^{T} \Lambda_{N} \mathbf{f}_{M+1, N+1}=\mathbf{f}_{M+1, N+1}^{T} \Lambda_{N} \mathbf{f}_{M, N+1} \\
& =\xi_{M}^{f}(N+1)-\frac{\left\|\Delta_{M}(N+1)\right\|^{2}}{\xi_{M}^{b}(N)}
\end{aligned}
$$

Likewise,

$$
\xi_{M+1}^{b}(N+1)=\xi_{M}^{b}(N)-\frac{\left\|\Delta_{M}(N+1)\right\|^{2}}{\xi_{M}^{f}(N+1)}
$$

Table 21.7 summarizes the order-update relations derived thus far.

TABLE 21.7 Order-Update Relations

$$
\begin{aligned}
& \Delta_{M}(N+1)=\lambda \Delta_{M}(N)+\frac{f_{M}(N+1) b_{M}(N)}{\gamma_{M}(N)} \\
& \rho_{M}(N)=\lambda \rho_{M}(N-1)+\frac{e_{M}(N) b_{M}(N)}{\gamma_{M}(N)} \\
& \xi_{M}^{f}(N+1)=\lambda \xi_{M}^{f}(N)+\frac{\left|f_{M}(N+1)\right|^{2}}{\gamma_{M}(N)} \\
& \xi_{M}^{b}(N)=\lambda \xi_{M}^{b}(N-1)+\frac{\left|b_{M}(N)\right|^{2}}{\gamma_{M}^{(N)}} \\
& k_{M}^{f}(N+1)=\Delta_{M}(N+1) / \xi_{M}^{b}(N) \\
& k_{M}^{b}(N+1)=\Delta_{M}(N+1) / \xi_{M}^{f}(N+1) \\
& k_{M}(N)=\rho_{M}(N) / \xi_{M}^{b}(N) \\
& f_{M+1}(N+1)=f_{M}(N+1)-k_{M}^{f}(N+1) b_{M}(N) \\
& b_{M+1}(N+1)=b_{M}(N)-k_{M}^{b}(N+1) f_{M}(N+1) \\
& e_{M+1}(N)=e_{M}(N)-k_{M}(N) b_{M}(N) \\
& \xi_{M+1}^{f}(N+1)=\xi_{M}^{f}(N+1)-\frac{\left|\Delta_{M}(N+1)\right|^{2}}{\xi_{M}^{b}(N)} \\
& \xi_{M+1}^{b}(N+1)=\xi_{M}^{b}(N)-\frac{\left|\Delta_{M}(N+1)\right|^{2}}{\xi_{M}^{f}(N+1)} \\
& \hline
\end{aligned}
$$

### 21.8.5 The QRD Least-Squares Lattice Filter

There are many variants of adaptive lattice algorithms. In this section we present one such variant in square-root form. Most, if not all, other alternatives can be obtained as special cases. Some alternatives propagate the a posteriori prediction errors $\left\{f_{M}(N+1), b_{M}(N)\right\}$, while others employ the a priori prediction errors $\left\{\alpha_{M}(N+1), \beta_{M}(N)\right\}$. The QRD-LSL algorithm we present here is invariant to the particular choice of a posteriori or a priori errors because it propagates the angle normalized prediction errors that we introduced earlier in (21.81) and (21.82), viz.,

$$
\begin{aligned}
\bar{f}_{M}(i+1) & =\alpha_{M}(i+1) \gamma_{M}^{1 / 2}(i)=\left[u(i+1)-\mathbf{u}_{M, i}^{T} \mathbf{w}_{M, i}^{f}\right] \gamma_{M}^{1 / 2}(i), \\
\bar{b}_{M}(i) & =\beta_{M}(i) \gamma_{M}^{1 / 2}(i)=\left[u(i-M)-\mathbf{u}_{M, i}^{T} \mathbf{w}_{M, i-1}^{b}\right] \gamma_{M}^{1 / 2}(i) .
\end{aligned}
$$

The QRD-LSL algorithm can be motivated as follows. Assume we form the following two vectors of angle normalized prediction errors:

$$
\overline{\mathbf{f}}_{M, N+1}=\left[\begin{array}{c}
\bar{f}_{M}(1)  \tag{21.83}\\
\bar{f}_{M}(2) \\
\vdots \\
\bar{f}_{M}(N+1)
\end{array}\right], \overline{\mathbf{b}}_{M, N}=\left[\begin{array}{c}
\bar{b}_{M}(0) \\
\bar{b}_{M}(1) \\
\vdots \\
\bar{b}_{M}(N)
\end{array}\right] .
$$

We then conclude from the time updates in Table 21.6 for $\xi_{M}^{f}(N+1)$ and $\xi_{M}^{b}(N)$ that $\xi_{M}^{f}(N+1)$ and $\xi_{M}^{b}(N)$ are the (weighted) squared Euclidean norms of the angle normalized vectors $\bar{f}_{M}(N+1)$ and $\overline{\mathbf{b}}_{M}(N)$, respectively. That is, $\xi_{M}^{f}(N+1)=\overline{\mathbf{f}}_{M, N+1}^{T} \Lambda_{N} \overline{\mathbf{f}}_{M, N+1}$ and $\xi_{M}^{b}(N)=\overline{\mathbf{b}}_{M, N}^{T} \Lambda_{N} \overline{\mathbf{b}}_{M, N}$. Likewise, it follows from the time-update for $\Delta_{M}(N+1)$ that it is equal to the inner product of the angle normalized vectors,

$$
\begin{equation*}
\Delta_{M}(N+1)=\overline{\mathbf{b}}_{M, N}^{T} \Lambda_{N} \overline{\mathbf{f}}_{M, N+1} . \tag{21.84}
\end{equation*}
$$

Consequently, the coefficients $k_{M}^{f}(N+1)$ and $k_{M}^{b}(N+1)$ are also equal to the ratios of the inner product of the angle normalized vectors to their energies. But recall that $k_{M}^{f}(N+1)$ is the coefficient weneed in order to project $\mathbf{f}_{M, N+1}$ onto $\mathbf{b}_{M, N}$. This means that we can alternativel y evaluatethe same coefficient by posing the problem of projecting $\overline{\mathbf{f}}_{M, N+1}$ onto $\overline{\mathbf{b}}_{M, N}$. In a similar fashion, $k_{M}^{b}(N+1)$
can be evaluated alternatively by projecting $\overline{\mathbf{b}}_{M, N}$ onto $\overline{\mathbf{f}}_{M, N+1}$. (Theinner products and projections are to be understood here to include the additional weighting by $\Lambda_{N}$.)

We are therefore reduced to two simple projection problems that involve projecting a vector onto another vector (with exponential weighting). But these are special cases of standard least-squares problems. In particular, recall that the QR solution of Table 21.4 solves the problem of projecting a given vector $\mathbf{d}_{N}$ onto the range space of a data matrix $\mathbf{A}_{N}$ (whose rows are $\mathbf{u}_{j}^{T}$ ).

In asimilar fashion, wecan write down theQR solution that would solvetheproblem of projecting $\overline{\mathbf{f}}_{M, N+1}$ onto $\overline{\mathbf{b}}_{M, N}$. For this purpose, we introduce the scalar variables $q_{M}^{f}(N+1)$ and $q_{M}^{b}(N+1)$ [recall the earlier notation (21.50)]:

$$
\begin{equation*}
q_{M}^{b}(N+1)=\frac{\Delta_{M}(N+1)}{\xi_{M}^{b / 2}(N)}, q_{M}^{f}(N+1)=\frac{\Delta_{M}(N+1)}{\xi_{M}^{f / 2}(N+1)} \tag{21.85}
\end{equation*}
$$

The $Q R$ array that updates the forward prediction errors can now be obtained as follows. Form the $3 \times 2$ prearray (this is a special case of the $Q R$ array of Table 21.4):

$$
\mathbf{A}=\left[\begin{array}{cc}
\sqrt{\lambda} \xi_{M}^{b / 2}(N-1) & \bar{b}_{M}(N) \\
\sqrt{\lambda} q_{M}^{b}(N) & \bar{f}_{M}(N+1) \\
0 & 1
\end{array}\right]
$$

and choose an orthogonal rotation $\Theta_{M, N}^{b}$ that reduces it to the form

$$
\mathbf{A} \Theta_{M, N}^{b}=\left[\begin{array}{ll}
x & 0 \\
a & b \\
y & c
\end{array}\right]
$$

That is, it annihilates the second entry in the top row of the prearray. The scalar quantities $\{a, b, c, x, y\}$ can beidentified, as before, by squaring and comparing entries of theresulting equality. This step allows us to make the following identifications very immediately:

$$
\begin{aligned}
x & =\xi_{M}^{b / 2}(N) \\
a & =q_{M}^{b}(N+1) \\
y & =\bar{b}_{M}(N) \xi_{M}^{-b / 2}(N) \\
b c & =\gamma_{M}^{-1 / 2}(N) f_{M+1}(N+1) \\
b^{2} & =\left|\bar{f}_{M+1}(N+1)\right|^{2}
\end{aligned}
$$

where for the last equality we used the following relation that follows immediately from the last two lines of Table 21.7:

$$
\left\|q_{M}^{b}(N+1)\right\|^{2}+\left\|\bar{f}_{M+1}(N+1)\right\|^{2}=\lambda\left\|q_{M}^{b}(N)\right\|^{2}+\left\|\bar{f}_{M}(N+1)\right\|^{2}
$$

Therefore, $b^{2} c^{2}=\frac{\gamma_{M+1}(N)}{\gamma_{M}(N)}\left|\bar{f}_{M+1}(N+1)\right|^{2}$ and we can make the identifications:

$$
c=\frac{\gamma_{M+1}^{1 / 2}(N)}{\gamma_{M}^{1 / 2}(N)}, b=\bar{f}_{M+1}(N+1)
$$

A similar argument leads to an array equation for the update of the backward errors. In summary, we obtain the QRD-LSL algorithm (listed in Table 21.8) for the update of the angle-normalized
forward and backward prediction errorswith prewindowed data that correspond to theminimization problem:

$$
\min _{\mathbf{w}_{M}} \sum_{j=0}^{N} \lambda^{N-j}\left|d(j)-\mathbf{u}_{M, j}^{T} \mathbf{w}_{M}\right|^{2} .
$$

The recursions of the table can beshown to collapse, by squaring and comparing terms on both sides of the resulting equality, to several lattice forms that are available in the literature. We forgo the details here.

TABLE 21.8 The QRD Least-Squares Lattice Algorithm

| Input. Prewindowed data $\{d(j), u(j)\}$ for $j \geq 1$. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Initialization. For each $M=0,1,2, \ldots, M_{\max }$ set$\xi_{M}^{f / 2}(0)=0, \quad \xi_{M}^{b / 2}(-1)=0, \quad q_{M}^{b}(0)=0=q_{M}^{f}(0)$ |  |  |  |  |
| - For each time instant $N \geq 0$ do: |  |  |  |  |
| $\gamma_{0}(N)=1, \quad \bar{f}_{0}(N)=u(N), \quad \bar{b}_{0}(N)=u(N)$ |  |  |  |  |
| - For each $M=0,1,2, \ldots, M_{\max }-1$ do: |  |  |  |  |
| $\left[\begin{array}{cc}\sqrt{\lambda} \xi_{M}^{b / 2}(N-1) & \bar{b}_{M}(N) \\ \sqrt{\lambda} q_{M}^{b}(N) & \bar{f}_{M}^{(N+1)} \\ 0 & \gamma_{M}^{1 / 2}(N)\end{array}\right] \Theta_{M, N}^{b}=\left[\begin{array}{c}\text { a }\end{array} c_{\xi_{M}^{b / 2}(N)}^{g_{M}^{b}(N+1)} \begin{array}{c}\text { a } \\ q_{M}(N) \xi_{M}^{-b / 2}(N)\end{array}\right.$ |  |  |  |  |
| $\left[\begin{array}{cc}\sqrt{\lambda} \xi_{M}^{f / 2}(N) & \bar{f}_{M}(N+1) \\ \sqrt{\lambda} q_{M}^{f}(N) & \bar{b}_{M}(N)\end{array}\right] \Theta_{M, N+1}^{f}=\left[\begin{array}{cc}\xi_{M}^{f / 2}(N+1) & 0 \\ q_{M}^{f}(N+1) & \bar{b}_{M+1}(N+1)\end{array}\right]$ |  |  |  |  |
| The orthogonal matrices $\Theta_{M, N}^{b}$ and $\Theta_{M, N+1}^{f}$ are chosen so as to annihilate the $(1,2)$ entries in the corresponding postarrays. |  |  |  |  |

### 21.8.6 The Filtering or Joint Process Array

We now return to the estimation of the sequence $\{d(\cdot)\}$. We argued earlier that if we are given the backward residual vector $\mathbf{b}_{M, N}$ and the estimation residual vector $\mathbf{e}_{M, N}$, then the higher-order estimation residual vector $\mathbf{e}_{M+1, N}$ can be obtained by projecting $\mathbf{e}_{M, N}$ onto $\mathbf{b}_{M, N}$ and using the corresponding residual vector as $\mathbf{e}_{M+1, N}$.

Arguments similar to what we have done in the previous section will readily show that the array for the joint process estimation problem is the following: define the angle-normalized residual

$$
\bar{e}_{M}(i)=e_{M}(i) \gamma_{M}^{-1 / 2}(i)=\left[d(i)-\mathbf{u}_{M, i}^{T} \mathbf{w}_{M, i}\right] \gamma_{M}^{-1 / 2}(i),
$$

as well as the scalar quantity

$$
q_{M}^{d}(N)=\frac{\rho_{M}(N)}{\xi_{M}^{b / 2}(N)}
$$

Then the array for the filtering process is what is shown in Table 21.9. Note that it uses precisely the same rotation as thefirst array in theQRD-LSL algorithm. Hence, the second linein the above array can be included as one more line in the first array of QRD-LSL, thus completing the algorithm to also includethe joint-process estimation part.

TABLE 21.9 Array for Joint Process Estimation

```
Input. Prewindowed data \(\{d(j), u(j)\}\) for \(j \geq 1\).
    Initialization. For each \(M=0,1,2, \ldots, M_{\max }\) set
    \(\xi_{M}^{b / 2}(-1)=0, \quad q_{M}^{d}(-1)=0, \quad q_{M}^{b}(0)=0\)
    - For each time instant \(N \geq 0\) do:
                \(\gamma_{0}(N)=1, \quad \bar{e}_{0}(N)=d(N), \quad \bar{b}_{0}(N)=u(N)\)
    - For each \(M=0,1,2, \ldots, M_{\max }-1\) do:
        \(\left[\begin{array}{cc}\sqrt{\lambda} \xi_{M}^{b / 2}(N-1) & \bar{b}_{M}(N) \\ \sqrt{\lambda} q_{M}^{d}(N-1) & \bar{e}_{M}(N)\end{array}\right] \Theta_{M, N}^{b}=\left[\begin{array}{cc}\xi_{M}^{b / 2}(N) & 0 \\ q_{M}^{d}(N) & \bar{e}_{M+1}(N)\end{array}\right]\)
        where the orthogonal matrix \(\Theta_{M, N}^{b}\) is the same as in the
        QRD-LSL algorithm.
    - end
    \(\diamond\) end
```


### 21.9 Concluding Remarks

The intent of this chapter was to provide an overview of the fundamentals of recursive least-squares estimation, with emphasis on array formulations of the varied algorithms (slow or fast) that are availablefor this purpose. M oredetails and related discussion can befound in several of thereferences indicated in this section. The references are not intended to be complete but rather indicative of the work in the different areas. M ore complete lists can be found in several of the textbooks mentioned herein.
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One of the earliest works on transform domain adaptive filtering was published in 1978 by Dentino et al. [4], in which the concept of adaptive filtering in the frequency domain was proposed. Many publications have since appeared that further develop the theory and expand the current understanding of performance characteristics for this class of adaptive filters. In addition to the discrete Fourier transform (DFT), other orthogonal transforms such as the discrete cosinetransform (DCT) and the Walsh Hadamard transform (WHT) can also be used effectively as a means to improve the LMS algorithm without adding too much computational complexity. For this reason, the general term transform domain adaptive filtering is used in the following discussion to mean that the input signal is preprocessed by decomposing the input vector into orthogonal components, which are in turn used as inputs to a parallel bank of simpler adaptive subfilters. With an orthogonal transformation, the adaptation takes place in the transform domain, as it is possible to show that the adjustable parameters are indeed related to an equivalent set of time domain filter coefficients by means of the same transformation that is used for the real time processing [5, 14, 17].

A direct form FIR digital filter structure is shown in Fig. 22.1. The direct form requires $N-1$ delays, $N$ multiplications, and $N-1$ additionsfor each output samplethat is produced. The amount of hardware(aswell as power) required to implement the direct form structuredepends on thedegree of hardware multiplexing that can be utilized within the speed demands of the application. A fully parallel implementation consisting of $N$ delay registers, $N$ multipliers, and a tree of two-input adders would be needed for very high-frequency applications. At theoppositeend of the performancespectrum, a sequential implementation consisting of a length $N$ delay line and a singletime multiplexed multiplier and accumulation adder would provide the cheapest (and slowest) implementation. This


FIGURE 22.1: The direct form adaptive filter structure.
latter structure would be characteristic of a filter that is implemented in softwareon one of the many commercially available DSP chips.

Regardless of the hardware complexity that results from a particular implementation, the computational complexity of the filter is determined by the requirements of the algorithm and, as such, remains invariant with respect to different hardware structures. In particular, the computational complexity of the direct form FIR filter is $O[N]$, since $N$ multiplications and ( $N-1$ ) additions must be performed at each iteration. When designing an adaptive filter, it seems reasonable to seek an adaptive algorithm whose order of complexity is no greater than the order of complexity of the basic filter structure itself. This goal is achieved by the LMS algorithm, which is the major contributing factor to the enormous success of that algorithm. Extending this principle for 2-D adaptive filters implies that desirable 2-D adaptive algorithms have an order of complexity of $O\left[N^{2}\right]$, since a 2-D FIR direct form filter has $O\left[N^{2}\right]$ complexity inherent in its basic structure [11, 21].

Thetransform domain adaptivefilter is a generalization of theLM SFIR structure, in which a linear transformation is performed on the input signal and each transformed "chanel" is power normalized to improve the convergence rate of the adaptation process. The linear transform is characterized throughout the following discussions as a sliding window operator that consists of a transformation matrix multiplying an input vector [14]. At each iteration $n$ the input vector includes onenew input sample $x(n)$, and $N-1$ past input samples $x(n-k), k=1, \ldots, N-1$. As the window slides forward sample by sample, filtered outputs are produced continuously at each value of the index $n$.

Since the input transformation is represented by a matrix-vector product, it might appear that the computational complexity of the transform domain filter is at least $O\left[N^{2}\right]$. However, many transformations can be implemented with fast algorithms that have complexities less than $O\left[N^{2}\right]$. For example, the discrete Fourier transform can be implemented by the FFT algorithm, resulting in a complexity of $O\left[N \log _{2} N\right]$ per iteration. Some transformations can be implemented recursively in a bank of parallel filters, resulting in a net complexity of $O[N]$ per iteration. The main point to be made here is that the complexity of the transform domain filter typically falls between $O[N]$ and $O\left[N^{2}\right]$, with the actual complexity depending on the specific algorithm that is used to compute the sliding window transform operator [17].

### 22.1 LMS Adaptive Filter Theory

TheLM S algorithm is derived as an approximation to thesteepest descent optimization strategy. The fact that thefield of adaptive signal processing is based on an elementary principlefrom optimization theory suggests that more advanced adaptive algorithms can be developed by incorporating other
results from the field of optimization [22]. This point of view recurs throughout this discussion, as concepts are borrowed from the field of optimization and modified for adaptive filtering as needed. In particular, one of theborrowed ideas that appears later is the quasi-Newton optimization strategy. It will be shown that transform domain adaptive filtering algorithms are closely related to quasiNewton algorithms, but have computational complexity that is closer to the simple requirements of the LM S algorithm.

For a length $N$ FIR filter with the input expressed as a column vector $\mathbf{x}(n)=[x(n), x(n-$ 1), $\ldots, x(n-N+1)]^{T}$, the filter output $y(n)$ is easily expressed as

$$
\begin{equation*}
y(n)=\mathbf{w}^{T}(n) \mathbf{x}(n), \tag{22.1}
\end{equation*}
$$

where $\mathbf{w}(n)=\left[w_{0}(n), w_{1}(n), \ldots, w_{N-1}(n)\right]^{T}$ is the time varying vector of filter coefficients (tap weights), and the superscript " $T$ " denotes vector transpose. The output error is formed as the difference between thefilter output and a training signal $d(n)$, i.e., $e(n)=d(n)-y(n)$. Strategies for obtaining an appropriate $d(n)$ vary from one application to another. In many cases the availability of a suitable training signal determines whether an adaptive filtering solution will be successful in a particular application. The ideal cost function is defined by the mean squared error (MSE) criterion, $E\left[|e(n)|^{2}\right]$. The LM S algorithm is derived by approximating the ideal cost function by the instantaneous squared error, resulting in $J_{\mathrm{LMS}}(n)=|e(n)|^{2}$. While the LM S seems to make a rather crude approximation at the very beginning, the approximation results in an unbiased estimator. In many applications the LM S algorithm is quite robust and is able to converge rapidly to a small neighborhood of the optimum Wiener solution.

The steepest descent optimization strategy is given by

$$
\begin{equation*}
\mathbf{w}(n+1)=\mathbf{w}(n)-\mu \nabla_{E\left[|e|^{2}\right]^{(n)}}, \tag{22.2}
\end{equation*}
$$

where $\nabla_{E\left[|e|^{2}\right]^{(n)}}$ is the gradient of the cost function with respect to the coefficient vector $\mathbf{w}(n)$. When thegradient isformed using theLM Scost function $J_{\text {LMS }}(n)=|e(n)|^{2}$, theconventional LM Sresults:

$$
\begin{align*}
\mathbf{w}(n+1) & =\mathbf{w}(n)+\mu e(n) \mathbf{x}(n), \\
e(n) & =d(n)-y(n), \tag{22.3}
\end{align*}
$$

and

$$
y(n)=\mathbf{x}(n)^{T} \mathbf{w}(n)
$$

(N ote: M any sources include a " 2 " before the $\mu$ factor in Eq. (22.3) because this factor arises during the derivation of (22.3) from (22.2). In this discussion we assume this factor is absorbed into the $\mu$, so it will not appear explicitly.) Since the LM S algorithm is treated in considerable detail in other sections of this book, we will not present any further derivation or analysis of it here. However, the following observations will be useful when other algorithms are compared to the LM S as a baseline design $[2,3,6,8]$.

1. Assume that all of the signals and filter variables are real-valued. The filter itself requires $N$ multiplications and $N-1$ additions to produce $y(n)$ at each value of $n$. The coefficient update al gorithm requires $2 N$ multiplications and $N$ additions, resulting in a total computational burden of $3 N$ multiplications and $2 N-1$ additions per iteration. Since $N$ is generally much larger than the factor of three, the order of complexity of the LM S algorithm is $O[N]$.
2. The cost function given for the LMS algorithm is a simplified form of the one used for the RLS algorithm. Thisimplies that theLM Salgorithm is a simplified version of theRLS algorithm, where averages are replaced by single instantaneous terms.
3. The(power normalized) LM S al gorithm isalso a simplified form of thetransform domain adaptive filter which results by setting the transform matrix equal to the identity matrix.
4. The LM S algorithm is also a simplified form of the Gauss-Newton optimization strategy which introduces second order statistics(theinput autocorrelation function) to accelerate the rate of convergence. In order to obtain the LMS algorithm from the Gauss-Newton algorithm, two approximations must be made: (i) Thegradient must beapproximated by the instantaneous error squared, and (ii) the inverse of the input autocorrelation matrix must be crudely approximated by the identity matrix.

These observations suggest that many of the seemingly distinct adaptive filtering algorithms that appear scattered about in the literature are indeed closely related, and can be considered to be members of a family whose hereditary characteristics have their origins in Gauss-N ewton optimization theory [15, 16]. The different members of this family inherit their individual characteristics from approximations that are made on the pureGauss-Newton algorithm at various stages of their derivations. However, after the individual derivations are complete and each algorithm is packaged in its own algorithmic form, the algorithms look considerably different from one another. Unless a conscious effort is madeto reveal their commonality, the fact that they have evolved from common roots may be entirely obscured.

The convergence behavior of the LM S algorithm, as applied to a direct form FIR filter structure, is controlled by the autocorrelation matrix $\mathbf{R}_{x}$ of the input process, where

$$
\begin{equation*}
\mathbf{R}_{x} \equiv E\left[\mathbf{x}^{*}(n) \mathbf{x}^{T}(n)\right] . \tag{22.4}
\end{equation*}
$$

(The * in Eq. (22.4) denotes complex conjugate to account for the general case of complex input signals, although throughout most of thefollowing discussionsit will be assumed that $x(n)$ and $d(n)$ are both real-valued signals.) The autocorrelation matrix $\mathbf{R}_{x}$ is usually positive definite, which is one of the conditions necessary to guarantee convergence to the Wiener solution. Another necessary condition for convergence is $0<\mu<1 / \lambda_{\max }$, where $\lambda_{\max }$ is the largest eigenvalue of $\mathbf{R}_{x}$. It is also well established that the convergence of this algorithm is directly related to the eigenvalue spread of $\mathbf{R}_{x}$. The eigenvalue spread is measured by the condition number of $\mathbf{R}_{x}$, defined as $\kappa=\lambda_{\max } / \lambda_{\min }$, where $\lambda_{\text {min }}$ isthe minimum eigenvalue of $\mathbf{R}_{x}$. Ideal conditioning occurs when $\kappa=1$ (whitenoise); as this ratio increases, slower convergence results. The eigenvalue spread (condition number) depends on the spectral distribution of the input signal and can be shown to be related to the maximum and minimum values of theinput power spectrum (22.4). From thislineof reasoningit becomes clear that white noise is the ideal input signal for rapidly training an LM S adaptive filter. The adaptive process becomes slower and requires more computation for input signals that are more severely colored [6].

Convergence properties are reflected in the geometry of the M SE surface, which is simply the mean squared output error $E\left[|e(n)|^{2}\right]$ expressed as a function of the $N$ adaptive filter coefficients in ( $N+1$ )-space. An expression for the error surface of the direct form filter is

$$
\begin{equation*}
J(\mathbf{z}) \equiv E\left[|e(n)|^{2}\right]=J_{\min }+\mathbf{z}^{* T} \mathbf{R}_{x} \mathbf{z}, \tag{22.5}
\end{equation*}
$$

with $\mathbf{R}_{x}$ defined in (22.4) and $\mathbf{z} \equiv \mathbf{w}-\mathbf{w}_{\text {opt }}$, where $\mathbf{w}_{\text {opt }}$ is the vector of optimum filter coefficients in the sense of minimizing the mean squared error ( $\mathbf{w}_{\text {opt }}$ is known astheW iener solution). An example of an error surface for a simpletwo-tap filter is shown in Fig. 22.2. In this example $x(n)$ was specified to be a colored noise input signal with an autocorrelation matrix

$$
\mathbf{R}_{x}=\left[\begin{array}{ll}
1.0 & 0.9 \\
0.9 & 1.0
\end{array}\right] .
$$

Figure 22.2 shows three equal-error contours on the three dimensional surface. The term $\mathbf{z}^{* T} \mathbf{R}_{x} \mathbf{z}$ in Eq. (22.2) is a quadratic form that describes the bowl shape of the FIR error surface. When $\mathbf{R}_{x}$ is
positive definite, the equal-error contours of the surface are hyperellipses ( $N$ dimensional ellipses) centered at the origin of the coefficient parameter space. Furthermore, the principle axes of these hyperellipses are the eigenvectors of $\mathbf{R}_{x}$, and their lengths are proportional to the eigenvalues of $\mathbf{R}_{x}$. Sincetheconvergencerate of theLM Salgorithm isinversely related to theratio of themaximum to the minimum eigenvalues of $\mathbf{R}_{x}$, large eccentricity of the equal-error contours implies slow convergence of the adaptive system. In the case of an ideal white noise input, $\mathbf{R}_{x}$ has a single eigenvalue of multiplicity $N$, so that the equal-error contours are hyperspheres [8].


FIGURE 22.2: Example of an error surface for a simple two-tap filter.

### 22.2 Orthogonalization and Power Normalization

The transform domain adaptive filter (TDAF) structure is shown in Fig. 22.3. The input $x(n)$ and desired signal $d(n)$ are assumed to be zero mean and jointly stationary. The input to the filter is a vector of $N$ current and past input samples, defined in the previous section and denoted as $\mathbf{x}(n)$. This vector is processed by a unitary transform, such as the DFT. Once the filter order $N$ is fixed, the transform is simply an $N \times N$ matrix $\mathbf{T}$, which is in general complex, with orthonormal rows. The transformed outputs form a vector $\mathbf{v}(n)$ which is given by

$$
\begin{equation*}
\mathbf{v}(n)=\left[v_{0}(n), v_{1}(n), \ldots, v_{N-1}(n)\right]^{T}=\mathbf{T} \mathbf{x}(n) . \tag{22.6}
\end{equation*}
$$

With an adaptive tap vector defined as

$$
\begin{equation*}
\mathbf{W}(n)=\left[W_{0}(n), W_{1}(n), \ldots, W_{N-1}(n)\right]^{T} \tag{22.7}
\end{equation*}
$$

the filter output is given by

$$
\begin{equation*}
y(n)=\mathbf{W}^{T}(n) \mathbf{v}(n)=\mathbf{W}^{T}(n) \mathbf{T} \mathbf{x}(n) . \tag{22.8}
\end{equation*}
$$

The instantaneous output error

$$
\begin{equation*}
e(n)=d(n)-y(n) \tag{22.9}
\end{equation*}
$$



FIGURE 22.3: Thetransform domain adaptive filter structure
is then formed and used to update the adaptive filter taps using a modified form of the LM S algorithm (22.11):

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu e(n) \Lambda^{-2} \mathbf{v}^{*}(n) \\
\Lambda^{2} & \equiv \operatorname{diag}\left[\sigma_{0}^{2}, \sigma_{1}^{2}, \ldots, \sigma_{N-1}^{2}\right] \tag{22.10}
\end{align*}
$$

where

$$
\sigma_{i}^{2}=E\left[\left|v_{i}(n)\right|^{2}\right] .
$$

As before, the superscript asterisk in (22.10) indicates complex conjugation to account for the most general case in which the transform is complex. Also, the use of the upper case coefficient vector in Eq. (22.10) denotes that $\mathbf{W}(n)$ is a transform domain variable. The power estimates $\sigma_{i}^{2}$ can be developed on-line by computing an exponentially weighted average of past samples according to

$$
\begin{equation*}
\sigma_{i}^{2}(n)=\alpha \sigma_{i}^{2}(n-1)+\left|v_{i}(n)\right|^{2}, \quad 0<\alpha<1 \tag{22.11}
\end{equation*}
$$

If $\sigma_{i}^{2}$ becomes too small due to an insufficient amount of energy in the $i$-th channel, the update mechanism becomes ill-conditioned due to a very large effective step size. In some cases the process will become unstable and register overflow will cause the adaptation to catastrophically fail. So the algorithm given by (22.10) should have the update mechanism disabled for the $i$-th orthogonal channel if $\sigma_{i}^{2}$ falls below a critical threshold.

Alternatively thetransform domain algorithm may bestabilized by adding small positive constants $\varepsilon$ to the diagonal elements of $\Lambda^{2}$ according to

$$
\begin{equation*}
\widehat{\Lambda}^{2}=\Lambda^{2}+\varepsilon \mathbf{l} . \tag{22.12}
\end{equation*}
$$

Then $\widehat{\Lambda}^{2}$ is used in place of $\Lambda^{2}$ in Eq. (22.10). For most input signals $\sigma_{i}^{2} \gg \varepsilon$, and the inclusion of the stabilization factors is transparent to the performance of the algorithm. However, whenever $\sigma_{i}^{2} \approx \varepsilon$, the stabilization terms begins to have a significant effect. Within this operating region the power in the channels will not be uniformly normalized and the convergence rate of the filter will begin to degrade but catatrophic failure will be avoided.

The motivation for using the TDAF adaptive system instead of a simpler LMS based system is to achieve rapid convergence of the filter's coefficients when the input signal is not white, while maintaining a reasonably low computational complexity requirement. In the following section this convergence rate improvement of the TDAF will be explained geometrically.

### 22.3 Convergence of the Transform Domain Adaptive Filter

In this section the convergence rate improvement of the TDAF is described in terms of the mean squared error surface. From Eqs. (22.4) and (22.6) it is found that $\mathbf{R}_{v}=\mathbf{T}^{*} \mathbf{R}_{x} \mathbf{T}^{T}$, so that for the transform structure without power normalization Eq. (22.5) becomes

$$
\begin{equation*}
J \mathbf{Z} \equiv E\left[|e(n)|^{2}\right]=J_{\min }+\mathbf{z}^{* T}\left[\mathbf{T}^{*} \mathbf{R}_{x} \mathbf{T}^{T}\right] \mathbf{z} . \tag{22.13}
\end{equation*}
$$

The difference between (22.5) and (22.13) isthepresence of $\mathbf{T}$ in thequadratic term of (22.13). When $\mathbf{T}$ is a unitary matrix, its presence in (22.13) gives a rotation and/or a reflection of the surface. The eccentricity of the surface is unaffected by the transform, so the convergence rate of the system is unchanged by the transformation alone.

However, the signal power levels at the adaptive coefficients are changed by the transformation. Consider the intersection of the equal-error contours with the rotated axes: letting $\mathbf{z}=$ $\left[0 \cdots z_{i} \cdots 0\right]^{T}$, with $z_{i}$ in the $i$-th position, Eq. (22.13) becomes

$$
\begin{equation*}
J(\mathbf{z})-J_{\min }=\left[\mathbf{T}^{*} \mathbf{R}_{x} \mathbf{T}^{T}\right]_{i} z_{i}^{2} \approx \sigma_{i}^{2} z_{i}^{2} \tag{22.14}
\end{equation*}
$$

If the equal-error contours are hyperspheres (the ideal case), then for a fixed value of the error $J(n)$, (22.14) must give $\left|z_{i}\right|=\left|z_{j}\right|$ for all $i$ and $j$, since all points on a hypersphere are equidistant from the origin. When the filter input is not white, this will not hold in general. But sincethe power levels $\sigma_{i}^{2}$ are easily estimated, the rotated axes can be scaled to have this property. Let $\Lambda^{-1} \hat{\mathbf{z}}=\mathbf{z}$, where $\Lambda$ is defined in (22.10). Then the error surface of theTDAF, with transform $\mathbf{T}$ and including power normalization, is given by

$$
\begin{equation*}
J(\hat{\mathbf{z}})=J_{\min }+\hat{\mathbf{z}}^{* T}\left[\Lambda^{-1} \mathbf{T}^{*} \mathbf{R}_{x} \mathbf{T}^{T} \Lambda^{-1}\right] \hat{\mathbf{z}} \tag{22.15}
\end{equation*}
$$

The main diagonal entries of $\Lambda^{-1} \mathbf{T}^{*} \mathbf{R}_{\mathbf{x}} \mathbf{T}^{T} \Lambda^{-1}$ areall equal to one, so (22.14) becomes $J(\mathbf{z})-J_{\min }=$ $\hat{z}_{i}^{2}$, which has the property described above.

Thus, the action of the TDAF system is to rotate the axes of the filter coefficient space using a unitary rotation matrix $\mathbf{T}$, and then to scale these axes so that the error surface contours become approximately hyperspherical at the points where they can be easily observed, i.e., the points of intersection with the new (rotated) axes. Usually the actual eccentricity of the error surface contours is reduced by this scaling, and faster convergence is obtained.

As a second example, transform domain processing is now added to the previous example, as illustrated in Figs. 22.4 and 22.5. The error surface of Fig. 22.4 was created by using the (arbitrary) transform

$$
\mathbf{T}=\left[\begin{array}{ll}
0.866 & 0.500 \\
0.500 & 0.866
\end{array}\right]
$$

on theerror surfaceshown in Fig. 22.2, which produces clockwiserotation of theellipsoidal contours so that the major and minor axes more closely align with the coordinate axes than they did without thetransform. Power normalization wasthen applied usingthenormalization matrix $\Lambda^{-1}$ as shown in Fig. 22.5, which represents the transformed and power normalized error surface. Note that the elliptical contours after transform domain processing are nearly circular in shape, and in fact they would have been perfectly circular if the rotation of Fig. 22.4 had brought the contours into precise alignment with the coordinate axes. Perfect alignment did not occur in this example because $\mathbf{T}$ was not able to perfectly diagonalize the input autocorrelation matrix for this particular $x(n)$. Since $\mathbf{T}$ is a fixed transform in the TDAF structure, it clearly cannot properly diagonalize $\mathbf{R}_{x}$ for an arbitrary $x(n)$, hence thesurfacerotation (orthogonalization) will beless than perfect for most input signals. It


FIGURE 22.4: Error surfacefor theTDAF with transform $\mathbf{T}$.


FIGURE 22.5: Error surface with transform and power normalization.
should be noted herethat a well-known conventional algorithm called recursiveleast squares (RLS) is known to achieve near optimum convergence rates by forming an estimate of $\mathbf{R}_{x}^{-1}$, the inverse of the autocorrelation matrix. This type of algorithm automatically adjusts to whiten any input signal, and it also varies over time if the input signal is a nonstationary process. Unfortunately, the computation required for the RLS algorithm is large and is not easily carried out in real time within the resource limitations of many practical applications. The RLS algorithm falls into the general class of quasiNewton optimization techniques, which are thoroughly treated in numerous places throughout the literature.

There are two different ways to interpret the mechanism that brings about improved convergence rates achieved through transform domain processing [16]. Thefirst point of view considersthecombined operations of orthogonalization and power normalization to be the effective transformation $\Lambda^{-1} T$, an interpretation that is implied by Eq. (22.15). This line of thinking leads to an understanding of the transformed error surfaces as illustrated by example in Figs. 22.4 and 22.5 and leads to the logical conclusion that thefaster learning rate is due to the conventional LM S algorithm operating on
an improved error surface that has been rendered more properly oriented and more symmetrical via the transformation. While this point of view is useful in understanding the principles of transform domain processing, it is not generally implementablefrom a practical point of view. This is because for an arbitrary input signal, the power normalization factors that constitute the $\Lambda^{-1}$ part of the input transformation are not known a priori, and must be estimated after $\mathbf{T}$ is used to decompose the input signal into orthogonal channels.

The second point of view interprets the transform domain equations as operating on the transformed error surface (without power normalization) with a modified LMS algorithm where the step sizes are adjusted differently in the various channels according to $\mu(n)=\mu \Lambda^{-2}$, where $\mu(n)=\operatorname{diag}\left[\mu_{i}(n)\right]$ is a diagonal matrix that contains the step size for the $i$-th channel at location ( $i, i$ ). The dependence of the $\mu_{i}(n)$ 's on the iteration (time) index $n$ acknowledges that the steps sizes are a function of the power normalization factors, which are updated in real time as part of the on-line algorithm. This suggests that the TDAF should be able to track nonstationary input statistics within the limited abilities of the transformation $\mathbf{T}$ to orthogonalize the input and within the accuracy limits of the power normalization factors. Furthermore, when the input signal is white, all of the $\sigma_{i}^{2}$ 's are identical and each is equal to the power in the input signal. In this case the TDAF with power normalization becomes the conventional normalized LM S algorithm.

It is straightforward to show mathematically that the above two points of view are indeed compatible [10]. Let $\hat{\mathbf{v}}(n) \equiv \Lambda^{-1} \mathbf{T} \mathbf{x}(n)=\Lambda^{-1} \mathbf{V}(n)$ and let the filter tap vector be denoted $\hat{\mathbf{W}}(n)$ when the matrix $\Lambda^{-1} T$ is treated as the effective transformation. For the resulting filter to have the same response as the filter in Fig. 22.3 we must have

$$
\begin{equation*}
\mathbf{v}^{T}(n) \mathbf{W}=y(n)=\hat{\mathbf{v}}^{T} \hat{\mathbf{W}}=\mathbf{v}^{T}(n) \Lambda^{-1} \hat{\mathbf{W}}, \quad \forall \mathbf{v}(n) \tag{22.16}
\end{equation*}
$$

which implies that $\mathbf{W}=\Lambda^{-1} \hat{\mathbf{W}}$. It the tap vector $\hat{\mathbf{w}}$ is updated using the LM $S$ algorithm, then

$$
\begin{align*}
\mathbf{W}(n+1) & =\Lambda^{-1} \hat{\mathbf{W}}(n+1)=\Lambda^{-1}\left[\hat{\mathbf{W}}(n)+\mu e(n) \hat{\mathbf{v}}^{*}(n)\right] \\
& =\Lambda^{-1} \hat{\mathbf{W}}(n)+\mu e(n) \Lambda^{-1} \hat{\mathbf{v}}^{*}(n) \\
& =\mathbf{W}(n)+\mu e(n) \Lambda^{-2} \mathbf{v}^{*}(n) \tag{22.17}
\end{align*}
$$

which is precisely the algorithm (22.10). This analysis demonstrates that the two interpretations are consistent, and they are, in fact, alternate ways to explain the fundamentals of transform domain processing.

### 22.4 Discussion and Examples

It is clear from the above development that the power estimates $\sigma_{i}^{2}$ are the optimum scale factors, as opposed to $\left|\sigma_{i}\right|$ or some other statistic. Also, it is significant to note that no convergence rate improvement can be realized without power normalization. This is the same conclusion that was reached in [6] wherethefrequency domain LM Salgorithm was analyzed with a constant convergence factor. From theerror surfacedescription of theTDAF'soperation, it isseen that an optimal transform rotates the axes of the hyperellipsoidal equal-error contours into alignment with the coordinate axes. The prescribed power normalization scheme then gives the ideal hyperspherical contours, and the convergence rate becomes the same as if the input were white. The optimal transform is composed of the orthonormal eigenvectors of the input autocorrelation matrix and is known in the literature as the Karhunen-Loe've transform (KLT). The KLT is signal dependent and usually cannot be easily computed in real time. Note that real signals have real KLT's, suggesting the use of real transforms in the TDAF (in contrast to complex transforms such as theDTF).

Sincetheoptimal transform for theTDAF issignal dependent, a universally optimal fixed parameter transform can never be found. It is also clear that once the filter order has been chosen, any unitary
matrix of correct dimensions is a possible choice for the transform; there is no need to restrict attention to classes of known transforms. In fact, if a prototype input power spectrum is available, its KLT can be constructed and used. Onefactor that must be considered in choosing a transform for real-time applications is computational complexity. In this respect, real transforms are superior to complex ones, transforms with fast algorithms are superior to those without, and transforms whose elements are all powers-of-two are attractive since only additions and shifts are needed to compute them. Throughout theliteraturethe discreteFourier transform (DFT), the discrete cosinetransform (DCT), and theWalsh Hadamard transform (WHT) have received considerableattention as possible candidates for use in the TDAF [14]. In spite of the fact that the DFT is a complex transform and not computationally optimal from that point of view, it is often used in practice because of the availability of efficient FFT algorithms.

Figure 22.6 shows learning characteristics for computer-generated TDAF examples using six different orthogonal transforms to decorrelate the input signal. The examples presented are for system identification experiments, where the desired signal was derived by passing the input through an 8 -tap FIR filter, which serves as the model system to be identified. Computer-generated white pseudo-noise, uncorrelated with the input signal, was added to the output of the model system, creating a -100 dB noise floor. The filter inputs were generated by filtering white pseudo-noise with a 32-tap linear phaseFIR noise-coloring filter to producean input autocorrelation eigenvalue ratio of 681. Experiments were then performed using the discrete Fourier transform (DFT), the discrete cosinetransform (DCT), the Walsh-H adamard transform (WHT), discrete H artley transform (DHT), and a specially designed computationally efficient "power-of-2" PO2 transform, as listed in Fig. 22.6. The eigenvalue ratios that result from transform processing with each of these transforms is shown in Fig. 22.6, where it is seen that the PO2 transform with power normalization reduces the input condition number from 681 to 128 , resulting in the most effective transform for this particular input coloring. All of thetransformsused in this experiment are ableto reducethe input condition number and greatly improve convergence rates, although some transforms are seen to be more effective than others for the coloring chosen for these examples.

### 22.5 Quasi-Newton Adaptive Algorithms

The dependence of the adaptive system's convergence rate on the input power spectrum can be reduced by using second-order statistics via the Gauss-Newton method [9, 10, 21]. The GaussNewton algorithm is well known in the field of optimization as one of the basic accelerated search techniques. In recent years it has also appeared in various forms in publications on adaptivefiltering. In this section a brief introduction to quasi-Newton adaptive filtering methods is presented. When the quasi-Newton concept is integrated into the LM S algorithm, the resulting adaptive strategy is closely related to the transform domain adaptive filter, but where the transform is computed on-line as an approximation to the Hessian acceleration matrix. For FIR structures it turns out that the Hessian is equivalent to the input autocorrelation matrix inverse, and therefore the quasi-N ewton LMS algorithm effectively implements a transform that adjusts to the statistics of the input signal and is capable of tracking slowly varying nonstationary input signals.

The basic Gauss-Newton coefficient update algorithm for an FIR adaptive filter is given by

$$
\begin{equation*}
\mathbf{w}(n+1)=\mathbf{w}(n)-\mu \mathbf{H}(n) \nabla_{E\left[e^{2}\right]}(n), \tag{22.18}
\end{equation*}
$$

where $\mathbf{H}(n)$ isthe Hessian matrix and $\nabla_{E\left[e^{2}\right]}(n)$ isthegradient of the cost function at iteration $n$. For an FIR adaptive filter with a stationary input the H essian is equal to $\mathbf{R}_{x}^{-1}$. If the gradient is estimated with the instantaneous error squared, as in the LM S algorithm, the result is

$$
\begin{equation*}
\mathbf{w}(n+1)=\mathbf{w}(n)+\mu e(n) \widehat{\mathbf{R}}_{x}^{-1}(n) \mathbf{x}(n), \tag{22.19}
\end{equation*}
$$



FIGURE 22.6: Comparison of (smoothed) learning curves for five different transforms operating on a colored noise input signal with condition number 681.
where $\widehat{\mathbf{R}}_{x}^{-1}(n)$ is an estimate of $\mathbf{R}_{x}^{-1}$ that varies as a function of the index $n$. Equation (22.19) characterizes the quasi-Newton LM S algorithm. Note that (22.18) is the starting point for the development of many practical adaptive algorithms that can beobtained by making approximations to one or both of the Hessian and the gradient. Therefore, we typically refer to all such algorithms derived from (22.18) as the family of quasi-Newton algorithms.

The autocorrelation estimate $\widehat{\mathbf{R}}_{x}(n)$ is constructed from data received up to time step $n$. It must then beinverted for use in (22.19). This is in general an $O\left[N^{3}\right]$ operation, which must beperformed for every iteration of the algorithm. However, the use of certain autocorrelation estimators allows more economical matrix inversion techniques to be applied. Using this approach, the conventional sequential regression algorithm (22.11) and therecursiveleast squares(RLS) algorithm (22.3) achieve quasi-Newton implementations with a computational requirement of only $O\left[N^{2}\right]$.

TheRLSalgorithm isprobably thebest-known member of theclass of quasi-N ewton al gorithms[6]. The drawback that has prevented its widespread use in real-time signal processing is its $O\left[N^{2}\right]$ computational requirement, which isstill too high for many applications(and is an order of magnitude higher than the order of complexity of the FIR filter itself). This problem appeared to have been solved by the formulation of $O[N]$ versions of the RLS algorithm. Unfortunately, many of these more efficient forms of the RLS tend to be numerically ill-conditioned. They are often unstable in finite precision implementations, especially in low signal-to-noise applications or where the input signal is highly colored. This behavior is caused by the accumulation of finite precision errors in internal variables of the algorithm and is essentially the same source of numerical instability that occurs in thestandard $O\left[N^{2}\right]$ RLS algorithm, although the problem is greater in the $O[N]$ case since these algorithms typically have a larger number of coupled internal recursions. Considerable work has been reported in the literature to stabilize $O\left[N^{2}\right]$ RLS algorithm and to produce a numerically robust $O[N]$ RLS algorithm.

### 22.5.1 A Fast Quasi-Newton Algorithm

The quasi-Newton algorithms discussed above achieve reduced computation through the use of particular autocorrelation estimators which lend themselves to efficient matrix inversion techniques. Thissection reviews a particular quasi-N ewton algorithm that wasdeveloped to providea numerically robust $O$ [ $N$ ] algorithm [15]. Thisparticular 1-D algorithm isdiscussed heresimply asa representative algorithm from the quasi-Newton class; numerous variations of the Newton optimization strategy are reported in various places throughout the adaptive filtering literature. The fast quasi-Newton algorithm described below has also been extended successfully to 2-D FIR adaptive filters [11].

To derivethe $O[N]$ fast quasi-N ewton (FQN ) algorithm, an autocorrelation matrix estimateis used which permits the use of more robust and efficient computation techniques. Assuming stationarity, the autocorrelation matrix $\mathbf{R}_{x}$ has a high degree of structure; it is symmetric and Toeplitz, and thus has only $N$ free parameters, the elements of the first row. This structure can be imposed on the autocorrelation estimate, since this incorporates prior knowledge of the autocorrelation into the estimation process. The estimation problem then becomes that of estimating the $N$ autocorrelation lags $r_{i}, i=0, \ldots, N-1$, which comprise the first row of $\mathbf{R}_{x}$. The autocorrelation estimate is also required to be positive definite, to ensure the stability of the adaptive update process.

A standard positive semidefinite autocorrelation lag estimator for a block of data is given by

$$
\begin{equation*}
\hat{r}_{i}=\frac{1}{M+1} \sum_{k=i}^{M} x(k-i) x(k), \tag{22.20}
\end{equation*}
$$

where $x(k), k=0, \ldots, M$, is a block of real data samples, and $i$ ranges from 0 to $M$. However, the preferred form of the estimation equation for use in an adaptive system, from an implementation standpoint, is an exponentially weighted recursion. Thus, (22.20) must be expressed in an exponentially weighted recursive form, without destroying its positive semidefiniteness property. Consider the form of the sum in Eq. (22.20): it is the (deterministic) correlation of the data sequence $x(k), k=0, \ldots, M$, with itself. Thus, $\hat{r}_{i}, i=0, \ldots, M$ is the deterministic autocorrelation sequence of the sequence $x(k)$. (N ote that $\hat{r}_{i}$ must also be defined for $i=-M, \ldots,-1$, according to the requirement that $\hat{r}_{i}=\hat{r}_{-i}$ ). In fact, the deterministic autocorrelation for any sequence is positive semidefinite. The goal of exponential weighting, in a general sense, is to weight recent data most heavily and to forget old data by using progressively smaller weighting factors. To construct an exponentially weighted, positive definite autocorrelation estimate, we must weight the data first, then form its deterministic autocorrelation to guarantee positive semidefiniteness. At time step $n$, the available data are $x(k), k=0, \ldots, n$. If these samples are exponentially weighted using $\sqrt{\alpha}$, the result is $\alpha^{(n-k) / 2} x(k), k=0, \ldots, n$. Using (22.20) and assuming $n>N-1$, we then have

$$
\begin{align*}
\hat{r}_{i}(n)= & \sum_{k=i}^{n}\left[\alpha^{(n-k+i) / 2} x(k-i)\right]\left[\alpha^{(n-k) / 2} x(k)\right] \\
= & \alpha \sum_{k=i}^{n-1} \alpha^{(n-1-k)} \alpha^{i / 2} x(k-i) x(k) \\
& +\alpha^{i / 2} x(n-i) x(n)  \tag{22.21}\\
= & \alpha \hat{r}_{i}(n-1)+\alpha^{i / 2} x(n-i) x(n) \\
& \quad \text { for } i=0, \ldots, N-1
\end{align*}
$$

A normalization term is omitted in (22.21), and initialization is ignored. With regard to the latter point, the simplest way to consistently generate $\hat{r}_{i}(n)$ for $0 \leq n \leq N-1$ is to assume that $x(n)=0$ for $n<0$, set $\hat{r}_{i}(-1)=0$ for all $i$, and then use the above recursion. A small positive constant $\delta$ may be added to $\hat{r}_{0}(n)$ to ensure positive definiteness of the estimated autocorrelation matrix.

With this choice of an autocorrelation matrix estimate, a quasi-N ewton algorithm is determined. Thus, the fast quasi-N ewton (FQN) algorithm is given by (22.19) and (22.21), where $\widehat{\mathbf{R}}_{x}(n) \approx \mathbf{R}_{x}$ is understood to be the Toeplitz symmetric matrix whose first row consists of the autocorrelation lag estimates $\hat{r}_{i}(n), i=0, \ldots, N-1$, generated by (22.21). Because $\widehat{\mathbf{R}}_{x}(n)$ is Toeplitz, its inverse can be obtained using the Levinson Recursion, leading to an $O[N]$ implementation of this algorithm. The step size $\mu$ for theFQN algorithm is given by

$$
\begin{equation*}
\frac{1}{2} \mu^{-1}=\varepsilon+\mathbf{x}^{T}(n) \widehat{\mathbf{R}}_{x}^{-i}(n-1) \mathbf{x}(n) \tag{22.22}
\end{equation*}
$$

This step size is used in other quasi-Newton algorithms (22.4), and seems nearly optimal. The parameter $\varepsilon$ is intended to be small relative to the average value of $x^{T}(n) \widehat{\mathbf{R}}_{x}^{-1}(n-1) x(n)$. Then the normalization term omitted from (22.21), which is a function of $\alpha$ but not of $i$, cancels out of the coefficient update, since $\widehat{\mathbf{R}}_{x}^{-1}(n)$ appears in both the numerator and the denominator. Thus, the normalization can be safely ignored.

### 22.5.2 Examples

The previous examples are used again here to compare the performance of the fast quasi-N ewton algorithm with the recursiveleast squares (RLS), which provides a baseline for performance comparisons. The RLS examples are shown in Fig. 22.7(a) for different values of the exponential forgetting factor $\alpha$, and theFQN examples are shown in Fig. 22.7(b). Notethat theFQN algorithm is somewhat slower to converge due to the fact that the autocorrelation inverse matrix is updated only once every eight samples. In comparison the RLS algorithm converges more quickly, but has a computational complexity of $O\left[N^{3}\right]$ as compared to a complexity of $O[N]$ for theFQN algorithm. But, more important, notethat the convergencerate of theFQN algorithm is much faster than any of thetransform domain examples shown previously.

### 22.6 The 2-D Transform Domain Adaptive Filter

M any successful 1-D FIR algorithms have been extended to 2-D filters [7, 10, 19, 21]. Transform domain adaptivealgorithmsareal so well suited to 2-D signal processing. Orthogonal transformswith power normalization can be used to accelerate the convergence of an adaptive filter in the presence of a colored input signal.

The 2-D TDAF structure is shown in Fig. 22.8 with the corresponding (possibly complex) LM S algorithm given as

$$
\begin{equation*}
\mathbf{w}_{k+1}\left(m_{1}, m_{2}\right)=\mathbf{w}_{k}\left(m_{1}, m_{2}\right)+\mu e\left(n_{1}, n_{2}\right) \Lambda_{u}^{-2} \mathbf{u}_{k}^{*}\left(n_{1}, n_{2}\right) \tag{22.23}
\end{equation*}
$$

where $\mathbf{u}_{k}\left(n_{1}, n_{2}\right)$ isthecolumn-ordered vector formed by premultiplying the input column-ordered vector $\mathbf{x}_{k}\left(n_{1}, n_{2}\right)$ by the 2-D unitary transform $\mathbf{T}$, i.e.,

$$
\begin{equation*}
\mathbf{u}_{k}\left(n_{1}, n_{2}\right)=\mathbf{T} \mathbf{x}_{k}\left(n_{1}, n_{2}\right) \tag{22.24}
\end{equation*}
$$

Channel normalization resultsfrom including $\Lambda_{u}^{2}=\operatorname{diag}\left[\sigma_{u}^{2}(0,0) \sigma_{u}^{2}(1,0) \ldots \sigma_{u}^{2}(N, N)\right]$ in (22.23) where $\sigma_{u}^{2}\left(n_{1}, n_{2}\right) \approx E\left[\left|\mathbf{u}\left(n_{1}, n_{2}\right)\right|^{2}\right]$. Ideally, the Karhunen-Loe've transform (KTL) is used to achieve optimal convergence, but this requires a priori knowledge of the input statistical properties. The KLT corresponding to the input autocorrelation matrix $\mathbf{R}_{x}$ is constructed using as rows of $\mathbf{T}$ the orthonormal eigenvectors of $\mathbf{R}_{x}$. Therefore, with unitary $\mathbf{Q}_{X}^{H}=\left[\mathbf{q}_{1} \ldots \mathbf{q}_{M} 2\right]$ and $\Lambda_{x}=\operatorname{diag}\left[\lambda_{1} \ldots \lambda_{M} 2\right]$ ( $M=N+1$ for convenience), the unitary similarity transformation is $\mathbf{R}_{x}=\mathbf{Q}_{x}^{-1} \Lambda_{x} \mathbf{Q}_{x}$, and the KLT is given by $\mathbf{T}=\mathbf{Q}_{x}$. However, since the statistical properties of the input process are usually unknown and time varying, the KLT cannot be implemented in practice.


FIGURE 22.7: Comparison of the RLS and FQN performance. Simulated learning curves for (a) the RLS algorithm and (b) the FQN algorithm.

Researchers have found that many fixed transforms do provide good orthogonalization for a wide class of input signals. Those include the discrete Fourier transform (DFT or FFT), the discrete cosinetransform (DCT), and theWalsh H adamard transform (WHT). For example, theDFT provides only approximate channel decorrelation since it is well-known that a "sliding" DFT implements a parallel bank of overlapping band-pass filters with center frequencies evenly distributed over the interval $[0,2 \pi]$. Furthermore, the DFT (or FFT) is hampered by the fact that it requires complex arithmetic. It is still a very effective method of orthogonalization which we compare here to the 2-D FQN algorithm.

The convergence plots in Fig. 22.9 show the comparison between the 2-D FQN, the 2-D TDAF ( with the DFT), and the simple 2-D LM S with the same fourth-order low-pass coloring filter. The adaptivefilter is second order, and the 2-D FQN algorithm, as expected, outperforms the 2-D TDAF. The 2-D FQN algorithm is effectively attempting to estimate the KLT on-line so that, while not able to perfectly orthogonalize the training signal, it does offer improved convergence over that of the


FIGURE 22.8: Two-dimensional transform domain adaptive filter structure.
fixed transform algorithm. Similar results appear in Fig. 22.10 with the same coloring filter and a fourth-order adaptive filter.

### 22.7 Block-Based Adaptive Filters

The block-based LMS (BLMS) algorithm is one of the many efficient adaptive filtering algorithms aimed at increasing convergence speed and reducing the computational complexity. The basic principle of the BLM S algorithm is that the filter coefficients remain unchanged during the processing of each data block and are updated only once per block [1, 20]. The updating equation of the block LMS algorithm for linear adaptive filters is as follows:

$$
\begin{equation*}
\mathbf{w}_{k+1}=\mathbf{w}_{k}+\mu \sum_{m=0}^{L-1} \mathbf{x}(k L+m) e(k L+m) \tag{22.25}
\end{equation*}
$$

where $k$ refers to the $k$ th block of input data, $k$-th denotes the index of the incoming data, and $L$ is the block length. Due to the fact that in the BLMS algorithm the computation of the filter output and of the gradient itself are represented by linear convolution and correlation, they can be implemented efficiently using the FFT. Based on the convolutional property of the FFT and the overlap-save method, the BLM S algorithm can be implemented in the frequency domain and the computational complexity can be reduced dramatically. Both theconstrained and the unconstrained linear frequency domain LM S algorithms have been developed (22.2 and 22.9). In this chapter we formulate both the constrained and unconstrained FBLM S algorithms and then present performance comparisons between them.


FIGURE 22.9: Convergence plot for $3 \times 3$ FIR 2-D LMS, 2-D TDAF, and 2-D FQN adaptive filters in the system identification configuration with low-pass colored inputs.

In this section thefrequency-domain block LM S(FBLMS) algorithm is summarized. Throughout this chapter, capital letters areused to denotethefrequency-domain variables and lowercase letters to denote the time domain variables. Boldface letters denote vectors and matrices. The basic principle of the FBLMS algorithm is to use the DFT to calculate a block of the filter output and the block gradient. Figure 22.11 shows the block diagram of the frequency domain block LM S algorithm.

Because the DFT-based calculation actually implements circular convolution, in order to obtain a result that is equivalent to linear convolution, a data vector $\mathbf{x}_{k}$ that has a larger dimension than the filter length must be used. Assume the filter length is $N$, then the formulate a length $2 N$ input data vector $\mathbf{x}_{k}$ as

$$
\begin{equation*}
\mathbf{x}_{k}=[x(2 N k), x(2 N k+1), \cdots, x(2 N k+2 N-1)]^{T} \tag{22.26}
\end{equation*}
$$

wherethe last $N$ samples in $\mathbf{x}_{k}$ are taken from the current block of input data and thefirst $N$ samples are taken from the previous input data block. In order to maintain consistent dimensions, the filter weight vector must also beincreased to length $2 N$ by appending $N$ zerosto theoriginal filter weights, as indicated below:

$$
\begin{equation*}
\mathbf{W}_{k}=[\overbrace{w_{k}(0) w_{k}(1) \cdots w_{k}(N-1)}^{\mathbf{w}_{k, c}} \overbrace{0 \cdots 0}^{N}]^{T} . \tag{22.27}
\end{equation*}
$$

If $\mathbf{F}$ denotes the $2 N \times 2 N$ DFT matrix with elements as $F_{m n}=\exp (-j 2 \pi m n / 2 N)$, then theoutput of the adaptive filter in the frequency domain is

$$
\begin{equation*}
\mathbf{Y}_{k}=\mathbf{X}_{k} \mathbf{W}_{k} \tag{22.28}
\end{equation*}
$$

where $\mathbf{X}_{k}=\operatorname{diag}\left(\mathbf{F} \mathbf{x}_{k}\right)$ and $\mathbf{W}_{k}=\mathbf{F} \mathbf{w}_{k}$. Becausethelast $N$ elements of $\mathbf{F}^{-1} \mathbf{Y}_{k}$ coincide with the result of linear convolution, only these $N$ elements should be used in calculating the error vector. Define the time domain desired signal vector $\mathbf{d}_{k}$ and the filter output vector as:

$$
\begin{align*}
& \mathbf{d}_{k}=[\overbrace{0 \cdots 0}^{N} \overbrace{d_{k}(0) d_{k}(1) \cdots d_{k}(N-1)}^{\mathbf{d}_{k, c}}]^{T},  \tag{22.29}\\
& \mathbf{y}_{k}=[\overbrace{0 \cdots 0}^{N} \overbrace{\text { last } N \text { elements of } \mathbf{F}^{-1} \mathbf{Y}_{k}}^{\mathbf{y}_{k, c}}]^{T} . \tag{22.30}
\end{align*}
$$



FIGURE 22.10: Convergenceplot for $5 \times 5$ FIR 2-D LMS, 2-D TDAF, and 2-D FQN adaptive filters in the system identification configuration with low-pass colored inputs.

Then the error signal in the frequency domain is

$$
\begin{equation*}
\mathbf{E}_{k}=\mathbf{F}\left(\mathbf{d}_{k}-\mathbf{y}_{k}\right) \tag{22.31}
\end{equation*}
$$

In order to guarantee that there are only $N$ nonzero terms in the impulse response of the adaptive filter, a gradient constraint should beused to forcethelast $N$ terms of the gradient in thetimedomain to be zeros, as shown in Fig. 22.11. The weight vector update equation for the constrained FBLM S algorithm is

$$
\begin{equation*}
\mathbf{W}_{k+1}=\mathbf{W}_{k}+\mu \mathbf{F}\left(\nabla(k)^{T}, 0 \cdots 0\right)^{T} \tag{22.32}
\end{equation*}
$$

where $\nabla(k)=$ the first $N$ elements of $\mathbf{F}^{-1} \mathbf{X}_{k}^{H} \mathbf{E}_{k}$ and $H$ denotes the complex conjugate transpose. From Fig. 22.11 it can be seen that five forward and inverse FFTs are used in the constrained FBLM S algorithm, where two of them are required to apply the gradient constraint.

In order to reduce thecomputational complexity, the unconstrained FBLM S algorithm (22.21) has been developed by simply removing the constraint from the constrained FBLM S updating equation as

$$
\begin{equation*}
\mathbf{W}_{k+1}=\mathbf{W}_{k}+\mu \mathbf{X}_{k}^{H} \mathbf{E}_{k} . \tag{22.33}
\end{equation*}
$$

With the constraint removed, the gradient is no longer the result of linear convolution but rather a circular correlation. But this simplified algorithm requires only three FFTs, so the computational complexity is significantly reduced.

### 22.7.1 Comparison of the Constrained and Unconstrained Frequency Domain Block-LMS Adaptive Algorithms

Somework hasbeen donein analyzingtheperformance of theconstrained and unconstrained FBLM S algorithm. M ansour and Gray [13] proved the almost sure asymptotic exponential convergence of the unconstrained FBLMS algorithm. More thorough analysis of the convergence behavior of the unconstrained FBLMS algorithm was given in [11]. By formulating the time domain updating


FIGURE 22.11: The block diagram of the linear frequency domain BLM $S$ algorithms.
equations of the two FBLM S algorithms, it can be shown that the two algorithms are equivalent to timedomain adaptivefilterswith different numbers of taps. It isthis effectivedifferencein filter length that results in different convergenceperformanceof thetwo algorithms. Although theunconstrained FBLMS algorithm corresponds to a longer filter, "wrap-around" error prevents it from effectively performing as a higher order filter [12].

In order to guarantee the mean-squared error convergence, the step size parameter $\mu$ must satisfy the condition

$$
\begin{equation*}
0<\mu<\frac{2}{\text { Total input power }}=\frac{2}{\operatorname{Tr}(\mathbf{R})} . \tag{22.34}
\end{equation*}
$$

Also, the following relationship between the misadjustment and the step size exists

$$
\begin{equation*}
\text { Misadjustment }=\frac{\mu N \lambda_{\mathrm{avg}}}{2} \tag{22.35}
\end{equation*}
$$

with $\lambda_{\text {avg }}=\frac{1}{N} \sum_{1}^{N} \lambda_{i}$. For stationary input signals it can be shown easily that $\operatorname{Tr}\left(\mathbf{R}_{c}\right)=2 \operatorname{Tr}\left(\mathbf{R}_{u}\right)$ where $\mathbf{R}_{c}$ istheinput autocorrelation matrix for theconstraint algorithm and $\mathbf{R}_{u}$ for theunconstrained case. So $\lambda_{\text {avg }}$ isthe samefor both $\mathbf{R}_{c}$ and $\mathbf{R}_{u}$. Combining theabovetwo conditions with theproperties of the correlation matrices $\mathbf{R}_{c}$ and $\mathbf{R}_{u}$ we can concludethat the unconstrained FBLM S algorithm has a reduced stable range of step size compared to the constrained FBLM S algorithm. If we keep the misadjustment of both algorithms the same, the stepsize of the unconstrained FBLM S algorithm is


FIGURE 22.12: Learning curves of the length-8 constrained ( $\mu=0.055$ ) and unconstrained ( $\mu=$ 0.030 ) frequency domain BLM S algorithms with colored Gaussian noise input.


FIGURE 22.13: Learning curves of the length-8 constrained ( $\mu=0.055$ ) and unconstrained ( $\mu=$ 0.055 ) frequency domain BLMS algorithms with colored Gaussian noise input.
about one half that of the constrained FBLM S algorithm and its convergence rate is approximately one half that of the constrained FBLMS algorithm.
The unconstrained FBLMS algorithm is equivalent to a length- $2 N$ adaptive filter. Is it capable of modeling a higher order system than the constrained FBLMS algorithm? The answer is no; the unconstrained FBLM S algorithm works on the circulant data matrix which generates the "wraparound" error. Thiserror, which is embedded in thegradient of the unconstrained FBLM S algorithm during the learning process, prevents the unconstrained FBLMS algorithm with filter coefficient length $2 N$ from accurately modeling an unknown system with greater than $N$ coefficients, although it is capable of achieving more accuracy than the constrained FBLM S algorithm of length $N$.

### 22.7.2 Examples and Discussion

Computer simulations arepresented hereto demonstratetheFBLM S al gorithms. In thefirst example, an 8-tap FIR filter was used to identify an 8-tap lowpass filter using the constrained and the unconstrained FBLM Salgorithms. Colored Gaussian noisewas used astheinput signal. Thesignal-to-noise ratio of the output signal of the system being identified is 100 dB . During the adaption the best step size $\mu$ (as experimentally determined for fastest convergence) for each case was used. Figure 22.12 shows the learning curves of the constrained and unconstrained FBLM S algorithms. From thefigure we can see that the constrained FBLM S algorithm converges faster than the unconstrained FBLM S algorithm. In the second example, instead of using the best step size of each algorithm, the best step size of the constrained FBLM S algorithm was used for both the constrained and unconstrained FBLMS algorithms. Figure 22.13 shows the corresponding learning curves of the two algorithms. When the best step size of the constrained FBLM S algorithm is used, the performance of the unconstrained FBLM S algorithm tends to be unstable. The ultimate effect of removing the gradient constraint from the constrained FBLM S algorithm is slower convergence, a smaller range for stable step sizes, doubling of the equivalent filter length, in exchange for a reduction in computational cost.
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### 23.1 Introduction

In comparison with adaptive finite impulse response(FIR) filters, adaptive infinite impulse response (IIR) filters offer the potential to implement an adaptive filter meeting desired performance levels, as measured by mean-square error, for example, with much less computational complexity. This advantagestems from theenhanced modeling capabilities provided by thepole/zero transfer function of the IIR structure, compared to the "all-zero" form of the FIR structure.

However, adapting an IIR filter brings with it a number of challenges in obtaining stable and optimal behavior of the algorithms used to adjust the filter parameters. Since the 1970s, there has been much active research focused on adaptive IIR filters, but many of these challenges to date have not been completely resolved. As a consequence, adaptive IIR filters are not found in commercial practice in anywhere near the frequency that adaptive FIR filters are. Nonetheless, recent advances in adaptive IIR filter research have provided new results and insights into the behavior of several methods for adapting the filter parameters, and new algorithms have been proposed that address some of the problems and open issues in these systems. Hence, this class of adaptive filter continues to maintain promise as a potentially effective and efficient adaptive filtering option.

In this section, we provide an up-to-date overview of the different approaches to the adaptive IIR filtering problem. Due to the extensive literature on the subject, many readers may wish to peruse several earlier general treatments of the topic. Johnson's 1984 [11] and Shynk's 1989 paper [23] are still current in the sensethat a number of open issues cited therein remain open today. M ore recently, Regalia's 1995 book [19] provides a comprehensive view of the subject.

### 23.1.1 The System Identification Framework for Adaptive IIR Filtering

Thespread of issues associated with adaptivelIR filtersismost easily understood if oneadoptsasystem identification perspective to the filtering problem. To this end, consider the diagram presented in Fig. 23.1. Available to theadaptivefilter aretwo external signals: the input signal $x(n)$ and the desired output signal $d(n)$. The adaptive filtering problem is to adjust the parameters of the filter acting on $x(n)$ so that itsoutput $y(n)$ approximates $d(n)$. From thesystem identification perspective, thetask at hand is to adjust the parameters of the filter generating $y(n)$ from $x(n)$ in Fig. 23.1 so that the filtering operation itself matches in some sense the system generating $d(n)$ from $x(n)$. These two viewpoints are closely related because if the systems are the same, then their outputs will be close. However, by adopting the convention that there is a system generating $d(n)$ from $x(n)$, clearer insights into the behavior and design of adaptive algorithms are obtained. This insight is useful even if the "system" generating $d(n)$ from $x(n)$ has only a statistical and not a physical basis in reality.


FIGURE 23.1: System identification configuration of the adaptive IIR filter.

The standard adaptive IIR filter is described by

$$
\begin{equation*}
y(n)+a_{1}(n) y(n-1)+\cdots+a_{N}(n) y(n-N)=b_{0}(n) x(n)+b_{1}(n) x(n-1)+\cdots+b_{M}(n) x(n-M), \tag{23.1}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left(1+a_{1}(n) q^{-1}+\cdots+a_{N}(n) q^{-N}\right) y(n)=\left(b_{0}(n)+b_{1}(n) q^{-1}+\cdots+b_{M}(n) q^{-M}\right) x(n) . \tag{23.2}
\end{equation*}
$$

As is shown in Fig. 23.1, Eq. (23.2) may be written in shorthand as

$$
\begin{equation*}
y(n)=\frac{B\left(q^{-1}, n\right)}{A\left(q^{-1}, n\right)} x(n), \tag{23.3}
\end{equation*}
$$

where $B\left(q^{-1}, n\right)$ and $A\left(q^{-1}, n\right)$ are the time dependent polynomials in the delay operator $q^{-1}$ appearing in (23.2). The parameters that are updated by the adaptive algorithm are the coefficients of these polynomials. Note that the polynomial $A\left(q^{-1}, n\right)$ is constrained to be monic, such that $a_{0}(n)=1$.

We adopt a rather more general description for the unknown system, assuming that $d(n)$ is generated from the input signal $x(n)$ via some linear time-invariant system $H\left(q^{-1}\right)$, with the addition of a noise signal $v(n)$ to reflect components in $d(n)$ that are independent of $x(n)$. We further break down $H\left(q^{-1}\right)$ into a transfer function $H_{m}\left(q^{-1}\right)$ that is explicitly modeled by the adaptive filter, and a transfer function $H_{u}\left(q^{-1}\right)$ that is unmodeled. In this way, we view $d(n)$ as a sum of three components: the signal $y_{m}(n)$ that is modeled by the adaptive filter, the signal $y_{u}(n)$ that is unmodeled but that depends on the input signal, and the signal $v(n)$ that is independent of the input. Hence,

$$
\begin{align*}
d(n) & =y_{m}(n)+y_{u}(n)+v(n)  \tag{23.4}\\
& =y_{s}(n)+v(n), \tag{23.5}
\end{align*}
$$

where $y_{s}(n)=y_{m}(n)+y_{u}(n)$. The modeled component of the system output is viewed as

$$
\begin{equation*}
y_{m}(n)=\frac{B_{\mathrm{opt}}\left(q^{-1}\right)}{A_{\mathrm{opt}}\left(q^{-1}\right)} x(n), \tag{23.6}
\end{equation*}
$$

with $B_{\text {opt }}\left(q^{-1}\right)=\sum_{i=0}^{M} b_{i, \text { opt }} q^{-i}$ and $A_{\text {opt }}\left(q^{-1}\right)=1+\sum_{i=i}^{N} a_{i, \text { opt }} q^{-i}$. Note that (23.6) has the sameform as (23.3). The parameters $\left\{a_{i, \text { opt }}\right\}$ and $\left\{b_{i, \text { opt }}\right\}$ are considered to be the optimal values for the adaptive filter parameters, in a manner that we describe shortly.

Figure 23.1 shows two error signals: $e_{e}(n)$ termed the equation error, and $e_{o}(n)$, termed the output error. The parameters of the adaptive filter are usually adjusted so as to minimize some positive function of one or the other of these error signals. However, the figure of merit for judging adaptivefilter performancethat wewill apply throughout thissection isthemean-squareoutput error $E\left\{e_{o}^{2}(n)\right\}$. In most adaptive filtering applications, the desired signal, $d(n)$, is available only during a "training phase" in which the filter parameters are adapted. At the conclusion of the training phase, the filter will beoperated to producetheoutput signal $y(n)$ as shown in thefigure, with the difference between the filter output $y(n)$ and the (now unmeasurable) system output $d(n)$ the error. Thus, we adopt the convention that $\left\{a_{i, \text { opt }}\right\}$ and $\left\{b_{i, \text { opt }}\right\}$ are defined such that when $a_{i}(n) \equiv a_{i, \text { opt }}$ and $b_{i}(n) \equiv b_{i, \text { opt }}, E\left\{e_{o}^{2}(n)\right\}$ is minimized, with $A_{\text {opt }}\left(q^{-1}\right)$ constrained to be stable.

At this point it is convenient to set down some notation and terminology. Define the regressor vectors

$$
\begin{align*}
\mathbf{U}_{e}(n) & =[x(n) \cdots x(n-M)-d(n-1) \cdots-d(n-N)]^{T},  \tag{23.7}\\
\mathbf{U}_{o}(n) & =[x(n) \cdots x(n-M)-y(n-1) \cdots-y(n-N)]^{T},  \tag{23.8}\\
\mathbf{U}_{m}(n) & =\left[x(n) \cdots x(n-M)-y_{m}(n-1) \cdots-y_{m}(n-N)\right]^{T} . \tag{23.9}
\end{align*}
$$

These vectors are the equation error regressor, output error regressor, and modeled system regressor vectors, respectively. Define a noise regressor vector

$$
\begin{equation*}
\mathbf{V}(n)=[0 \cdots 0-v(n-1) \cdots-v(n-N)]^{T} \tag{23.10}
\end{equation*}
$$

with $M+1$ leading zeros corresponding to the $x(n-i)$ values in the preceding regressors. Furthermore, define the parameter vectors

$$
\left.\begin{array}{rl}
\mathbf{W}(n) & =\left[b_{0}(n) b_{1}(n) \cdots b_{M}(n) a_{1}(n) \cdots a_{N}(n)\right]^{T} \\
\mathbf{W}_{\mathrm{opt}} & =\left[b_{0, \mathrm{opt}} b_{1, \mathrm{opt}} \cdots b_{M, \mathrm{opt}} a_{1, \mathrm{opt}} \cdots a_{N, \text { opt }}\right.
\end{array}\right]^{T},
$$

We will have occasion to use $\mathbf{W}$ to refer to the adaptive filter parameter vector when the parameters are considered to be held at fixed values. With this notation, we may for instance write $y_{m}(n)=$ $\mathbf{U}_{m}^{T}(n) \mathbf{W}_{\text {opt }}$ and $y(n)=\mathbf{U}_{o}^{T}(n) \mathbf{W}(n)$.

The situation in which $y_{u}(n) \equiv 0$ is referred to as the sufficient order case. The situation in which $y_{u}(n) \not \equiv 0$ is termed the undermodeled case.

### 23.1.2 Algorithms and Performance Issues

A number of different algorithms for the adaptation of the parameter vector $W(n)$ in (23.11) have been suggested. These may be characterized with respect to the form of the error criterion employed by the algorithm. Each algorithm attemptsto driveto zero either theequation error, theoutput error, or some combination or hybrid of these two error criteria. M ajor algorithm classes that we consider for theequation error approach includethe standard least-squares(LS) and least mean-square(LM S) algorithms, which parallel the algorithms used in adaptive FIR filtering. For equation error methods, we also examine the instrumental variables (IV) algorithm, as well as algorithms that constrain the parameters in the denominator of the adaptive filter's transfer function to improve estimation properties. In the output error class, we examinegradient algorithms and hyperstability-based algorithms. Within the equation and output error hybrid algorithm class, wefocuspredominantly on the Steiglitz-M cBride(SM ) algorithm, though there are several algorithmsthat aremorestraightforward combinations of equation and output error approaches.

In general, we desire that the adaptive filtering algorithm adjusts the parameter vector $\mathbf{W}_{n}$ so that it converges to $\mathbf{W}_{\text {opt }}$, the parameters that minimize the mean-square output error. The major issues for adaptive IIR filtering on which we will focus herein are

1. conditions for the stability and convergence of the algorithm used to adapt $\mathbf{W}(n)$, and
2. the asymptotic value of the adapted parameter vector $\mathbf{W}_{\infty}$, and its relationship to $\mathbf{W}_{\text {opt }}$.

This latter issue relates to the minimum mean-square error achievable by the algorithm, as noted above. Other issues of importance include the convergence speed of the algorithm, its ability to track time variations of the "true" parameter values, and numerical properties, but these will receive less attention here. Of these, convergence speed is of particular concern to practitioners, especially as adaptive IIR filters tend to converge at a far slower rate than their FIR counterparts. However, we emphasize the stability and nature of convergence over the speed because if the algorithm fails to converge or converges to an undesirable solution, the rate at which it does so is of less concern. Furthermore, convergence speed is difficult to characterizefor adaptiveIIR filters due to a number of factors, including complicated dependencies on algorithm initializations, input signal characteristics, and the relationship between $x(n)$ and $d(n)$.

### 23.1.3 Some Preliminaries

Unless otherwise indicated, we assume in our discussion that all signals in Fig. 23.1 are stationary, zero mean, random signals with finite variance. In particular, the properties weascribe to the various algorithms are stated with this assumption and are presumed to bevalid. Results that are based on a deterministic framework are similar to those developed here; see[1] for an example.

We shall also make use of the following definitions.

DEFINITION 23.1 A (scalar) signal is persistently exciting (PE) of order $L$ if, with

$$
\begin{equation*}
\mathbf{X}(n)=[x(n) \cdots x(n-L+1)]^{T} \tag{23.15}
\end{equation*}
$$

there exist $\alpha$ and $\beta$ satisfying $0<\alpha<\beta<\infty$ such that $\alpha I<E\left\{\mathbf{X}(n) \mathbf{X}^{T}(n)\right\}<\beta I$. The (vector) signal $\mathbf{X}(n)$ is then also said to be $P E$.

If $x(n)$ contains at least $L / 2$ distinct sinusoidal components, then $x(n)$ is PE of order $L$. Any random signal $x(n)$ whose power spectrum is nonzero over a interval of nonzero width will be PE for any value of $L$ in (23.15). Such is the case, for example, if $x(n)$ is uncorrelated or if $x(n)$ is modeled as an AR, M A , or ARM A process driven by uncorrelated noise. PE conditions are required of all adaptivealgorithmsto ensuregood behavior because if there is inadequate excitation to provide information to the algorithm, convergence of the adapted parameters estimates will not necessary follow [22].

DEFINITION 23.2 A transfer function $H\left(q^{-1}\right)$ is said to be strictly positive real (SPR) if $H\left(q^{-1}\right)$ is stable and the real part of its frequency response is positive at all frequencies.

An SPR condition will berequired to ensureconvergencefor afew of theal gorithms that wediscuss. Note that such a condition cannot be guaranteed in practice when $H\left(q^{-1}\right)$ is an unknown transfer function, or when $H\left(q^{-1}\right)$ depends on an unknown transfer function.

### 23.2 The Equation Error Approach

To motivate the equation error approach, consider again Fig. 23.1. Suppose that $y(n)$ in the figure were actually equal to $d(n)$. Then the system relationship $A\left(q^{-1}, n\right) y(n)=B\left(q^{-1}, n\right) x(n)$ would imply that $A\left(q^{-1}, n\right) d(n)=B\left(q^{-1}, n\right) x(n)$. But of course this last equation does not hold exactly, and we term its error the "equation error" $e_{e}(n)$. Hence, we define

$$
\begin{equation*}
e_{e}(n)=A\left(q^{-1}, n\right) d(n)-B\left(q^{-1}, n\right) x(n) . \tag{23.16}
\end{equation*}
$$

Using the notation developed in (23.7) through (23.14), we find that

$$
\begin{equation*}
e_{e}(n)=d(n)-\mathbf{U}_{e}^{T}(n) \mathbf{W}(n) . \tag{23.17}
\end{equation*}
$$

Equation error methods for adaptive IIR filtering typically adjust $\mathbf{W}(n)$ so as to minimize the meansquared error (MSE) $J_{\mathrm{MSE}}(n)=E\left\{e_{e}^{2}(n)\right\}$, where $E\{\cdot\}$ denotes statistical expectation, or the exponentially weighted least-squares (LS) error $J_{\mathrm{LS}}(n)=\sum_{k=0}^{n} \lambda^{n-k} e_{e}^{2}(k)$.

### 23.2.1 The LMS and LS Equation Error Algorithms

The equation error $e_{e}(n)$ of (23.17) is the difference between $d(n)$ and a prediction of $d(n)$ given by $\mathbf{U}_{e}^{T}(n) \mathbf{W}(n)$. Noting that $\mathbf{U}_{e}^{T}(n)$ does not depend on $\mathbf{W}(n)$, we see that equation error adaptive IIR filtering is a type of linear prediction, and in particular the form of the prediction is identical to that arising in adaptive FIR filtering. One would suspect that many adaptive FIR filter algorithms would then apply directly to adaptive IIR filters with an equation error criterion, and this is in fact the case.

Two adaptive algorithms applicable to equation error adaptive IIR filtering are the LM S algorithm given by

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{e}(n) e_{e}(n), \tag{23.18}
\end{equation*}
$$

and the recursive least-squares (RLS) algorithm given by

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+P(n) \mathbf{U}_{e}(n) e_{e}(n),  \tag{23.19}\\
P(n) & =\frac{1}{\lambda}\left(P(n-1)-\frac{P(n-1) \mathbf{U}_{e}(n) U_{e}^{T}(n) P(n-1)}{\lambda+\mathbf{U}_{e}^{T}(n) P(n-1) \mathbf{U}_{e}(n)}\right), \tag{23.20}
\end{align*}
$$

where the above expression for $P(n)$ is a recursive implementation of

$$
\begin{equation*}
P(n)=\left(\sum_{k=0}^{n} \lambda^{n-k} \mathbf{U}_{e}(k) \mathbf{U}_{e}^{T}(k)\right)^{-1} \tag{23.21}
\end{equation*}
$$

Sometypical choicesfor $\mu(n)$ in (23.18) are $\mu(n) \equiv \mu_{0}$, a constant, or $\mu(n)=\bar{\mu} /\left(\epsilon+\mathbf{U}_{e}^{T}(n) \mathbf{U}_{e}(n)\right)$, a normalized step size. For convergence of the gradient algorithm in (23.18), $\mu_{0}$ is chosen in the range $0<\mu_{0}<1 /\left((M+1) \sigma_{x}^{2}+N \sigma_{d}^{2}\right)$, where $\sigma_{x}^{2}=E\left\{x^{2}(n)\right\}$ and $\sigma_{d}^{2}=E\left\{d^{2}(n)\right\}$. Typically, values of $\mu_{0}$ in the range $0<\mu_{0}<0.1 /\left((M+1) \sigma_{x}^{2}+N \sigma_{d}^{2}\right)$ are chosen. With the normalized step size, we require $0<\bar{\mu}<2$ and $\epsilon>0$ for stability, with typical choices of $\bar{\mu}=0.1$ and $\epsilon=0.001$. In 23.20, we require that $\lambda$ satisfy $0<\lambda \leq 1$, with $\lambda$ typically close to or equal to one, and we initialize $P(0)=\gamma I$ with $\gamma$ a large, positive number. These results are analogous to the FIR filter cases considered in the earlier sections of this chapter.

These algorithms possess nice convergence properties, as we now discuss.
Property 1: Given that $x$ is $P E$ of order $N+M+1$, under (23.18) and under (23.19) and (23.20), with algorithm parameters chosen to satisfy the conditions noted above, then $E\{W(n)\}$ converges to a value $\mathbf{W}_{\infty}$ minimizing $J_{\text {MSE }}(n)$ and $J_{\mathrm{LS}}(n)$, respectively, as $n \rightarrow \infty$.

This property is desirable in that global convergence to parameter values optimal for the equation error cost function is guaranteed, just as with adaptive FIR filters. The convergence result holds whether the filter is operating in the sufficient order case or the undermodeled case. This is an important advantage of the equation error approach over other approaches. The reader is referred to Chapters 19, 20, and 21 for further details on the convergence behaviors of these algorithms and their variations. As in the FIR case, the eigenvalues of the matrix $R=E\left\{\mathbf{U}_{e}(n) \mathbf{U}_{e}^{T}(n)\right\}$ determine the rates of convergence for the LM S algorithm. A large eigenvalue disparity in $R$ engenders slow convergence in the LM S algorithm and ill-conditioning, with the attendant numerical instabilities, in the RLS algorithm. For adaptive IIR filters, compared to the FIR case, the presence of $d(n)$ in $\mathbf{U}_{e}(n)$ tends to increase the eigenvalue disparity, so that slower convergence is typically observed for these algorithms.

Of importance is the value of the convergence points for the LM $S$ and RLS algorithms with respect to the modeling assumptions of the system identification configuration of Fig. 23.1. For simplicity, let us first assume that the adaptive filter is capable of modeling the unknown system exactly; that is, $H_{u}\left(q^{-1}\right)=0$. One may readily show that the parameter vector $\mathbf{W}$ that minimizes the mean-square equation error (or equivalently the asymptotic least square equation error, given ergodic stationary signals) is

$$
\begin{align*}
\mathbf{W}= & E\left\{\mathbf{U}_{e}(n) \mathbf{U}_{e}^{T}(n)\right\}^{-1} E\left\{\mathbf{U}_{e}(n) d(n)\right\}  \tag{23.22}\\
= & \left(E\left\{\mathbf{U}_{m}(n) \mathbf{U}_{m}^{T}(n)\right\}+E\left\{\mathbf{V}(n) \mathbf{V}^{T}(n)\right\}\right)^{-1} \\
& \left(E\left\{\mathbf{U}_{m}(n) y_{m}(n)\right\}+E\{\mathbf{V}(n) v(n)\}\right) . \tag{23.23}
\end{align*}
$$

Clearly, if $v(n) \equiv 0$, the $\mathbf{W}$ so obtained must equal $\mathbf{W}_{\text {opt }}$, so that we have

$$
\begin{equation*}
\mathbf{W}_{\mathrm{opt}}=E\left\{\mathbf{U}_{m}(n) \mathbf{U}_{m}^{T}(n)\right\}^{-1} E\left\{\mathbf{U}_{m}(n) y_{m}(n)\right\} \tag{23.24}
\end{equation*}
$$

By comparing (23.23) and (23.24), we can easily see that when $v(n) \not \equiv 0, \mathbf{W} \neq \mathbf{W}_{\text {opt. }}$. That is, the parameter estimates provided by (23.18) through (23.20) are, in general, biased from the desired values, even when the noise term $v(n)$ is uncorrelated.

What effect on adaptive filter performance does this bias impose? Since the parameters that minimize the mean-square equation error are not the same as $\mathbf{W}_{\text {opt }}$, the values that minimize the
mean-square output error, the adaptive filter performance will not be optimal. Situations can arise in which this bias is severe, with correspondingly significant degradation of performance.

Furthermore, a critical issue with regard to the parameter bias is the input-output stability of the resulting IIR filter. Because the equation error is formed as $A\left(q^{-1}\right) d(n)-B\left(q^{-1}\right) x(n)$, a difference of two FIR filtered signals, there are no built in constraints to keep the roots of $A\left(q^{-1}\right)$ within the unit circlein the complex plane. Clearly, if an unstable polynomial results from the adaptation, then thefilter output $y(n)$ can grow unboundedly in operational mode, so that the adaptivefilter fails. An example of such a situation is given in [25]. An important feature of this example is that the adaptive filter is capable of precisely modeling the unknown system, and that interactions of the noise process within the algorithm are all that is needed to destabilize the resulting model.

Nonetheless, under certain operating conditions, thiskind of instability can beshown not to occur, as described in the following.

Property 2: [18] Consider the adaptive filter depicted in Fig. 23.1, where $y(n)$ is given by (23.2). If $x(n)$ is an autoregressive process of order no morethan $N$, and $v(n)$ is independent of $x(n)$ and of finite variance, then the adaptive filter parameters minimizing the mean-square equation error $E\left\{e_{e}^{2}(n)\right\}$ are such that $A\left(q^{-1}\right)$ is stable.

For instance, if $x(n)$ is an uncorrelated signal, then the convergence point of the equation error algorithms corresponds to a stable filter.

To summarize, for LMS and RLS adaptation in an equation error setting, we have guaranteed global convergence, but bias in the presence of additive noise even in the exact modeling case, and an estimated model guaranteed to be stable only under a limited set of conditions.

### 23.2.2 Instrumental Variable Algorithms

A number of different approaches to adaptive IIR filtering have been proposed with the intention of mitigating the undesi rable biased properties of the LM S- and RLS-based equation error adaptive IIR filters. One such approach, still within the equation error context, isthe instrumental variables (IV) method. Observe that the bias problem illustrated above stems from the presence of $v(n)$ in both $\mathbf{U}_{e}(n)$ and in $e_{e}(n)$ in the updatetermsin (23.18) and (23.19), so that second order termsin $v(n)$ then appear in (23.23). This simultaneous presence creates, in expectation, a nonzero, noise-dependent driving term to the adaptation. TheIV algorithm approach addresses this by replacing $\mathbf{U}_{e}(n)$ in these algorithms with a vector $\mathbf{U}_{i v}(n)$ of instrumental variables that are independent of $v(n)$. If $\mathbf{U}_{i v}(n)$ remains correlated with $\mathbf{U}_{m}(n)$, the noiseless regressor, convergence to unbiased filter parameters is possible.

The IV algorithm is given by

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu(n) P_{i v}(n) \mathbf{U}_{i v}(n) e_{e}(n)  \tag{23.25}\\
P_{i v}(n) & =\frac{1}{\lambda(n)}\left(P_{i v}(n-1)-\frac{P_{i v}(n-1) \mathbf{U}_{i v}(n) \mathbf{U}_{e}^{T}(n) P_{i v}(n-1)}{(\lambda(n) / \mu(n))+\mathbf{U}_{e}^{T}(n) P_{i v}(n-1) \mathbf{U}_{i v}(n)}\right) . \tag{23.26}
\end{align*}
$$

with $\lambda(n)=1-\mu(n)$. Common choices for $\lambda(n)$ areto set $\lambda(n) \equiv \lambda_{0}$, a fixed constant in the range $0<\lambda<1$ and usually chosen in the range between 0.9 and 0.99 , or to choose $\mu(n)=1 / n$ and $\lambda(n)=1-\mu(n)$. As with RLS methods, $P(0)=\gamma I$ with $\gamma$ a large, positive number. The vector $\mathbf{U}_{i v}(n)$ is typically chosen as

$$
\begin{equation*}
\mathbf{U}_{i v}(n)=[x(n) \cdots x(n-M)-z(n-1) \cdots-z(n-N)]^{T} \tag{23.27}
\end{equation*}
$$

with either

$$
\begin{equation*}
z(n)=-x(n-M) \text { or } z(n)=\frac{\bar{B}\left(q^{-1}\right)}{\bar{A}\left(q^{-1}\right)} x(n) \tag{23.28}
\end{equation*}
$$

In the first case, $\mathbf{U}_{i v}(n)$ is then simply an extended regressor in the input $x(n)$, while the second choice may be viewed as a regressor parallel to $\mathbf{U}_{m}(n)$, with $z(n)$ playing the role of $y_{m}(n)$. For this choice, one may think of $\bar{A}\left(q^{-1}\right)$ and $\bar{B}\left(q^{-1}\right)$ as fixed filters chosen to approximate $A_{\text {opt }}\left(q^{-1}\right)$ and $B_{\text {opt }}\left(q^{-1}\right)$, but the exact choice of $\bar{A}\left(q^{-1}\right)$ and $\bar{B}\left(q^{-1}\right)$ is not critical to the qualitative behavior of the algorithm. In both cases, note that $\mathbf{U}_{i v}(n)$ is independent of $v(n)$, since $d(n)$ is not employed in its construction.

The convergence of this algorithm is described by the following property, derived in [15].
Property 3: In the sufficient order case with $x(n)$ PE of order at least $N+M+1$, the IV algorithm in (23.25) and (23.26) with $\mathbf{U}_{i v}(n)$ chosen according to (23.27) or (23.28) causes $E\{\mathbf{W}(n)\}$ to converge to $\mathbf{W}_{\infty}=\mathbf{W}_{\text {opt }}$.

Therearea few additional technical conditionsan $A_{\text {opt }}\left(q^{-1}\right), B_{\text {opt }}\left(q^{-1}\right), \bar{A}\left(q^{-1}\right)$, and $\bar{B}\left(q^{-1}\right)$ that arerequired for theproperty to hold. Theseconditionswill besatisfied in almost all circumstances; for details, the reader is referred to [15]. This convergence property demonstrates that theIV algorithm does in fact achieve unbiased parameter estimates in the sufficient order case.

In the undermodeled case, little has been said regarding the behavior and performance of the IV algorithm. A convergence point $\mathbf{W}_{\infty}$ must satisfy $E\left\{\mathbf{U}_{i v}(n)-\left(d(n) \mathbf{U}_{e}^{T}(n) \mathbf{W}_{\infty}\right)\right\}=0$, but no characterization of such points exists if $N$ and $M$ are not of sufficient order. Furthermore, it is possible for the IV algorithm to converge to a point such that $1 / A\left(q^{-1}\right)$ is unstable [9].

Notice that (23.25) and (23.26) are similar in form to the RLS algorithm. One may postulate an "LM S-style" IV algorithm as

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{i v}(n) e_{e}(n), \tag{23.29}
\end{equation*}
$$

which is computationally much simpler than the "RLS-style" IV algorithm of (23.25) and (23.26). However, the guarantee of convergence of the algorithm to $\mathbf{W}_{\text {opt }}$ in the sufficient order case for the RLS-style algorithm is now complicated by an additional requirement on $\mathbf{U}_{i v}(n)$ for convergence of the algorithm in (23.29). In particular, all eigenvalues of

$$
\begin{equation*}
R_{i v}=E\left\{\mathbf{U}_{i v}(n) \mathbf{U}_{e}^{T}(n)\right\} \tag{23.30}
\end{equation*}
$$

must lie strictly in the right half of the complex plane. Since the properties of $\mathbf{U}_{e}(n)$ depend on the unknown relationship between $x(n)$ and $d(n)$, one is generally unable to guarantee a priori satisfaction of such conditions. This situation has parallels with the stability-theory approach to output error algorithms, as discussed later in this section.

Summarizing the IV algorithm properties, we have that in the sufficient order case, the RLS-style IV algorithm is guaranteed to converge to unbiased parameter values. However, an understanding and characterization of its behavior in the undermodeled case is yet incomplete, and theIV algorithm may produce unstable filters.

### 23.2.3 Equation Error Algorithms with Unit Norm Constraints

A different approach to mitigating the parameter bias in equation error methods arises as follows. Consider modifying the equation error of (23.17) to

$$
\begin{equation*}
e_{e}(n)=a_{0}(n) d(n)-\mathbf{U}_{e}^{T}(n) \mathbf{W}(n) \tag{23.31}
\end{equation*}
$$

In terms of the expression (23.16), this change corresponds to redefining the adaptivefilter's denominator polynomial to be

$$
\begin{equation*}
A\left(q^{-1}, n\right)=a_{0}(n)+a_{1}(n) q^{-1}+\cdots+a_{N}(n) q^{-N} \tag{23.32}
\end{equation*}
$$

and allowing for adaptation of the new parameter $a_{0}(n)$. One can view theequation error algorithms that we have already discussed as adapting the coefficients of this version of $A\left(q^{-1}, n\right)$, but with a monic constraint that imposes $a_{0}(n)=1$. Recently, several algorithms have been proposed that consider instead equation error methods with a unit norm constraint. In these schemes, one adapts $\mathbf{W}(n)$ and $a_{0}(n)$ subject to the constraint

$$
\begin{equation*}
\sum_{i=0}^{N} a_{i}^{2}(n)=1 \tag{23.33}
\end{equation*}
$$

Note that if $A\left(q^{-1}, n\right)$ is defined as in (23.32), then $e_{e}(n)$ as constructed in Fig. 23.1 is in fact the error $e_{e}(n)$ given in (23.31).

Theeffect on theparameter biasstemmingfrom thischangefrom a monic to a unitnorm constraint is as follows.

Property 4: [18] Consider the adaptivefilter in Fig. 23.1 with $A\left(q^{-1}, n\right)$ given by (23.32), with $v(n)$ an uncorrelated signal and with $H_{u}\left(q^{-1}\right)=0$ (the sufficient order case). Then the parameter values $\mathbf{W}$ and $a_{0}$ that minimize $E\left\{e_{e}^{2}(n)\right\}$ subject to the unit norm constraint (23.33) satisfy $\mathbf{W} / a_{0}=\mathbf{W}_{\text {opt }}$.

That is, the parameter estimates are unbiased in the sufficient order case with uncorrelated output noise. Note that normalizing the coefficients in $\mathbf{W}$ by $a_{0}$ recovers the monic character of the denominator for $\mathbf{W}_{\text {opt }}$ :

$$
\begin{align*}
\frac{B\left(q^{-1}\right)}{A\left(q^{-1}\right)} & =\frac{b_{0}+b_{1} q^{-1}+\cdots+b_{M q-M}}{a_{0}+a_{1} q^{-1}+\cdots+a_{N q-N}}  \tag{23.34}\\
& =\frac{\left(b_{0} / a_{0}\right)+\left(b_{1} / a_{0}\right) q^{-1}+\cdots+\left(b_{M} / a_{0}\right) q^{-M}}{1+\left(a_{1} / a_{0}\right) q^{-1}+\cdots+\left(a_{N} / a_{0}\right) q^{-N}} \tag{23.35}
\end{align*}
$$

In the undermodeled case, we have the following.
Property 5: [18] Consider the adaptive filter in Fig. 23.1 with $A\left(q^{-1}, n\right)$ given by (23.32). If $x(n)$ is an autoregressiveprocess of order no morethan $N$, and $v(n)$ isindependent of $x(n)$ and of finitevariance, then the parameter values $\mathbf{W}$ and $a_{0}$ that minimize $E\left\{e_{e}^{2}(n)\right\}$ subject to the unit norm constraint (23.33) are such that $A\left(q^{-1}\right)$ is stable. Furthermore, at those minimizing parameter values, if $x(n)$ is an uncorrelated input, then

$$
\begin{equation*}
E\left\{e_{e}^{2}(n)\right\} \leq \sigma_{N+1}^{2}+\sigma_{v}^{2}, \tag{23.36}
\end{equation*}
$$

where $\sigma_{N+1}$ is the $(N+1)^{\text {st }} \mathrm{H}$ ankel singular value of $H(z)$.
Notice that Property 5 is similar to Property 2, except that we have the added bonus of a bound on the mean-square equation error in terms of the Hankel singular values of $H\left(q^{-1}\right)$. Note that the $(N+1)^{\text {st }}$ Hankel singular value of $H\left(q^{-1}\right)$ is related to the achievable modeling error in an $N$ th order, reduced order approximation to $H\left(q^{-1}\right)$ (see [19, Ch.4] for details). This bound thus indicates that the optimal unit norm constrained equation error filter will in fact do about as well as can be expected with an $N$ th order filter. However, this adaptive filter will suffer, just as with the equation error approaches with the monic constraint on the denominator, from a possibly unstable denominator if the input $x(n)$ is not an autoregressive process.

An adaptive algorithm for minimizing the mean-square equation error subject to the unit norm constraint can be found in [4]. The algorithm of [4] is formulated as a recursive total least squares algorithm using a two-channel, fast transversal filter implementation. Theconnection between total least squares and the unit norm constrained equation error adaptivefilter implies that the correlation matrices that areembedded within the adaptive algorithm will be more poorly conditioned than the correlation matrices arising in the RLS algorithm. Consequently, convergence will be slower for the unit norm constrained approach than in the standard, monic constraint approach.

M ore recently, several new algorithms that generalize the above approach to confer unbiasedness in the presence of correlated output noises $v(n)$ have been proposed [5]. These algorithms require knowledge of the statistics of $v(n)$, though versions of the algorithms in which these statistics are estimated on-line are also presented in [5]. However, little is known about the transient behaviors or the local stabilities of these adaptive algorithms, particularly in the undermodeled case.

In conclusion, minimizing the equation error cost function with a unit norm constraint on the autoregressiveparameter vector providesbias-freeestimates in thesufficient order caseand abiaslevel similar to the standard equation error methods in the undermodeled case. Adaptive algorithms for constrained equation error minimization are under development, and their convergence properties are largely unknown.

### 23.3 The Output Error Approach

We have already noted that the error of merit for adaptive IIR filters is the output error $e_{o}(n)$. We now describe a class of algorithms that explicitly uses the output error in the parameter updates. We distinguish between two categories within this class: those algorithms that directly attempt to minimize the least squares or mean-squareoutput error, and those formulated using stability theory to enforce convergence to the "true" system parameters. This class of algorithms has the advantage of eliminating the parameter bias that occurs in the equation error approach. However, as we will see, the price paid is that convergence of the algorithms becomes more complicated, and unlike in the equation error methods, global convergence to the desired parameter values is no longer guaranteed.

Critical to theformulation of these output error algorithms is an understanding of the relationship of $\mathbf{W}(n)$ to $e_{o}(n)$. With reference to Fig. 23.1, we have

$$
\begin{equation*}
e_{o}(n)=d(n)-\frac{B\left(q^{-1}, n\right)}{A\left(q^{-1}, n\right)} x(n) \tag{23.37}
\end{equation*}
$$

Using the notation in (23.7) through (23.14) and following a standard derivation [19, Ch.9] shows that

$$
\begin{equation*}
y_{m}(n)-y(n)=\frac{1}{A_{\text {opt }}\left(q^{-1}\right)}\left[\mathbf{U}_{o}^{T}(n) \widetilde{\mathbf{W}}(n)\right] \tag{23.38}
\end{equation*}
$$

so that

$$
\begin{equation*}
e_{o}(n)=\frac{1}{A_{\mathrm{opt}}\left(q^{-1}\right)}\left[\mathbf{U}_{o}^{T}(n) \widetilde{\mathbf{W}}(n)\right]+y_{u}(n)+v(n) \tag{23.39}
\end{equation*}
$$

Theexpression in (23.39) makesclear two characteristics of $e_{o}(n)$. First, $e_{o}(n)$ separates theerror due to the modeled component, which is the term based on $\widetilde{\mathbf{W}}(n)$, from the error due to the unmodeled effectsin $d(n)$, that is $y_{u}(n)+v(n)$. Neither $y_{u}(n)$ nor $v(n)$ appear in theterm based on $\widetilde{\mathbf{W}}(n)$. Second, $e_{o}(n)$ is nonlinear in $\mathbf{W}(n)$, since $\mathbf{U}_{o}(n)$ depends on $\mathbf{W}(n)$. The first feature leads to the desirable unbiasedness characteristic of output error methods, while the second is a source of difficulty for defining globally convergent algorithms.

### 23.3.1 Gradient-Descent Algorithms

An output error-based gradient descent algorithm may be defined as follows. Set

$$
\begin{equation*}
x_{f}(n)=\frac{1}{A\left(q^{-1}, n\right)} x(n), \quad y_{f}(n)=\frac{1}{A\left(q^{-1}, n\right)} y(n) \tag{23.40}
\end{equation*}
$$

and define

$$
\begin{equation*}
\mathbf{U}_{\text {of }}(n)=\left[x_{f}(n) \cdots x_{f}(n-M)-y_{f}(n-1) \cdots-y_{f}(n-N)\right]^{T} . \tag{23.41}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{\text {of }}(n) e_{o}(n) \tag{23.42}
\end{equation*}
$$

defines an approximate stochastic gradient (SG) algorithm for adapting the parameter vector $\mathbf{W}(n)$. Thedirection of the update term in (23.42) is opposite to the gradient of $e_{o}(n)$ with respect to $\mathbf{W}$ ( $n$ ), assuming that the parameter vector $\mathbf{W}(n)$ varies slowly in time. To seehow a gradient descent results in this algorithm, note that the output error may be written as

$$
\begin{align*}
e_{o}(n) & =d(n)-y(n)  \tag{23.43}\\
& =d(n)-\sum_{i=0}^{M} b_{i}(n) x(n-i)+\sum_{i=1}^{N} a_{i}(n) y(n-i) \tag{23.44}
\end{align*}
$$

so that

$$
\begin{equation*}
\frac{\partial e_{o}(n)}{\partial b_{i}(n)}=-x(n-i)+\sum_{i=1}^{N} a_{i}(n) \frac{\partial y(n-1)}{\partial b_{i}(n)} . \tag{23.45}
\end{equation*}
$$

Noting that $\partial e_{o}(n) / \partial b_{i}(n)=-\partial y(n) / \partial b_{i}(n)$, and assuming that the parameter $b_{i}(n)$ varies slowly enough so that

$$
\begin{equation*}
\frac{\partial e(n-i)}{\partial b_{i}(n)} \approx \frac{\partial e(n-i)}{\partial b_{i}(n-i)}, \tag{23.46}
\end{equation*}
$$

(23.45) becomes

$$
\begin{equation*}
\frac{\partial e(n)}{\partial b_{i}(n)} \approx-x(n-i)-\sum_{i=1}^{N} a_{i}(n) \frac{\partial e(n-i)}{\partial b_{i}(n-i)} . \tag{23.47}
\end{equation*}
$$

This equation can be rearranged to

$$
\begin{equation*}
\frac{\partial e(n-i)}{\partial b_{i}(n)} \approx-A\left(q^{-1}, n\right) x(n-i)=-x_{f}(n-i) \tag{23.48}
\end{equation*}
$$

The relation

$$
\begin{equation*}
\frac{\partial e(n-i)}{\partial a_{i}(n)} \approx A\left(q^{-1}, n\right) y(n-i)=y_{f}(n-i) \tag{23.49}
\end{equation*}
$$

may be found in a similar fashion. Since the gradient descent algorithm is

$$
\begin{align*}
b_{i}(n+1) & =b_{i}(n)-\frac{\mu}{2} \frac{\partial e_{o}^{2}(n)}{\partial b_{i}(n)}  \tag{23.50}\\
& \approx b_{i}(n)+\mu x_{f}(n-i) e_{o}(n)  \tag{23.51}\\
a_{i}(n+1) & =a_{i}(n)-\frac{\mu}{2} \frac{\partial e_{o}^{2}(n)}{\partial a_{i}(n)}  \tag{23.52}\\
& \approx b_{i}(n)-\mu y_{f}(n-i) e_{o}(n), \tag{23.53}
\end{align*}
$$

(23.42) follows.

The step size $\mu(n)$ is typically chosen either as a constant $\mu_{0}$, or normalized by $\mathbf{U}_{\text {of }}(n)$ as

$$
\begin{equation*}
\mu(n)=\frac{\bar{\mu}}{1+\bar{\mu} \mathbf{U}_{\mathrm{of}}^{T}(n) \mathbf{U}_{\mathrm{of}}(n)} . \tag{23.54}
\end{equation*}
$$

Due to the nonlinear relationship between the parameters and the output error, selection of values for $\mu(n)$ is less straightforward than in the equation error case. Roughly speaking, one would like
that $0<\mu(n) \leq 1 / \mathbf{U}_{\mathrm{of}}^{T}(n) \mathbf{U}_{\text {of }}(n)$, or more conservatively, $\mu(n)=0.1 / \mathbf{U}_{\text {of }}^{T}(n) \mathbf{U}_{\text {of }}(n)$. This suggests setting $\mu_{0}=0.1 / E\left\{\mathbf{U}_{\text {of }}^{T}(n) \mathbf{U}_{\text {of }}(n)\right\}$, given an estimate of the expected value, or $\bar{\mu}$ at about the same value. The behavior of the algorithm using the normalized step size of (23.54) is in general less sensitive to variations in $\bar{\mu}$ than is the unnormalized version with respect to choice of $\mu_{0}$.

Another alternative to (23.42) is the Gauss-Newton (GN) algorithm given by

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu(n) P(n) \mathbf{U}_{\mathrm{of}}(n) e_{o}(n),  \tag{23.55}\\
P(n) & =\frac{1}{\lambda(n)}\left(P(n-1)-\frac{P(n-1) \mathbf{U}_{\mathrm{of}}(n) \mathbf{U}_{\mathrm{of}}^{T}(n) P(n-1)}{(\lambda(n) / \mu(n))+\mathbf{U}_{\mathrm{of}}^{T}(n) P(n-1) \mathbf{U}_{\mathrm{of}}(n)}\right), \tag{23.56}
\end{align*}
$$

while setting $\lambda(n)=1-\mu(n)$, and $P(0)=\gamma I$ just as for the IV algorithm. M ost frequently $\lambda(n)$ is chosen as a constant in the range between 0.9 and 0.99 . Another choice is to set $\mu(n)=1 / n$, a decreasing adaptation gain, but when $\mu(n)$ tends to zero, one loses adaptability. The GN algorithm is a descent strategy utilizing approximate second order information, with the matrix $P(n)$ being an approximation of the inverse of the Hessian of $e_{o}(n)$ with respect to $\mathbf{W}(n)$. Note the similarity of (23.55) and (23.56) to (23.19) and (23.20). In fact, replacing $\mathbf{U}_{\text {of }}(n)$ in the GN algorithm with $\mathbf{U}_{e}(n)$, replacing $e_{o}(n)$ with $e_{e}(n)$, and setting $\mu(n)=(1-\lambda) /\left(1-\lambda^{n}\right)$, one recovers the RLS algorithm, though the interpretation of $P(n)$ in this form is slightly different. As $n$ gets large, the choice of constant $\lambda$ and $\mu=1-\lambda$ approximates RLS (with $0<\lambda<1$ ).

Precise convergence analyses of these two algorithms are quite involved and rely on a number of technical assumptions. Analyses fall into two categories. One approach treats the step size $\mu(n)$ in (23.42) and in (23.55) and (23.56) as aquantity that tendsto zero, satisfyingthefollowing properties:

$$
\begin{equation*}
\text { (1) } \mu(n) \rightarrow 0 \text {, (2) } \lim _{L \rightarrow \infty} \sum_{n=0}^{L} \mu(n) \rightarrow \infty \text {, (3) } \lim _{L \rightarrow \infty} \sum_{n=0}^{L} \mu^{2}(n)<\infty \text {; } \tag{23.57}
\end{equation*}
$$

for instance $\mu(n)=1 / n$, asnoted above. TheODE analysis of [15] appliesin thissituation. Assuming a decreasing step size is a necessary technicality to enable convergence of the adapted parameters to their optimum values in a random environment. The second approach allows $\mu$ to remain as a fixed, but small, step size, as in [3]. The results describe the probabilistic behavior of $\mathbf{W}(n)$ over finite intervals of time, with the extent of the interval increasing and the degree of variability of $\mathbf{W}(n)$ decreasing as the fixed value of $\mu$ becomes smaller.

H owever, in both cases, the conclusions are essentially the same. Thebehavior of these algorithms with small enough step size $\mu$ isto follow gradient descent of themean-squareoutput error $E\left\{e_{o}^{2}(n)\right\}$. We should note that a technical requirement for the analyses to remain valid is that signals within the adaptive filter remain bounded, and to insure this the stability for the polynomial $A\left(q^{-1}, n\right)$ must be maintained to ensure this requirement. Therefore, at each iteration of the gradient descent algorithm, one must check the stability of $A\left(q^{-1}, n\right)$ and, if it is unstable, prevent the update of the $a_{i}(n+1)$ values in $\mathbf{W}(n+1)$, or project $\mathbf{W}(n+1)$ back into the set of parameter vector values whose corresponding $A\left(q^{-1}, n\right)$ polynomial isstable[11, 15]. For direct-form adaptivefilters, this stability check can becomputationally burdensome, but it is necessary as the algorithm often fails to converge without its implementation, especially if $A_{\text {opt }}\left(q^{-1}\right)$ has roots near to the unit circle. Imposing a stability check at each iteration of the algorithm guarantees the following result.

Property 6: For the SG or GN algorithm with decreasing $\mu(n)$ satisfying (23.57), W (n) converges to a valuelocally minimizing the mean-squareoutput error or locks up on a point on thestability boundary where $\mathbf{W}$ represents a marginally stable filter. For the SG or GN algorithm with constant $\mu$ that is small enough, $\mathbf{W}(n)$ remains close in probability to a trajectory approaching a value locally minimizing the mean-square output error.

This property indicates that the value of $\mathbf{W}(n)$ found by these algorithms does in practice approach a local minimum of the mean-square output error surface. A stronger analytic statement of this expected convergence is unfortunately not possible, and in fact, the probability of large deviations of thealgorithmsfrom aminimum point becomeslargewith timewith constant $\mu$. As a practical matter, however, one can expect the parameter vector to approach and stay near a minimizing parameter value using these methods.

M ore problematic, however, is whether effective convergence to a global minimum is achieved. A thorough treatment of this issue appears in [16] and [27], with conclusions as follows.

Property 7: In the sufficient order case ( $y_{u} \equiv 0$ ) with an uncorrelated input $x(n)$, all minima of $E\left\{e_{o}^{2}(n)\right\}$ are global minima.

The same conclusion holds if $x(n)$ is generated as an ARM A process, given satisfaction of certain conditions on the orders of the adaptive filter, the unknown system, and the system generating $x(n)$; see [27] for details. H owever, in the undermodeled case ( $y_{u}(n) \not \equiv 0$ ), it is possible for the system to convergeto alocal but not global minimum. Several examples of this are presented in [16]. Since the insufficient order case will likely be the one encountered in practice, the possibility of convergenceto a local but not global minimum will always exist with these gradient descent output error al gorithms. It is possible that these local minima will provide a level of mean-square output error much greater than that obtained at theglobal minimum, so serious performancedegradation may result. H owever, any such minimum must correspond to a stable parametrization of theadaptivefilter, in contrast with theequation error methodsfor which thereis no such guaranteein themost general of circumstances.

We have the following summary. The output error gradient descent algorithms converge to a stablefilter parametrization that locally minimizes the mean-square output error. These algorithms are unbiased, and reach a global minimum, when $y_{u}(n) \equiv 0$, but when the true system has been undermodeled, convergence to a local but not global minimum is likely.

### 23.3.2 Output Error Algorithms Based on Stability Theory

One of the first adaptive IIR filters to be proposed employs the parameter update

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{o}(n) e_{o}(n) . \tag{23.58}
\end{equation*}
$$

This algorithm, often referred to as a pseudolinear regression, Landau's algorithm, or Feintuch's algorithm, wasproposed as an alternativeto thegradient descent algorithm of (23.42). Thisalgorithm is similar in form to (23.18), save that the regressor vector and error signal of the output error formulation appear in place of their equation error counterparts. In essence, the update in (23.58) ignores the nonlinear dependence of $e_{o}(n)$ on $\mathbf{W}(n)$, and takes the form of an algorithm for a linear regression, hence the label "pseudolinear" regression. One advantage of (23.58) over the algorithm in (23.42) is that the former is computationally simpler as it avoids the filtering operations necessary to generate (23.40). An additional requirement is needed for stability of the algorithm, however, as we now discuss.

The algorithm of (23.58) is one possibility among a broad range of algorithms studied in [21], given by

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) F\left(q^{-1}, n\right)\left[\mathbf{U}_{o}(n)\right] G\left(q^{-1}, n\right)\left[e_{o}(n)\right], \tag{23.59}
\end{equation*}
$$

where $F\left(q^{-1}, n\right)$ and $G\left(q^{-1}, n\right)$ are possibly time-varying filters, and where $F\left(q^{-1}, n\right)$ acting on the vector $\mathbf{U}_{o}(n)$ denotes an element-by-element filtering operation. We can see that setting $F\left(q^{-1}\right)=$ $G\left(q^{-1}\right)=1$ yields (23.58). The convergence of these algorithms have been studied using the theory of hyperstability and the theory of averaging [1]. For this reason, we classify this family as "stability theory based" approaches to adaptive IIR filtering. The method behind (23.59) can be understood
by considering the algorithm subclass represented by

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{o}(n) G\left(q^{-1}\right)\left[e_{o}(n)\right], \tag{23.60}
\end{equation*}
$$

which is known as the Simplified Hyperstable Adaptive Recursive Filter or SH ARF algorithm [12]. A GN-like alternative is

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu(n) P(n) \mathbf{U}_{o}(n) G\left(q^{-1}\right)\left[e_{o}(n)\right],  \tag{23.61}\\
P(n) & =\frac{1}{\lambda(n)}\left(P(n-1)-\frac{P(n-1) \mathbf{U}_{o}(n) \mathbf{U}_{o}^{T}(n) P(n-1)}{(\lambda(n) / \mu(n))+\mathbf{U}_{o}^{T}(n) P(n-1) \mathbf{U}_{o}(n)}\right) . \tag{23.62}
\end{align*}
$$

with again $\lambda(n)=1-\mu(n)$. Choice of $\mu(n), \lambda(n)$, and $P(0)$ aresimilar to thosefor other algorithms.
The averaging analyses applied in [21] to (23.60) and (23.61)-(23.62) obtain the following convergence results, with reference to Definitions 23.1 and 23.2 in the Introduction.

Property 8: If $G\left(q^{-1}\right) / A_{\text {opt }}\left(q^{-1}\right)$ is SPR and $\mathbf{U}_{m}(n)$ is a bounded, PE vector sequence, ${ }^{1}$ then when $y_{u}(n)=v(n)=0$, there exists a $\mu_{0}$ such that $0<\mu<\mu_{0}$ implies that (23.60) is locally exponentially stable about $\mathbf{W}=\mathbf{W}_{\text {opt }}$. It also follows that nonzero, but small, $y_{u}(n)$ and $v(n)$ result in a bounded perturbation of $\mathbf{W}$ from $\mathbf{W}_{\text {opt. }}$. If the SPR condition is strengthened to $\left(G\left(q^{-1}\right) / A_{\text {opt }}\left(q^{-1}\right)\right)-(1 / 2)$ being SPR, then the results apply to (23.61) and (23.62) with $\mu$ constant and small enough.

The essence of the analysis is to describe the average behavior of the parameter error $\widetilde{\mathbf{W}}(n)$ under (23.60) by

$$
\begin{equation*}
\widetilde{\mathbf{W}}_{\mathrm{avg}}(n+1)=[I-\mu R] \widetilde{\mathbf{W}}_{\mathrm{avg}}(n)+\mu \xi_{1}(n)+\mu^{2} \xi_{2}(n) . \tag{23.63}
\end{equation*}
$$

In (23.63), the signal $\xi_{1}(n)$ is a term dependent on $y_{u}(n)$ and $v(n)$, the signal $\xi_{2}(n)$ represents the approximation error made in linearizing and averaging the update, and the matrix $R$ is given by

$$
\begin{equation*}
R=\operatorname{avg}\left\{\mathbf{U}_{m}(n)\left(\frac{G\left(q^{-1}\right)}{A_{\text {opt }}\left(q^{-1}\right)}\left[\mathbf{U}_{m}(n)\right]\right)^{T}\right\} . \tag{23.64}
\end{equation*}
$$

The SPR and PE conditions imply that the eigenvalues of $R$ all have positive real part, so that $\mu$ may then bechosen small enough so that theeigenvalues of $I-\mu R$ areall lessthan onein magnitude. Then $\widetilde{\mathbf{W}}_{\text {avg }}(n+1)=[I-\mu R] \widetilde{\mathbf{W}}_{\text {avg }}(n)$ is exponentially stable, and Property 8 follows. The exponential stability of (23.63) is the property that allows the algorithm to behave robustly in the presence of a number of effects, including that the undermodeling [1].

The above convergence result is local in nature and is the best that can be stated for this class of algorithms in the general case. In the variation proposed for system identification by Landau and interpreted for adaptive filters by Johnson [10], a stronger statement of convergence can be made in the exact modeling case when $y_{u}(n)$ is zero and assuming that $v(n)=0$. In that situation, given satisfaction of the SPR and PE conditions, $\mathbf{W}(n)$ can be shown to converge to $\mathbf{W}_{\text {opt }}$. For nonzero $v(n)$, analyses with a vanishing step size $\mu(n) \rightarrow \infty$ have established this convergence, again assuming exact modeling, even in the presence of a correlated noise term $v(n)$ [20]. One advantage on this convergence result in comparison to the exact modeling convergenceresult for the gradient algorithm (23.42) is that thePE condition on theinput is less restrictive than the conditions that enable global convergence of the gradient algorithm. Nonetheless, in the undermodeled case, convergenceislocal in nature, and although therobustnessconferred by thelocal, exponential stability to some extent mitigates this problem, it represents a drawback to the practical application of these techniques.

[^27]A further drawback of this technique is the SPR condition that $G\left(q^{-1}\right) / A_{\text {opt }}\left(q^{-1}\right)$ must satisfy. Thepolynomial $A_{\text {opt }}\left(q^{-1}\right)$ is of courseunknown to the adaptivefilter designer, presenting difficulties in the selection of $G\left(q^{-1}\right)$ to ensure that $G\left(q^{-1}\right) / A_{\text {opt }}\left(q^{-1}\right)$ is SPR. Recent research into choices of filters $G\left(q^{-1}\right)$ that render $G\left(q^{-1}\right) / A_{\text {opt }}\left(q^{-1}\right)$ SPR for all $A_{\text {opt }}\left(q^{-1}\right)$ within a set of filters, a form of "robust SPR" result, has begun to address this issue[2], but the problem of selecting $G\left(q^{-1}\right)$ has not yet been completely resolved.

To summarize, for the SHARF algorithm and its cousins, we have convergence to unbiased parameter values guaranteed in the sufficient order case when there is adequate excitation and an SPR condition is satisfied. Satisfaction of theSPR condition cannot beguaranteed without a priori knowledge of the optimal filter, however. In the undermodeled case, no general results can be stated, but as long as the unmodeled component of the optimal filter is small in some sense, the exponential convergence in the sufficient order case implies stablebehavior in this situation. Filter order selection to makethe unmodeled component small again requires a priori knowledge about the optimal filter.

### 23.4 Equation-Error/Output-Error Hybrids

We have seen that equation error methods enjoy global convergence of their parameters, but suffer from parameter estimation bias, while output error methods enjoy unbiased parameter estimates while suffering from difficulties in their convergence properties. A number of algorithms have been proposed that in a sensestriveto combinethebest of both of these approaches. Themost important of these is the Steiglitz-McBride algorithm, which we consider in detail below. Several other algorithms in this class work by using convex combinations of terms in the equation error and output error parameter updates. Two such algorithms include the Bias Remedy Least M ean-Squares algorithm of [14] and the Composite Regressor Algorithm of [13]. We will not consider these algorithms here; for details, see [14] and [13].

### 23.4.1 The Steiglitz-McBride Family of Algorithms

TheSteiglitz-M cBride(SM ) algorithm is adapted from an off-line system identification method that iteratively minimizes the squared equation error criterion using prefiltered data. The prefiltering operations are based on the results of the previous iteration in such a way that the algorithm bears a close relationship to an output error approach.

A clear understanding of the algorithm in an adaptive filtering context is best obtained by first considering the original off-line method. Given a finite record of input and output sequences $x$ ( $n$ ) and $d(n)$, one first forms the equation error according to (23.16). The parameters of $A\left(q^{-1}\right)$ and $B\left(q^{-1}\right)$ minimizing the LS criterion for this error are then found, and the minimizing polynomials are labelled as $A^{(0)}\left(q^{-1}\right)$ and $B^{(0)}\left(q^{-1}\right)$. The SM method then proceeds iteratively by minimizing the LS criterion for

$$
\begin{equation*}
e_{e}^{(i)}(n)=A\left(q^{-1}\right) d_{f}^{(i)}(n)-B\left(q^{-1}\right) x_{f}^{(i)}(n) \tag{23.65}
\end{equation*}
$$

to find $A^{(i)}\left(q^{-1}\right)$ and $B^{(i)}\left(q^{-1}\right)$, where

$$
\begin{equation*}
d_{f}^{(i)}(n)=\frac{1}{A^{(i-1)}\left(q^{-1}\right)} d(n) ; \quad x_{f}^{(i)}(n)=\frac{1}{A^{(i-1)}\left(q^{-1}\right)} x(n) \tag{23.66}
\end{equation*}
$$

Notice that at each iteration, we find $A^{(i)}\left(q^{-1}\right)$ and $B^{(i)}\left(q^{-1}\right)$ through equation error minimization, for which we have globally convergent methods as discussed previously.

Let $A^{(\infty)}\left(q^{-1}\right), B^{(\infty)}\left(q^{-1}\right)$ denote the polynomials obtained at a convergence point of this algo-
rithm. Then minimizing the $L S$ criterion applied to

$$
\begin{equation*}
e_{e}^{(\infty)}(n)=A\left(q^{-1}\right) \frac{1}{A^{(\infty)}\left(q^{-1}\right)} d(n)-B\left(q^{-1}\right) \frac{1}{A^{(\infty)}\left(q^{-1}\right)} x(n) \tag{23.67}
\end{equation*}
$$

results again in $A\left(q^{-1}\right)=A^{(\infty)}\left(q^{-1}\right)$ and $B\left(q^{-1}\right)=B^{(\infty)}\left(q^{-1}\right)$ by virtue of this solution being a convergence point, and the error signal at this minimizing choice of parameters is

$$
\begin{equation*}
e_{e}^{(\infty)}(n)=d(n)-\frac{B^{(\infty)}\left(q^{-1}\right)}{A^{(\infty)}\left(q^{-1}\right)} x(n) . \tag{23.68}
\end{equation*}
$$

Comparing (23.68) to (23.37), we see that at a convergence point of the SM algorithm, $e_{e}^{(\infty)}(n)=$ $e_{o}(n)$, thereby drawing the connection between equation error and output error approaches in the SM approach. ${ }^{2}$ Because of thisconnection, oneexpectsthat the parameter bias problem is mitigated, and in fact this is the case, as demonstrated by the following property.

Property 9: [26] If $y_{u}(n) \equiv 0$ and $v(n)$ is white noise, then with $x(n)$ PE of order at least $N+M+$ $1, B\left(q^{-1}\right)=B_{\text {opt }}\left(q^{-1}\right)$ and $A\left(q^{-1}\right)=A_{\text {opt }}\left(q^{-1}\right)$ is the only convergence point of the SM algorithm, and this point is locally stable.
The local stability implies that if the initial denominator estimate $A^{(0)}\left(q^{-1}\right)$ is close enough to $A_{\text {opt }}\left(q^{-1}\right)$, then the algorithm converges to the unbiased solution in the uncorrelated noise case.
The on-line variation of the SM algorithm useful for adaptive filtering applications is given as follows. Set $x_{f}(n)$ as in (23.40) and set

$$
\begin{equation*}
d_{f}(n)=\frac{1}{A\left(q^{-1}, n+1\right)} d(n) . \tag{23.69}
\end{equation*}
$$

The $(n+1)$ index in the above filter is reasonable as only past $d_{f}(n)$ samples shall appear in the parameter updates at time $n$. Then by defining the SM regressor vector as

$$
\begin{equation*}
\mathbf{U}_{\text {ef }}(n)=\left[x_{f}(n) \cdots x_{f}(n-M)-d_{f}(n-1) \cdots-d_{f}(n-N)\right]^{T}, \tag{23.70}
\end{equation*}
$$

the algorithm is

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{\mathrm{ef}}(n) e_{o}(n) . \tag{23.71}
\end{equation*}
$$

Alternatively, we may employ the GN-style version given by

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu(n) P_{\text {ef }}(n) \mathbf{U}_{\text {ef }}(n) e_{o}(n),  \tag{23.72}\\
P_{\text {ef }}(n) & =\frac{1}{\lambda(n)}\left(P_{\text {ef }}(n-1)-\frac{P_{e f}(n-1) \mathbf{U}_{\text {ef }}(n) \mathbf{U}_{\text {ef }}^{T}(n) P_{e f}(n-1)}{(\lambda(n) / \mu(n))+\mathbf{U}_{e f}^{T}(n) P_{e f}(n-1) \mathbf{U}_{\text {ef }}(n)}\right), \tag{23.73}
\end{align*}
$$

with $\lambda(n), \mu(n)$, and $P(0)$ chosen in the same fashion as with the IV and GN algorithms. For these algorithms, the signal $e_{o}(n)$ is the output error, constructed as shown in Fig. 23.1, a reflection of the connection of the SM and output error approaches noted above. Also, note that $\mathbf{U}_{\text {ef }}(n)$ is a filtered version of the equation error regressor $\mathbf{U}_{e}(n)$, but with the time index of the filtering operation of (23.69) set to $n+1$ rather than $n$, reflecting the derivation of the algorithm from the iterative

[^28]off-line procedure. This form of the algorithm is only one of several variations; see [8] or [19] for others.

Assuming that one monitors and maintains the stability of the adapted polynomial $A\left(q^{-1}, n\right)$, in order that the signals $x_{f}(n)$ and $d_{f}(n)$ remain bounded, this algorithm has the following properties [19].

Property 10: [6] In the sufficient order case where $y_{u}(n) \equiv 0$ and with $v(n)$ an uncorrelated noise sequence and $x(n)$ PE of order at least $N+M+1$, theon-lineSM algorithm converges to $\mathbf{W}_{\infty}=\mathbf{W}_{\text {opt }}$ or locks up on the stability boundary.

Property 11: [19] In the sufficient order case where $y_{u}(n) \equiv 0$ with $v(n)$ a correlated sequence, and in the undermodeled case where $y_{u}(n) \not \equiv 0$, the existence of convergence points $\mathbf{W}_{\infty}$ of the on-line SM algorithm is not guaranteed, and if these convergence points exist, they are generally biased away from $\mathbf{W}_{\text {opt }}$.

Property 12: [19] In the undermodeled case with the order of the adaptive filter numerator and denominator both equal to $N$, and with $x(n)$ an uncorrelated sequence, then at the convergence points of the on-lineSM algorithm, if they exist,

$$
\begin{equation*}
E\left\{e_{o}^{2}(n)\right\} \leq \sigma_{N+1}^{2}+\frac{\max _{\omega} S_{v}\left(e^{j \omega}\right)-\sigma_{v}^{2}}{\sigma_{u}^{2}}+\sigma_{v}^{2}, \tag{23.74}
\end{equation*}
$$

where $\sigma_{N+1}$ is the $(N+1)^{\text {st }}$ Hankel singular value of $H(z)=H_{m}(z)+H_{u}(z)$ and where $S_{v}\left(e^{j \omega}\right)$ is the power spectral density function of $v(n)$.

Note that in the off-line version for either the sufficient order case with correlated $v(n)$ or the undermodeled case, the SM algorithm can possibly converge to a set of parameters yielding an unstable filter. The stability check and projection steps noted above will prevent such convergence in the on-line version, contributing in part to the possibility of non-convergence.

The pessimistic nature of Properties 11 and 12 with regard to existence of convergence points is somewhat unfair in the following sense. In practice, one finds that in most circumstances the SM algorithm does converge, and furthermore that the convergence point is close to theminimum of the mean-square output error surface [7]. Property 12 quantifies this closeness. The $(N+1)^{\text {st }}$ Hankel singular value of a transfer function is an upper bound for the minimum mean-square output error of an $N$ th order transfer function approximation [19, Ch.4]. Hence, one sees that $\mathbf{W}_{\infty}$ under the SM algorithm is guaranteed to remain close in this senseto $\mathbf{W}_{\text {opt }}$, and this fact remains true regardless of the existence or relative values of local minima on the mean-square output error surface.

Thesecond term in (23.74) describes theeffect of thenoiseterm. Thefact that $\max _{\omega} S_{v}\left(e^{j \omega}\right)=\sigma_{v}^{2}$ for uncorrelated $v(n)$ shows the disappearance of noise effects in that case. For strongly correlated $v(n)$, the effect of this noise term will increase, as the adaptive filter attempts to model the noise as well as the unknown system, and of course this effect is reduced as the signal-to-noise ratio of $d(n)$ is increased. One sees, then, that with strongly correlated noise, the SM algorithm may produce a significantly biased solution $\mathbf{W}_{\infty}$.

To summarize, given adequate excitation, the SM algorithm in the sufficient order case converges to unbiased parameter values when the noise $v(n)$ is uncorrelated, and generally converges to biased parameter values when $v(n)$ is correlated. The SM algorithm is not guaranteed to converge in the undermodeled case and, furthermore, if it converges, there is no general guarantee of stability of the resulting filter. However, a bound of the modeling error in these instances quantifies what can be considered as the good performance of the algorithm when it converges.

### 23.5 Altemate Parametrizations

Thus far we have couched our discussion of adaptive IIR filters in terms of a direct-form implementation of the system. Direct-form implementations suffer from poor finite precision effects both in terms of coefficient quantization and round-off effects in their computations. Furthermore, in output error adaptive IIR filtering, one must check the stability of the adaptive filter's denominator polynomial at each iteration. In direct-form implementations, this stability check is cumbersome and computationally expensive to implement. For these reasons, adaptive IIR filters implemented in alternative real izations such as parallel-form, cascade-form, and lattice-form have been proposed. For these structures, a stability check is easily implemented.

The SG and GN algorithms of (23.42), (23.55), and (23.56), respectively, are easily adapted for many of the alternate parametrizations. The resulting updates are

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu(n) \mathbf{U}_{\mathrm{alt}}(n) e_{o}(n) \tag{23.75}
\end{equation*}
$$

and

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)+\mu(n) P(n) \mathbf{U}_{\mathrm{alt}}(n) e_{o}(n)  \tag{23.76}\\
P(n) & =\frac{1}{\lambda(n)}\left(P(n-1)-\frac{P(n-1) \mathbf{U}_{\mathrm{alt}}(n) \mathbf{U}_{\mathrm{alt}}^{T}(n) P(n-1)}{(\lambda(n) / \mu(n))+\mathbf{U}_{\mathrm{alt}}^{T}(n) P(n-1) \mathbf{U}_{\mathrm{alt}}(n)}\right), \tag{23.77}
\end{align*}
$$

respectively, whereall signal definitions parallel thosefor thedirect-form algorithms, savethat $\mathbf{U}_{\text {alt }}(n)$ equals the gradient of the filter output with respect to the adapted parameters. Note that $\mathbf{U}_{\text {of }}(n)$ in (23.42), (23.55), and (23.56) is such a gradient for the direct-form implementation. The output gradient $\mathbf{U}_{\text {of }}(n)$ for the direct-form was constructed as shown in (23.40) and (23.41). For alternate parametrizations, these output gradients may be constructed as described in [29]. In [29], the implementation for a two-multiplier lattice adaptive IIR filter is shown, but the methodology is applicable to cascade and parallel implementations, resulting for instance in the same algorithm for the parallel-form filter that appears in [24]. We should note that the complexity of the output gradient generation may be an issue; however, implementations for parallel and cascade realizations exist wherethis complexity is equivalent to that of the direct form. Thelatticeimplementation of [29] presents a sizable computational burden in gradient generation, but the normalized lattice of [17] (see below) can be implemented with the same complexity as the direct form.

The convergence results we have noted for previous output error approaches for the most part apply as well for these alternate realizations. Differences in these results for cascade and parallel form filters stem from the fact that permutations of some of the filter parameters yield equivalent filter transfer functions, but these differences do not affect the convergence results. In general, gradient algorithms for alternate implementations appear to converge more slowly than their direct-form counterparts; however, the reasons for this difference in convergence speed are poorly understood.

Algorithms other than the gradient approach have not been extensively explored for the alternate parametrizations. There may be fundamental limitations in this regard. For direct-form implementations, the signals of the unknown system corresponding to internal states of the adaptive filter are available through the delayed outputs $d(n-i)$, and it is these signals that are used in the equation error-based algorithms. However, the analogous signals for alternate implementations are unavailable, and so equation error methods, as well as the Steiglitz-McBride approach, are a challenge to even devise, let alone implement. Stability theory-based approaches are difficult to formulate, and the results of [28] indicatethat simple algorithms of theform of (23.60) would not be stable in a wide set of operating conditions.

One promising alternate structure is the normalized lattice of [17]. The normalized structure is by nature stable, and hence no stability check is necessary in the adaptive algorithm. Furthermore, a
clever implementation of the output gradient calculation keeps the computational burden of the SG and GN algorithms for this normalized lattice comparable to direct-form implementations. Convergence rates for this structureappear to be comparableto thedirect-form structureas well [19]. While we have noted that SM approaches are, in general, infeasible for alternate parametrizations, it is in fact possibleto implement an SM algorithm for the normalized latticethrough use of an invertibility property held by stages of the lattice [17]. The convergence results we have noted for SM apply as well to the normalized lattice implementation.

We summarize as follows. Alternate parametrizations of adaptive IIR filters enable the stability of the adaptive system to be easily checked. Convergence results for gradient-based algorithmstypically apply to these alternate structures. However, the complexities of the gradient calculations can be large for certain systems, and Gauss-Newton approaches appear to be difficult to implement and stabilize for these systems.

### 23.6 Conclusions

Adaptive IIR filtering remains an open area of research. The preceding survey has examined a number of different approaches to algorithm design within this field. We have considered equation error algorithm designs, includingthewell-known LM Sand RLS algorithms, but also theIV approach and the more recent equation error algorithms with a unit-norm constraint. Output error algorithm designs that we have treated are gradient descent methods and methods based on stability theory. Somewherein between thesetwo categoriesistheSteiglitz-M cBrideapproach to adaptiveIIR filtering.

Each of these approaches has certain advantages but also disadvantages. We have evaluated each approach in terms of convergenceconditions and also with regard to thenature of thefilter parameters to which the algorithm converges. We havetaken special interest in whether the algorithm converges to or is biased away from the optimal filter parameters, both in the presence of undermodeling and also measurement noise effects, and a further concern has been the stability of the resulting filter. We have placed less emphasis on convergence speed, as this issue is highly dependent on the particular environment in which the filter is to operate.

Unfortunately, no onealgorithm possesses satisfactory properties in all of theseregards. Therefore, the choice of algorithm in a given application will depend on which property is most critical in the application setting. M eanwhile, research seeking improvement in adaptive IIR filtering algorithms continues.
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### 24.1 Introduction

Oneof theearliest and most successful applications of adaptivefilters is adaptivechannel equalization in digital communication systems. Using the standard least mean LMS algorithm, an adaptive equalizer is a finite-impulse-response FIR filter whose desired reference signal is a known training sequence sent by the transmitter over the unknown channel. The reliance of an adaptive channel equalizer on a training sequence requires that the transmitter cooperates by (often periodically) resending the training sequence, lowering the effective data rate of the communication link.

In many high-data-ratebandlimited digital communication systems, thetransmission of a training sequence is either impractical or very costly in terms of data throughput. Conventional LM S adaptive filters depending on the use of training sequences cannot be used. For this reason, blind adaptive channel equalization algorithmsthat do not rely on trainingsignalshavebeen developed. Usingthese "blind" algorithms, individual receivers can begin self-adaptation without transmitter assistance. This ability of blind startup also enables a blind equalizer to self-recover from system breakdowns. This self-recovery ability is critical in broadcast and multicast systems wherechannel variation often occurs.

In thissection, weprovidean introduction to thebasics of blind adaptiveequalization. Wedescribe commonly used blind algorithms, highlight important issues regarding convergence properties of various blind equalizers, outline common initialization tactics, present several open problems, and discuss recent advances in this field.

### 24.2 Channel Equalization in QAM Data Communication Systems

In data communication, digital signals are transmitted by the sender through an analog channel to the receiver. Nonideal analog media such as telephone cables and radio channels typically distort the transmitted signal.

Theproblem of blind channel equalization can bedescribed usingthesimplesystem diagram shown in Fig. 24.1. The complex baseband model for a typical QAM (quadrature amplitude modulated) data communication system consists of an unknown linear time invariant (LTI) channel $h(t)$ which representsall theinterconnectionsbetween thetransmitter and thereceiver at baseband. Thematched filter is also included in the LTI channel model. The baseband-equivalent transmitter generates a sequence of complex-valued random input data $\{a(n)\}$, each element of which belongs to a complex alphabet $\mathcal{A}$ (or constellation) of QAM symbols. Thedata sequence $\{a(n)\}$ issent through a basebandequivalent complex LTI channel whose output $x(t)$ is observed by the receiver. The function of the receiver is to estimate the original data $\{a(n)\}$ from the received signal $x(t)$.


FIGURE 24.1: Baseband representation of a QAM data communication system.

For a causal and complex-valued LTI communication channel with impulse response $h(t)$, the input/output relationship of the QAM system can be written as

$$
\begin{equation*}
x(t)=\sum_{n=-\infty}^{\infty} a(n) h\left(t-n T+t_{0}\right)+w(t), \quad a(n) \in \mathcal{A} \tag{24.1}
\end{equation*}
$$

where $T$ isthesymbol (or baud) period. Typically the channel noise $w(t)$ is assumed to bestationary, Gaussian, and independent of the channel input $a(n)$.

In typical communication systems, the matched filter output of the channel is sampled at the known symbol rate $1 / T$ assuming perfect timing recovery. For our model, the sampled channel output

$$
\begin{equation*}
x(n T)=\sum_{k=-\infty}^{\infty} a(k) h\left(n T-k T+t_{0}\right)+w(n T) \tag{24.2}
\end{equation*}
$$

is adiscretetimestationary process. Equation (24.2) relates thechannel input to the sampled matched filter output. Using the notations

$$
\begin{equation*}
x(n) \triangleq x(n T), \quad w(n) \triangleq w(n T), \quad \text { and } \quad h(n) \triangleq h\left(n T+t_{0}\right) \tag{24.3}
\end{equation*}
$$

the relationship in (24.2) can be written as

$$
\begin{equation*}
x(n)=\sum_{k=-\infty}^{\infty} a(k) h(n-k)+w(n) . \tag{24.4}
\end{equation*}
$$

When the channel is nonideal, its impulse response $h(n)$ is nonzero for $n \neq 0$. Consequently, undesirablesignal distortion is introduced as the channel output $x$ ( $n$ ) depends on multiple symbols in $\{a(n)\}$. This phenomenon, known as intersymbol interference (ISI), can severely corrupt the transmitted signal. ISI is usually caused by limited channel bandwidth, multipath, and channel fading in digital communication systems. A simple memoryless decision device acting on $x$ ( $n$ ) may not be able to recover the original data sequence under strong ISI. Channel equalization has proven to be an effective means of significant ISI removal. A comprehensive tutorial on nonblind adaptive channel equalization by Qureshi [2] contains detailed discussions on various aspects of channel equalization.


FIGURE 24.2: Adaptive blind equalization system.

Figure 24.2 shows the combined communication system with adaptive equal ization. In this system, the equalizer $G(z, \mathbf{W})$ is a linear FIR filter with parameter vector $\mathbf{W}$ designed to removethedistortion caused by channel ISI. The goal of the equalizer is to generate an output signal $y(n)$ that can be quantized to yield a reliable estimate of the channel input data as

$$
\begin{equation*}
\hat{a}(n)=Q(y(n))=a(n-\delta), \tag{24.5}
\end{equation*}
$$

where $\delta$ is a constant integer delay. Typically any constant but finite amount of delay introduced by the combined channel and equalizer is acceptable in communication systems.

The basic task of equalizing a linear channel can be translated to that task of identifying the equivalent discrete channel, defined in $z$-transform notation as

$$
\begin{equation*}
H(z)=\sum_{k=0}^{\infty} h(k) z^{-k} . \tag{24.6}
\end{equation*}
$$

With this notation, the channel output becomes

$$
\begin{equation*}
x(n)=H(z) a(n)+w(n) \tag{24.7}
\end{equation*}
$$

where $H(z) a(n)$ denotes linear filtering of the sequence $a(n)$ by the channel and $w(n)$ is a white (for a root-raised-cosine matched filter [2]) stationary noise with constant power spectrum $N_{0}$. Once


FIGURE 24.3: Decision-directed channel equalization algorithm.
the channel has been identified, the equalizer can be constructed according to the minimum mean square error (M M SE) criterion between the desired signal $a(n-\delta)$ and the output $y(n)$ as

$$
\begin{equation*}
G_{m m s e}(z, \mathbf{W})=\frac{H^{*}\left(z^{-1}\right) z^{-\delta}}{H(z) H^{*}\left(z^{-1}\right)+N_{0}}, \tag{24.8}
\end{equation*}
$$

where $*$ denotes complex conjugate. Alternatively, if the zero-forcing (ZF) criterion is employed, then theoptimum ZF equalizer is

$$
\begin{equation*}
G_{z f}(z, \mathbf{W})=\frac{z^{-\delta}}{H(z)}, \tag{24.9}
\end{equation*}
$$

which causes the combined channel-equalizer response to become a purely $\delta$-sample delay with zero ISI. ZF equalizerstend to perform poorly when thechannel noiseissignificant and when thechannels $H(z)$ have zeros near the unit circle.

Both the M M SE equalizer (24.8) and the ZF equalizer (24.9) are of a general infinite impulse response (IIR) form. However, adaptive linear equalizers are usually implemented as FIR filters due to the difficulties inherent in adapting IIR filters. Adaptation isthen based on a well-defined criterion such as the M M SE between the ideal IIR and truncated FIR impulse responses or the M M SE between the training signal and the equalizer output.

### 24.3 Decision-Directed Adaptive Channel Equalizer

Adaptive channel equalization was first developed by Lucky [1] for telephone channels. Figure 24.3 depicts the traditional adaptive equalizer. The equalizer begins adaptation with the assistance of a known training sequence initially transmitted over the channel. Since the training signal is known, standard gradient-based adaptive algorithms such as the LM S algorithm can be used to adjust the equalizer coefficientsto minimizethemean squareerror (M SE) between the equalizer output and the training sequence. It is assumed that the equalizer coefficients are sufficiently close to their optimum values and that much of the ISI is removed by the end of the training period. Once the channel input sequence $\{a(n)\}$ can be accurately recovered from the equalizer output through a memoryless decision device such as a quantizer, the system is switched to the decision-directed mode whereby the adaptive equalizer obtains its reference signal from the decision output.

One can construct a blind equalizer by employing decision-directed adaptation without a training sequence. The algorithm minimizes the M SE between the quantizer output

$$
\begin{equation*}
\hat{a}(n-\delta)=Q(y(n)) \tag{24.10}
\end{equation*}
$$

and theequalizer output $y(n)$. Naturally, the performanceof thedecision-directed algorithm depends on the accuracy of the estimate $Q(y(n))$ for the true symbol $a(n-\delta)$. Undesirable convergenceto a local minimum with severe residual ISI can occur in this situation such that $Q(y(n))$ and $a(n-\delta)$ differ sufficiently often. Thus, the challenge of blind equalization lies in the design of special adaptive algorithms that eliminate the need for training without compromising the desired convergence to near the optimum M M SE or ZF equalizer coefficients.

### 24.4 Basic Facts on Blind Adaptive Equalization

In blind equalization, the desired signal or input to the channel is unknown to the receiver, except for its probabilistic or statistical properties over some known alphabet $\mathcal{A}$. As both the channel $h(n)$ and its input $a(n)$ are unknown, the objective of blind equalization is to recover the unknown input sequence based solely on its probabilistic and statistical properties.

The first comprehensive analytical study of the blind equalization problem was presented by Benveniste, Goursat, and Ruget in 1980 [3]. In fact, the very term "blind equalization" can beattributed to Benveniste and Goursat from the title of their 1984 paper [4]. The seminal paper of Benveniste et al. [3] established the connection between the task of blind equalization and the use of higher order statistics of the channel output. Through rigorous analysis, they generalized the original Sato algorithm [5] into a class of algorithms based on non-M SE cost functions. More importantly, the convergence properties of the proposed algorithms were carefully investigated. Based on the work of [3], the following facts about blind equalization are generally noted:

1. Second order statistics of $x(n)$ alone only provide the magnitude information of the linear channel and are insufficient for blind equalization of a mixed phase channel $H(z)$ containing zeros inside and outside the unit circle in the $z$-plane.
2. A mixed phaselinear channel $H(z)$ cannot beidentified from its outputs when the input signal is i.i.d. Gaussian, since only second order statistical information is available.
3. Although the exact inverse of a nonminimum phase channel is unstable, a truncated anticausal expansion can bedelayed by $\delta$ to allow a causal approximation to aZF equalizer.
4. ZF equalizers cannot be implemented for channels $H(z)$ with zeros on the unit circle.
5. The symmetry of QAM constellations $\mathcal{A} \subset \mathbb{C}$ causes an inherent phase ambiguity in the estimate of thechannel input sequenceor theunknown channel when input to thechannel is uniformly distributed over $\mathcal{A}$. This phase ambiguity can be overcome by differential encoding of the channel input.
Due to the absence of a training signal, it is important to exploit various available information about theinput symbol and thechannel output to improvethequality of blind equalization. Usually, the following information is available to the receiver for blind equalization:

- The power spectral density (PSD) of the channel output signal $x(t)$, which contains information on the magnitude of the channel transfer function;
- The higher-order statistics (HOS) of the $T$-sampled channel output $\{x(k T)\}$, which contains information on the phase of the channel transfer function;
- Cyclostationary second and higher order statistics of thechannel outputsignal $x(t)$, which contain additional phase information of the channel; and
- The finite channel input alphabet, which can be used to design quantizers or decision devices with memory to improve the reliability of the channel input estimate.

Naturally in some cases, these information sources are not necessarily independent as they contain overlapping information. Efficient and effective blind equalization schemes are more likely to be
designed when all useful information is exploited at thereceiver. We now describevarious al gorithms for blind channel identification and equalization.

### 24.5 Adaptive Algorithms and Notations

There are basically two different approaches to the problem of blind equalization. The stochastic gradient descent (SGD) approach iteratively minimizesachosen cost function over all possiblechoices of the equalizer coefficients, whilethestatistical approach uses sufficient stationary statistics collected over a block of received data for channel identification or equalization. The latter approach often exploits higher order or cyclostationary statistical information directly. In this discussion, we focus on the the adaptive online equalization methods employing the the gradient descent approach, as these methods are most closely related to other topics in this chapter. Consequently, the design of special, non-M SE cost functions that implicitly exploits the HOS of the channel output is the key issue in our methods and discussions.

For reasons of practicality and ease of adaptation, a linear channel equalizer is typically implemented as an FIR filter $G(z, \mathbf{W})$. Denote the equalizer parameter vector as

$$
\mathbf{W} \triangleq\left[\begin{array}{llll}
w_{0} & w_{1} & \cdots & w_{m}
\end{array}\right]^{T}, \quad m<\infty .
$$

In addition, define the received signal vector as

$$
\mathbf{X}(n) \triangleq\left[\begin{array}{llll}
x(n) & x(n-1) & \ldots & x(n-m) \tag{24.11}
\end{array}\right]^{T} .
$$

The output signal of the linear equalizer is thus

$$
\begin{align*}
y(n) & =\mathbf{W}^{T} \mathbf{X}(n) \\
& =G(z, \mathbf{W})\{x(n)\} \tag{24.12}
\end{align*}
$$

where we have defined the equalizer transfer function as

$$
\begin{equation*}
G(z, \mathbf{W})=\sum_{i=0}^{m} w_{i} z^{-i} \tag{24.13}
\end{equation*}
$$

All the ISI is removed by a ZF equalizer if

$$
\begin{equation*}
H(z) G(z, \mathbf{W})=g z^{-\delta}, \quad g \neq 0 \tag{24.14}
\end{equation*}
$$

such that the noiseless equalizer output becomes $y(n)=g a(n-\delta)$, where $g$ is a complex-valued scaling factor. Hence, a ZF equalizer attempts to achieve the inverse of the channel transfer function with a possible gain difference $g$ and/or a constant time delay $\delta$.

Denoting the parameter vector of the equalizer at sampleinstant $n$ as $\mathbf{W}$ ( $n$ ), the conventional LM S adaptive equalizer employing a training sequence is given by

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu[a(n-\delta)-y(n)] \mathbf{X}(n), \tag{24.15}
\end{equation*}
$$

where .* denotes complex conjugates and $\mu$ is a small positive stepsize. Naturally, this algorithm requires that the channel input $a(n-\delta)$ be available. The equalizer iteratively minimizes the M SE cost function

$$
E\left\{\left|e_{n}\right|^{2}\right\}=E\left\{|a(n-\delta)-y(n)|^{2}\right\}
$$

If the M SE is so small after training that the equalizer output $y(n)$ is a close estimate of the true channel input $a(n-\delta)$, then $Q(y(n))$ can replace $a(n-\delta)$ in a decision-directed algorithm that continues to track modest time variations in the channel dynamics [2].

In blind equalization, the channel input $a(n-\delta)$ is unavailable, and thus different minimization criteria are explored. The crudest blind equalization algorithm is the decision-directed scheme that updates the adaptive equalizer coefficients as

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)+\mu[Q(y(n))-y(n)] \mathbf{X}^{*}(n) . \tag{24.16}
\end{equation*}
$$

The performance of the decision-directed algorithm depends on how close $\mathbf{W}(n)$ is to its optimum setting $\mathbf{W}_{\text {opt }}$ under the M M SE or the ZF criterion. The closer $\mathbf{W}(n)$ is to $\mathbf{W}_{\text {opt }}$, the smaller the ISI is and the more accurate the estimate $Q(y(n))$ is to $a(n-\delta)$. Consequently, the algorithm in (24.16) is likely to converge to $\mathbf{W}_{\text {opt }}$ if $\mathbf{W}(n)$ is initially close to $\mathbf{W}_{\text {opt }}$. The validity of this intuitive argument is shown analytically in $[6,7]$. On the other hand, $\mathbf{W}(n)$ can also converge to parameter values that do not remove sufficient ISI from certain initial parameter values $\mathbf{W}(0)$, as $Q(y(n)) \neq a(n-\delta)$ sufficiently often in some cases [6, 7].

The ability of the equalizer to achieve the desired convergence result when it is initialized with sufficiently small ISI accounts for the key role that the decision-directed algorithm plays in channel equalization. In the system of Fig. 24.3, the training session is designed to help $\mathbf{W}$ ( $n$ ) converge to a parameter vector such that most of the ISI has been removed, from which adaptation can be switched to the decision-directed mode. Without direct training, a blind equalization algorithm is therefore used to provide a good initialization for the decision-directed equalizer because of the decision-directed equalizer's poor convergence behavior under high ISI.

### 24.6 Mean Cost Functions and Associated Algorithms

Under thezero-forcing criterion, theobjectiveof theblind equalizer isto adjust $\mathbf{W}$ ( $n$ ) such that (24.14) can be achieved using a suitable rule of self-adaptation. We now describe the general methodology of blind adaptation and introduce several popular algorithms.

Unless otherwisestated, wefocus on theblind equalization of pulse-amplitudemodulation (PAM) signals, in which the input symbol is uniformly distributed over the following $M$ levels,

$$
\begin{equation*}
\{ \pm(M-1) d, \pm(M-3) d, \ldots, \pm 3 d, \pm d\}, \quad M \text { even } \tag{24.17}
\end{equation*}
$$

We study this particular case because (1) algorithms are often defined only for real signals when first developed [3, 5], and (2) the extension to complex (QAM ) systems is generally straightforward [4].

Blind adaptive equalization algorithms are often designed by minimizing special non-M SE cost functions that do not involve the use of theoriginal input $a(n)$ but still reflect the current level of ISI in the equalizer output. Define the mean cost function as

$$
\begin{equation*}
J(\mathbf{W}) \triangleq E\{\Psi(y(n))\} \tag{24.18}
\end{equation*}
$$

where $\Psi(\cdot)$ is a scalar function of its argument. The mean cost function $J(\mathbf{W})$ should be specified such that its minimum point $\mathbf{W}$ corresponds to a minimum ISI or M SE condition. Because of the symmetric distribution of $a(n)$ over $\mathcal{A}$ in 24.17, the function $\Psi$ should be even $(\Psi(-x)=\Psi(x))$, so that both $y(n)=a(n-\delta)$ and $y(n)=-a(n-\delta)$ are desired objectives or global minima of the mean cost function.

Using 24.18, the stochastic gradient descent minimization algorithm is easily derived as [3]

$$
\begin{align*}
\mathbf{W}(n+1) & =\mathbf{W}(n)-\mu \cdot \frac{\partial}{\partial \mathbf{W}(n)} \Psi(y(n)) \\
& =\mathbf{W}(n)-\mu \cdot \Psi^{\prime}\left(\mathbf{X}^{T}(n) \mathbf{W}(n)\right) \mathbf{X}^{*}(n) \tag{24.19}
\end{align*}
$$

Define the first derivative of $\Psi$ as

$$
\psi(x) \triangleq \Psi^{\prime}(x)=\frac{\partial}{\partial x} \Psi(x)
$$

The resulting blind equalization algorithm can then be written as

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)-\mu \psi\left(\mathbf{X}^{T}(n) \mathbf{W}(n)\right) \mathbf{X}^{*}(n) \tag{24.20}
\end{equation*}
$$

Hence, a blind equalizer can either be defined by its cost function $\Psi(x)$, or equivalently, by the derivative $\psi(x)$ of its cost function, which is also called the error function since it replaces the prediction error in the LM S algorithm. Correspondingly, we have the following relationship:

M inima of the mean cost $J(\mathbf{W}) \Longleftrightarrow$ Stable equilibria of the algorithm in (24.20).
The design of the blind equalizer thus translates into the selection of the function $\Psi$ (or $\psi$ ) such that local minima of $J(\mathbf{W})$, or equivalently, the locally stable equilibria of the algorithm (24.20) correspond to a significant removal of ISI in the equalizer output.

### 24.6.1 The Sato Algorithm

The first blind equalizer for multilevel PAM signals was introduced by Sato [5] and is defined by the error function

$$
\begin{equation*}
\psi_{1}(y(n))=y(n)-R_{1} \operatorname{sgn}(y(n)), \tag{24.21}
\end{equation*}
$$

where

$$
R_{1} \triangleq \frac{E|a(n)|^{2}}{E|a(n)|}
$$

Clearly, theSato algorithm effectively replaces $a(n-\delta)$ with $R_{1} \operatorname{sgn}(y(n))$, known astheslicer output. Themultilevel PAM signal is viewed as an equivalent binary input signal in this case, so that theerror function often has the same sign for adaptation as the LM S error $y(n)-a(n-\delta)$.

### 24.6.2 BGR Extensions of Sato Algorithm

The Sato algorithm was extended by Benveniste, Goursat, and Ruget [3] who introduced a class of error functions given by

$$
\begin{equation*}
\psi_{b}(y(n))=\tilde{\psi}(y(n))-R_{b} \operatorname{sgn}(y(n)) \tag{24.22}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{b} \triangleq \frac{E\{\tilde{\psi}(a(n)) a(n)\}}{E|a(n)|} \tag{24.23}
\end{equation*}
$$

Here, $\tilde{\psi}(x)$ is an odd and twice differentiable function satisfying

$$
\begin{equation*}
\tilde{\psi}^{\prime \prime}(x) \geq 0, \quad \forall x \geq 0 \tag{24.24}
\end{equation*}
$$

The use of the function $\tilde{\psi}$ generalizes the linear function $\tilde{\psi}(x)=x$ in the Sato algorithm. The class of algorithms satisfying (24.22) and (24.24) are called BGR algorithms. They are individually represented by the explicit specification of the $\tilde{\psi}$ function, as with the Sato algorithm.

The generalization of these algorithms to complex signals (QAM) and complex equalizer parameters is straightforward by separating signals into their real and the imaginary as

$$
\begin{equation*}
\psi_{b}(y(n))=\tilde{\psi}(\operatorname{Re}[y(n)])-R_{b} \operatorname{sgn}(\operatorname{Re}[y(n)])+j\left\{\tilde{\psi}(\operatorname{Im}[y(n)])-R_{b} \operatorname{sgn}(\operatorname{Im}[y(n)])\right\} . \tag{24.25}
\end{equation*}
$$

### 24.6.3 Constant Modulus or Godard Algorithms

Integrating the Sato error function $\psi_{1}(x)$ shows that the Sato algorithm has an equivalent cost function

$$
\Psi_{1}(y(n))=\frac{1}{2}\left(|y(n)|-R_{1}\right)^{2} .
$$

This cost function was generalized by Godard into another class of algorithms that are specified by the cost functions [8]

$$
\begin{equation*}
\Psi_{q}(y(n))=\frac{1}{2 q}\left(|y(n)|^{q}-R_{q}\right)^{2}, \quad q=1,2, \ldots \tag{24.26}
\end{equation*}
$$

where

$$
R_{q} \triangleq \frac{E|a(n)|^{2 q}}{E|a(n)|^{q}}
$$

This class of Godard algorithms is indexed by the positive integer $q$. Using the stochastic gradient descent approach, the Godard algorithms given by

$$
\begin{equation*}
\mathbf{W}(n+1)=\mathbf{W}(n)-\mu\left(\left|\mathbf{X}(n)^{H} \mathbf{W}(n)\right|^{q}-R_{q}\right)\left|\mathbf{X}(n)^{T} \mathbf{W}(n)\right|^{q-2} \mathbf{X}(n)^{T} \mathbf{W}(n) \mathbf{X}^{*}(n) . \tag{24.27}
\end{equation*}
$$

The Godard algorithm for the case $q=2$ was independently developed as the "constant modulus algorithm" (CM A) by Treichler and co-workers [9] using the philosophy of property restoral. For channel input signal that has a constant modulus $|a(n)|^{2}=R_{2}$, theCM A equalizer penalizes output samples $y(n)$ that do not have the desired constant modulus characteristics. The modulus error is simply

$$
e(n)=|y(n)|^{2}-R_{2},
$$

and the squaring of this error yields the constant modulus cost function that is the identical to the Godard cost function.

This modulus restoral concept has a particular advantage in that it allows the equalizer to be adapted independent of carrier recovery. A carrier frequency offset of $\Delta_{f}$ causes a possible phase rotation of the equalizer output so that

$$
y(n)=|y(n)| \exp \left[j\left(2 \pi \Delta_{f} n+\phi(n)\right)\right] .
$$

BecausetheCM A cost function isinsensitiveto the phase of $y(n)$, the equalizer parameter adaptation can occur independently and simultaneously with the operation of the carrier recovery system. This property also allows CM A to be applied to analog modulation signals with constant amplitude such as those using frequency or phase modulation [9].

### 24.6.4 Stop-and-Go Algorithms

Given the standard form of the blind equalization algorithm in (24.20), it is apparent that the convergence characteristics of these algorithms are largely determined by the sign of the error signal $\psi(y(n))$. In order for the coefficients of a blind equalizer to converge to the vicinity of theoptimum M M SE solution asobserved through LM Sadaptation, thesign of itserror signal should agreewith the sign of theLM S prediction error $y(n)-a(n-\delta)$ most of thetime. Slow convergence or convergence of the parameters to local minima of the cost function $J(\mathbf{W})$ that do not provide proper equalization can occur if the signs of these two errors differ sufficiently often. In order to improvethe convergence properties of blind equalizers, the so-called "stop-and-go" methodology was proposed by Picchi et al. [10]. We now describe its simple concept.

The idea behind the stop-and-go algorithms is to allow adaptation "to go" only when the error function is more likely to have the correct sign for the gradient descent direction. Since there are several criteria for blind equalization, one can expect a more accurate descent direction when more than oneof the existing algorithms providethe samesign of theerror function. When theerror signs differ for a particular output sample, parameter adaptation is "stopped". Consider two algorithms with error functions $\psi_{1}(y)$ and $\psi_{2}(y)$. We can devise the following stop-and-go algorithm:

$$
\mathbf{W}(k+1)= \begin{cases}\mathbf{W}(k)-\mu \psi_{1}(y(n)) \mathbf{X}^{*}(n), & \text { if } \operatorname{sgn}\left[\psi_{1}(y(n))\right]=\operatorname{sgn}\left[\psi_{2}(y(n))\right] ;  \tag{24.28}\\ \mathbf{W}(k), & \text { if } \operatorname{sgn}\left[\psi_{1}(y(n))\right] \neq \operatorname{sgn}\left[\psi_{2}(y(n))\right]\end{cases}
$$

In their work, Picchi and Prati combined only the Sato and the decision-directed algorithms with faster convergence results through the corresponding error function

$$
\psi(y(n))=\frac{1}{2}(y(n)-Q(y(n)))+\frac{1}{2}|y(n)-Q(y(n))| \operatorname{sgn}\left(y(n)-R_{1} \operatorname{sgn}(y(n))\right) .
$$

However, given the number of existing algorithms, the stop-and-go methodology can include many different combinationsof error functions. Onethat combines Sato and Godard algorithms wastested by Hatzinakos [11].

### 24.6.5 Shal vi and Weinstein Algorithms

Unlike previously introduced algorithms, the methods of Shalvi-Weinstein [12] are based on higher order statistics of the equalizer output. Define the kurtosis of the equalizer output signal $y(n)$ as

$$
\begin{equation*}
K_{y} \triangleq E\left|y(n)^{4}\right|-2 E^{2}\left|y(n)^{2}\right|-\left|E\left\{y(n)^{2}\right\}\right|^{2} \tag{24.29}
\end{equation*}
$$

TheShalvi-Weinstein algorithm maximizes $\left|K_{y}\right|$ subject to theconstant power constraint $E|y(n)|^{2}=$ $E\left|a(n)^{2}\right|$. Define $c_{n}$ as the combined channel-equalizer impulse response given by

$$
\begin{equation*}
c_{n}=\sum_{k=0}^{m} h_{k} w_{n-k}, \quad-\infty<n<\infty . \tag{24.30}
\end{equation*}
$$

Using the fact that $a(n)$ is i.i.d., it can be shown [13] that

$$
\begin{align*}
E\left|y(n)^{2}\right| & =E\left|a(n)^{2}\right| \sum_{i=-\infty}^{\infty}\left|c_{i}\right|^{2}  \tag{24.31}\\
K_{y} & =K_{a} \sum\left|c_{n}\right|^{4} \tag{24.32}
\end{align*}
$$

where $K_{a}$ is the kurtosis of the channel input, a quantity that is nonzero for most QAM and PAM signals. Hence, the Shalvi-Weinstein equalizer is equivalent to the following criterion:

$$
\begin{equation*}
\text { maximize } \quad \sum_{n=-\infty}^{\infty}\left|c_{n}\right|^{4} \quad \text { subject to } \quad \sum_{n=-\infty}^{\infty}\left|c_{n}\right|^{2}=1 . \tag{24.33}
\end{equation*}
$$

It can be shown [14] that there is a one-to-one correspondence between the minima of the cost function surfacesearched by this algorithm and those of theGodard algorithm with $q=2$. However, the methods of adaptation given in [12] can exhibit convergence characteristics different from those of the CMA.

### 24.6.6 Summary

O ver the years, there have been many attempts to derive new algorithms and equalization methods that are more reliable and faster than the existing methods. Nonetheless, the algorithms presented above are still the most commonly used methods in blind equalization due to their computational simplicity and practical effectiveness. In particular, CM A has proven to be useful not only in blind equalization but also in blind array signal processing systems. Becauseit does not rely on the accuracy of the decision device output nor the knowledge of the channel input signal constellation, CM A is a versatile algorithm that can be used not only for digital communication signals but also for analog signals that do not conform to a finite constellation alphabet.


FIGURE 24.4: An example of a CM A equalizer in a 64 QAM communication system.

As a practical example, consider a QAM system in which the channel impulse response is shown in Fig. 24.4(a). This sampled composite channel response results from a continuous time system in which the transmitter and receiver filters both have identical root-raised cosine frequency response with the roll-off factor of 0.13 , while the channel between the two filters is nonideal with several nondominant multipaths. The channel input signal is generated from a rectangular 64-QAM constellation as shown in Fig. 24.4(b). The channel output points areshown in Fig. 24.4(c). Thechannel output signal clearly has significant ISI such that a simple quantizer based on the nearest neighbor principle is likely to make many decision errors. We use a CM A equalizer with 25 parameter taps. The equalizer input is normalized by its power and a stepsize $\mu=10^{-3}$ is used in the CM A adaptation. After 20,000 iterations, the final equalizer output after parameter convergence is shown in Fig. 24.4(d). The tighter clustering of the equalizer output shows that the decision error rate will be very low so that theequalizer can be switched to thedecision-directed or decision-feedback algorithm mode at this point.

### 24.7 Initialization and Convergence of Blind Equalizers

Thesuccess and effectiveness of a QAM blind equalization algorithm clearly hinges on its convergence behavior in practical QAM systems with distortivechannels. A desired globally convergent algorithm should only producestableequilibriathat arecloseto theoptimum M M SE or ZF equalizer coefficients. If an equalization algorithm has local equilibria, then theinitial equalizer parameter values arecritical in determining the final values of parameters at convergence. Due to the analytical difficulty in locating and characterizing these local minima, most analytical studies of blind equalizers focus on the noiseless environment. For noiseless channels, the optimum M M SE and ZF equalizers are identical. The goal in the noiseless system is to remove sufficient ISI so that the open eye condition or errorless decision output, given by

$$
Q(y(n))=a(n-\delta),
$$

holds.
Although the problem of blind equalization has been studied for over two decades, useful convergence analyses of most blind adaptive algorithms have proven to be difficult to perform. While somerecent analytical results havehelped to characterizethebehavior of several popular algorithms, the overall knowledge of the behaviors of most known effective algorithms is still quite limited. Consequently, practical implementations of blind equalizers still employ heuristic measures to improve their convergencecharacteristics. We summarize several issues regarding the convergence and initialization of blind equalizers in this subsection.

### 24.7.1 A Common Analysis Approach

Although many readers may be surprised by the apparent lack of convergence proofs for most blind equalization algorithms, a closer look at the cost functions for these algorithms shows the analytical difficulty of the problem. Specifically, the stable stationary points of the blind algorithm in (24.20) correspond to the local minima of the mean cost function

$$
\begin{equation*}
J(\mathbf{W})=E\left\{\Psi\left(\sum_{i=0}^{m} w_{i} x(n-i)\right)\right\} . \tag{24.34}
\end{equation*}
$$

The convergence of the adaptive al gorithm is thus determined by the geometry of the error function $J(\mathbf{W})$ over the equalizer parameters $\left\{w_{i}\right\}$. An analysis of the convergence of the algorithm in terms of its parameters $\left\{w_{i}\right\}$ is difficult because the statistical characterization of the channel output signal $x(n)$ is highly dependent on the channel impulse response. For this reason, most blind equalization algorithms have initially been presented with only simulation results and without a rigorous convergence analysis.

Faced with this difficulty, several researchers have studied the global behavior of the equalizer in the combined parameter space $c_{i}$ of (24.30) since

$$
\begin{equation*}
J(\mathbf{W})=E\left\{\Psi\left(\sum_{i=-\infty}^{\infty} w_{i} x(n-i)\right)\right\}=E\left\{\Psi\left(\sum_{i=-\infty}^{\infty} c_{i} a(n-i)\right)\right\} \tag{24.35}
\end{equation*}
$$

Because theprobabilistic information of thesignal $a(n)$ iscompletely known, theconvergenceanalysis of the $c_{i}$ parameterstends to be much simpler than that of the equalizer parameters $w_{i}$. Thefollowing convergence results are known from these analyses:

- For channel input signals with uniform or sub-Gaussian probability distributions, Sato and BGR algorithmsareglobally convergent under zero channel noise. Thecorresponding cost functions only have global minima at parameter settings that result in zero ISI [3].
- For uniform and discrete PAM channel input distributions, undesirable local minima of theSato and theBGR algorithms exist that do not satisfy theopen-eyecondition [6, 7, 16].
- For uniform and discrete PAM (or QAM) channel input distributions, the Godard algorithm with $q=2$ (CM A) and the Shalvi-Weinstein algorithm have no local minima under zero channel noise. Only global minima exist at parameter settings that result in zero ISI $[12,15]$. In other words, all minima satisfy the zero-forcing condition

$$
c_{n}^{2}= \begin{cases}1, & n=\delta  \tag{24.36}\\ 0, & n \neq \delta .\end{cases}
$$

### 24.7.2 Local Convergence of Blind Equalizers

In order for the convergence analysis of the $c_{i}$ parametersto be valid for the $w_{i}$ parameters, a one-toone linear mapping must exist between the two parameter spaces. A cost function of two variables will still have the same number of minima, maxima, and saddle points after a linear one-to-one coordinate change. On the other hand, a mapping that is not one-to-one can turn a nonstationary or saddle point into a local minimum.

If a one-to-one linear mapping exists between the two parameter spaces $\left\{w_{i}\right\}$ and $\left\{c_{i}\right\}$, then a stationary point for the equalizer coefficients $w_{i}$ must correspond to a stationary point in the $c_{i}$ parameters. Consequently, the convergence properties in the $c_{i}$ parameter space will be equivalent to those in the $w_{i}$ parameter space. However, $c_{i}=\sum_{k=0}^{m} h_{k} w_{i-k}$ does not provide a one-to-one mapping. The linear mapping is one to-one if and only if $c_{i}=\sum_{k=-\infty}^{\infty} h_{k} w_{i-k}$, i.e., the equalizer coefficients $w_{i}$ must exist for $-\infty<i<\infty$.

In this case, the equalizer parameter vector $\mathbf{W}$ needs to be doubly infinite. Hence, unless the equalizer has an infinite number of parameters and is infinitely non-causal, the convergence behavior of the $c_{i}$ parameters do not completely characterize the behavior of the finitelength equalizer [17].

Undesirable local convergenceof the Godard al gorithm to a high ISI equalizer was initially thought to be impossible due to some over-zealous interpretations of the global convergence results in the combined $c_{i}$ space [15]. The local convergence of the Godard ( $q=2$ ) algorithm or CMA is accurately analyzed by Ding et al. [18], where it is shown that even for noiseless channels whose ISI can be completely eliminated by an FIR equalizer, there can be local convergence of this equalizer to undesirable minima of the cost surface. Furthermore, these equilibria still remain under moderate channel noise. Based on the convergence similarity between the Godard algorithm and the ShalviWeinstein algorithm, thelocal convergence of the Shalvi-Weinstein algorithm to undesirableminima is established in [14]. Using a similar method, Sato and BGR algorithms have also been seen to have additional local minima previously undetected in the combined parameter space [16].

The proof that existing blind equalization algorithms previously thought to be robust can converge to poor solutions demonstrates that rigorous convergence analyses of blind equalizers must be based on the actual equalizer coefficients. M oreover, the undesirablelocal convergence behavior of existing algorithms indicates the importance of algorithm parameter initialization, which can avoid these local convergent points.

### 24.7.3 Initialization Issues

In [19], it is shown that local minima of a CM A equalizer cost surface tend to exist near M M SE parameter settings if the delay $\delta$ is chosen to betoo short or too long. In other words, convergence to local minima is more likely to occur when the equal izer haslargetap weights concentrated near either end of the finite equalizer coefficient vector. This type of lopsided parameter weight distribution was also suggested in [15] as being indicative of a local convergence phenomenon. To avoid local convergence to a lopsided tap weight vector, Foschini [15] introduced a tap-centering initialization
strategy that requires thegravity center of theequalizer coefficient vector becentered through periodic tap-shifting. A more recent result [14] shows that, by over-parameterization and tap-centering, the Godard algorithm or CMA can effectively reduce the probability of local convergence. This tapcentering method has also been proposed for the Shalvi-Weinstein algorithm [20].

In practice, the tap-centering initialization approach has become an integral part of most blind equalization algorithms. Although a thorough analysis of its effect has not been shown, most reported successful uses of blind equalization algorithmstypically rely on tap-centering or center-spike initialization scheme[17]. Although special channels exist that can foil the successful convergence of Sato and BGR algorithms using tap-centering, such channels are atypical [16]. Hence, unless global convergence of the equalizer can beproven, tap-centering is commonly recommended for most blind equalizers.

### 24.8 Globally Convergent Equalizers

### 24.8.1 Linearly Constrained Equalizer With Convex Cost

Without a proof of global convergence and a thorough analysis on initialization of existing equalization methods, onecan design new and possibly better blind algorithmsthat can proven to always result in theglobal minimization of ISI. Herewepresent onestrategy based on highly specialized convex cost functions coupled with a constrained equalizer parameterization designed to avoid ill-convergence.

Recall that the goal of blind equalization is to remove ISI so that the equalizer output is

$$
\begin{equation*}
y(n)=g a(n-\delta), \quad g \neq 0 . \tag{24.37}
\end{equation*}
$$

Blind equalization of pulse amplitude modulation (PAM) systems without gain recovery has been proposed in [21]. The idea is to fix the center tap $w_{0}$ as a non-zero constant in order to prevent equalizer to the trivial minimum with all zero coefficient values in a convex cost function. For QAM input, a nontrivial extension is shown here.

For the particular equalizer design, assume that the input QAM constellation is square, which resembles the constellation in Fig. 24.4(b). The cost function to be minimized is

$$
\begin{equation*}
J(\mathbf{W}) \triangleq \max |\operatorname{Re}\{y(n)\}|=\max |\operatorname{Im}\{y(n)\}| \tag{24.38}
\end{equation*}
$$

The convexity of $J(\mathbf{W})$ with respect to the equalizer coefficient vector $\mathbf{W}$ follows from the triangle inequality under the assumption that all input sequences are possible. We constrain the equalizer coefficients W ( $n$ ) with the following linear constraint

$$
\begin{equation*}
\operatorname{Re}\left\{w_{0}\right\}+\operatorname{Im}\left\{w_{0}\right\}=1, \tag{24.39}
\end{equation*}
$$

where $w_{0}$ is the center tap. Due to the linearity of this constraint, the convexity of the cost function (24.38) with respect to both the real and imaginary parts of the equalizer coefficients is maintained, and global convergence is therefore assured.

Because of its convexity, this cost function is unimodal with a unique global minimum for almost all channels. It can then be shown [22] that a doubly infinite noncausal equalizer under the linear constraint is globally convergent to the condition in (24.37).

Thelinear constraint in (24.39) can bechanged to any weighted linear combination of thetwo terms in (24.39). M ore general linear constraints on the equalizer coefficients can also be employed [23]. This fact is particularly important for preserving the global convergence property when causal finitelength equalizers are used. This behavior is a direct consequence of convexity, since restricting most of the equalizer taps to zero values as in FIR is a form of linear constraint. Convexity also ensures that one can approximate arbitrarily closely the performance of the ideal nonimplementable double
infinite noncausal equalizer with a finite length FIR equalizer. These facts are important since many of the limitations illustrated earlier for convergence analyses of other equalizers can be overcome in this case.

For an actual implementation of this algorithm, a gradient descent method can bederived by using an $l_{p}$-norm cost function to approximate $(24.38)$ as

$$
\begin{equation*}
J(\mathbf{W}) \approx E\left|\operatorname{Re}\left\{z_{k}\right\}\right|^{p}, \tag{24.40}
\end{equation*}
$$

where $p$ is a large integer. As the cost function in (24.40) is strictly convex, linear constraints such as truncation preserve convexity. Simulation examples of this algorithm can befound in [22] and [24].

### 24.9 Fractionally Spaced Blind Equalizers

A so-called fractionally spaced equalizer (FSE) is obtained from the system in Fig. 24.2 if the channel output is sampled at a rate faster than the baud or symbol rate $1 / T$. Recent work on the blind FSE has been motivated by several new results on nonadaptive blind equalization based on second order cyclostationary statistics. In addition to the first noted work by Tong et al. [25], new nonadaptive algorithms are also presented in [26, 27, 28, 29]. Herewe only focus on the adaptive framework.

Let $p$ bean integer such that thesampling interval be $\Delta=T / p$. Aslong asthechannel bandwidth is greater than the minimum $1 /(2 T)$, sampling at higher than $1 / T$ can retain channel diversity as shown here.

Let the sequence of sampled channel output be

$$
\begin{equation*}
x(k \Delta)=\sum_{n=0}^{\infty} a(n) h\left(k \Delta-n p \Delta+t_{0}\right)+w(k \Delta) . \tag{24.41}
\end{equation*}
$$

For notational simplicity, the oversampled channel output $x(k \Delta)$ can be divided into $p$ linearlyindependent subsequences

$$
\begin{equation*}
x^{(i)}(n) \triangleq x[(n p+i) \Delta]=x(n T+i \Delta), \quad i=1, \ldots, p \tag{24.42}
\end{equation*}
$$

Define $K$ as the effective channel length based on

$$
\begin{array}{cc}
h_{0}^{(i)} \neq 0, & \text { for some } 1 \leq i \leq p \\
h_{K}^{(i)} \neq 0, & \text { for some } 1 \leq i \leq p \tag{24.43}
\end{array}
$$

By denoting the sub-channel transfer function as

$$
\begin{equation*}
H_{i}(z)=\sum_{k=0}^{K} h_{k}^{(i)} z^{-k} \quad \text { where } \quad h_{k}^{(i)} \triangleq h\left(k T+i \Delta+t_{0}\right) \tag{24.44}
\end{equation*}
$$

the $p$ subsequences can be written as

$$
\begin{equation*}
x^{(i)}(n)=H_{i}(z) a(n)+w(n T+i \Delta), \quad i=1, \ldots, p . \tag{24.45}
\end{equation*}
$$

Thus, these $p$ subsequences can be viewed as stationary outputs of $p$ discrete FIR channels with a common input sequence $a(n)$ as shown in Fig. 24.5. Naturally, they can also represent physical sub-channels in multisensor receivers.


FIGURE 24.5: The structure of blind adaptive FSE.

The vector representation of theFSE is shown in Fig. 24.5. Oneequalizer filter is provided for each subsequence $x^{(i)}(n)$. In fact, the actual equalizer is a vector of filters

$$
\begin{equation*}
G_{i}(z)=\sum_{k=0}^{m} w_{i, k} z^{-k}, \quad i=1, \ldots p \tag{24.46}
\end{equation*}
$$

The $p$ filter outputs $\left\{y(n)^{(i)}\right\}$ are summed to form the stationary equalizer output

$$
\begin{equation*}
y(n)=\mathbf{W}^{T} \mathbf{X}(n) \tag{24.47}
\end{equation*}
$$

where

$$
\left.\begin{array}{c}
\mathbf{W} \triangleq\left[\begin{array}{lllllll}
w_{1,0} & \ldots & w_{1, m} & \ldots & w_{p, 0} & \ldots & w_{p, m}
\end{array}\right]^{T} . \\
\mathbf{X}(n) \triangleq\left[\begin{array}{lllll}
x(n)^{(1)} & \ldots & x(n-m)^{(1)} & \ldots & x(n)^{(p)}
\end{array} \ldots\right. \\
x(n-m)^{(p)}
\end{array}\right]^{T} .
$$

Given the equalizer output and parameter vector, any $T$-sampled blind equalization adaptive algorithm can be applied to the FSE via stochastic gradient descent techniques.

Sincetheir first use, adaptiveblind equalizers haveoften been implemented as FSEs. When training data are available, FSEs have the known advantage of suppressing timing phase sensitivity [30]. In fact, a blind FSE has another important advantage: there exists a one-to-one mapping between the combined parameter space and the equalizer parameter space, as shown in [31], under thefollowing length and zero conditions:

- The equalizer length satisfies $(m+1) \geq K$;
- The $p$ discrete sub-channels $\left\{H_{i}(z)\right\}$ do not share any common zeros.

Note that for $T$-sampled equalizers (TSE), only one ( $p=1$ ) sub-channel exists and all zeros are common zeros, and, thus, the length and zero conditions cannot be satisfied. In most practical implementations, $p$ is either 2 or 3 . So long as the above conditions hold, the convergence behaviors of blind adaptive FSEs can be characterized completely in the combined parameter space. Based on
the work of [12, 15], for QAM channel inputs, there do not exist any algorithm-dependent stable equilibria other than the desired global minima (24.36) for FSEs driven by the Godard ( $q=2$ ) algorithm (CMA) and the Shalvi-Weinstein algorithms. Thus, the Godard and the Shalvi-Weinstein algorithms are globally convergent for FSEs satisfying these conditions [31].

Notice that global convergence of the Godard FSE is only proven for noiseless channels under the no-common zero condition. There havebeen recent advances in analyzing the performance of blind equalizers in the presence of Gaussian noise and the existence of common sub-channel zeros. While all possible delays of (24.36) are global minima for noiseless channels, the locations and effects of minima vary when channel noises are present. An analysis by Zeng and Tong shows that for noisy channels, CM A equalizer parameters have minima near the M M SE equilibria [32]. The effects of noise and common zeros was also studied by Fijalkow et al. [33, 34], providing further indications of the robustness of CM A when implemented as an FSE.

### 24.10 Concluding Remarks

Adaptive channel equalization and blind equalization are among the most successful applications of adaptive filtering. We have introduced the basic concept of blind equalization along with some of the most commonly used blind equalization algorithms. Without the aid of training signals, the key challenge of blind adaptive equalizers lies in the design of special cost functions whose minimization is consistent with the goal of ISI removal. We have also summarized key results on the convergence of blind equalizers The idea of constrained minimization of a convex cost function to assure global convergence of the blind equalizer was described. Finally, theblind adaptation in fractionally spaced equalizers and multichannel receivers was shown to possess useful convergence properties.

It is important to notethat the problem of blind equalization hasnot been completely solved by any means. In addition to the fact that the convergence behaviors of most algorithms are still unknown, the rates of convergence of typical algorithms such as CM A is quite slow, often needing thousands of iterations to achieve acceptable output. The difficulty of the convergence analysis and the slow rate of convergence of these algorithms have prompted many efforts to modify blind error functions to obtain faster and better algorithms. Furthermore, nonadaptive algorithms that explicitly exploit higher order statistics [35]-[38] and second order cyclostationary statistics [25]-[29] appear to be quite efficient in exploiting small amount of channel output data. A detailed discussion of these methods is beyond the scope of the section. Interested readers may refer to two collected works edited by Haykin [24] and Gardner [39] and the references therein.
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THERE ARE M ANY SITUATIONS where a desired signal cannot be measured directly. The measurement might be degraded by physical limitations of the signal source and/or by the measurement device itself. The acquired signal isthus a transformation of the desired signal. Theinversion of such transformations is the subject of the present chapter. In the following sections we will review several inverse problems and various methods of implementation of the inversion or recovery process. Themethods differ in the ability to deal with the specific limitations present in each application. For example, the a priori constraint of non-negativity is important for image recovery, but not so for adaptive array processing. The goal of the following sections is to present the basic approaches of inversion and signal recovery. Each section focuses on a particular application area and describes the appropriate methods for that area.

Thefirst chapter, 25, is entitled "Signal Recovery from Partial Information" by ChristinePodilchuk. This section reviews the basic problem of signal recovery. The idea of projection onto convex sets (POCs) is introduced as an elegant solution to the signal recovery problem. The inclusion of linear and non-linear constraints are addressed. The POCs method is shown to be a subset of the set theoretic approach to signal estimation. The application of image of restoration is described in detail.

Chapter 26 is entitled "Algorithms for Computed Tomography" by Gabor T. Herman. This section presents methods to reconstruct the interiors of objects from data collected based on transmitted or emitted radiation. Theproblem occursin a widerange of application areas. Thecomputer algorithms used for achieving the reconstructions are discussed. The basic techniques of image reconstruction from projections areclassified into "Transform M ethods" (including Filtered Backprojection and the Linogram M ethods) and "Series Expansion M ethods" (including, in particular, theAlgebraic Reconstruction Techniques and the method of Expectation M aximization). In addition, a performance comparison of the various algorithms for computed tomography is given.

Chapter 27 is entitled "Robust Speech Processing as an Inverse Problem" by Richard J. M ammone and Xiaoyu Zhang. The performance of speech and speaker recognition systems is significantly affected by the acoustic environment. The background noiselevel, the filtering effects introduced by the microphone and the communication channel dramatically affect the performance of recognition systems. It is therefore critical that these speech recognition systems be capable of detecting the ambient acoustic environment continue and inverse their effects from the speech signal. This is the inverse problem in robust speech processing that will be addressed in this section. A general approach to solving this inverse problem is presented based on an affine transform model in the cepstrum domain.

Chapter 28 is entitled "Inverse Problems, Statistical Mechanics and Simulated Annealing" by K. Venkatesh Prasad. In this section, a computational approach to 3-D coordinate restoration is presented. The problem is to obtain high-resolution coordinates of 3-D volume-elements (voxels) from observations of their corresponding 2-D picture-elements (pixels). The problem is posed as a combinatorial optimization problem and borrowing from our understanding of statistical mechanics, we show how to adapt the tool of simulated annealing to solve this problem. This method is highly amenableto parallel and distributed processing.

Chapter 29 is entitled "Image Recovery Using the EM Algorithm" by Jun Zhang and Aggelos K.

Katsaggel os. In thissection, theimagerecovery/reconstruction problem isformulated as a maximumlikelihood (ML) problem in which the image is recovered by maximizing an appropriately defined likelihood function. These likelihood functions are often highly non-linear and when some of the variables involved are not directly observable, they can only be specified in integral form (i.e., averaging over the "hidden variables"). The EM (expectation-maximization) algorithm is revised and applied to some typical image recovery problems. Examples include image restoration using the $M$ arkov random field model and single and multiple channel image restoration with blur identification.

Chapter 30 is entitled "InverseProblemsIn Array Processing" by Kevin R. Farrell. Array processing uses multiple sensors to improve signal reception by reducing the effects of interfering signals that originate from different spatial locations. Array processing algorithms are generally implemented via narrowband and broadband arrays, both of which are discussed in this chapter. Two classical approaches, namely sidelobe canceler and Frost beam formers, are reviewed. These algorithms are formulated as an inverse problem and an iterative approach for solving the resulting inverse problem is provided.

Chapter 31 is entitled "Channel Equalization as a Regularized Inverse Problem" by John F. Doherty. In this section, the relationship between communication channel equalization and the inversion of a linear system of equations is examined. A regularized method of inversion is an inversion process in which the noise dominated modes of the restored signal are attenuated. Channel equalization is the process that reduces the effects of a band-limited channel at the receiver of a communication system. A regularized method of channel equalization is presented in this section. Although there aremany waysto accomplish this, the method presented uses linear and adaptivefilters, which makes the transition to matrix inversion possible.

Chapter 32 is entitled "Inverse Problems in M icrophone Arrays" by A.C. Surendran. The response of an acoustic enclosure is, in general, a non-minimum phase function and hence not invertible. In this section, we discuss techniques using microphone arrays that attempt to recover speech signals degraded by the filtering effect of acoustic enclosures by either approximately or exactly "inverting" the room response. The aim of such systems is to force the impulse response of the overall system, after de reverberation, to be an impulse function. Beamforming and matched-filtering techniques (that approximate this ideal case) and the Diophantine inverse filtering method (a technique that provides an exact inverse) are discussed in detail.

Chapter 33 is entitled "Synthetic Aperture Radar Algorithms" by Clay Stewart and Vic Larson. A synthetic aperture radar (SAR) is a radar sensor that provides azimuth resolution superior to that achievable with its real beam by synthesizing a long aperture by platform motion. This section presents an overview of thebasics of SAR phenomenology and theassociated algorithmsthat areused to form the radar image and to enhanceit. The section begins with an overview of SAR applications, historical development, fundamental phenomenology, and a survey of modern SAR systems. It also presents examples of SAR imagery. This is followed by a discussion of the basic principles of SAR imageformation that begins with sidelooking radar, progresses to unfocused SAR, and finishes with focused SAR. A discussion of SAR imageenhancement techniques, such as the polarimetric whitening filters, follows. Finally, a brief discussion of automatic target detection and classification techniques is offered.

Chapter 34 is entitled "Iterative Image Restoration Algorithms" by Aggelos K. Katsaggelos. In this section, a class of iterative restoration algorithms is presented. Such algorithms provide solutions to the problem of recovering an original signal or image from a noisy and blurred observation of it. This situation is encountered in a number of important applications, ranging from the restoration
of images obtained by the Hubble space telescope, to the restoration of compressed images. The successive approximation methods form the basis of the material presented in this section.

The sample of applications and methods described in this chapter are meant to be representative of thelargevolumeof work performed in this field. There is no claim of completeness, any omissions of significant contributors or other errors are solely the responsibility of the section editor, and all praiseworthy contributions are due solely to the chapter authors.
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### 25.1 Introduction

Signal recovery has been an active area of research for applications in many different scientific disciplines. A central reason for exploring the feasibility of signal recovery is due to the limitations imposed by a physical device on the amount of data one can record. For example, for diffractionlimited systems, the finite aperture size of the lens constrains the amount of frequency information that can be captured. The image degradation is due to attenuation of high frequency components resulting in a loss of details and other high frequency information. In other words, thefinite aperture size of the lens acts like a lowpass filter on the input data. In some cases, the quality of the recorded image data can be improved by building a more costly recording device but many times the required condition for acceptable data quality is physically unrealizable or too costly. Other times signal recovery may be necessary is for the recording of a unique event that cannot be reproduced under more ideal recording conditions.

Some of the earliest work on signal recovery includes the work by Sondhi [1] and Slepian [2] on recovering images from motion blur and Helstrom [3] on least squares restoration. A sampling of some of the signal recovery algorithms applied to different types of problems can be found in [4][21]. Further reading includes the other sections in this book, Chapter 53, and the extended list of references provided by all the authors.

Thesimplesignal degradation model described in thenext section turnsout to beauseful representation for many different problems encountered in practice. Some examples that can be formulated using the general signal recovery paradigm include image restoration, image reconstruction, spectral
estimation, and filter design. We distinguish between image restoration, which pertains to image recovery based on a measured distorted version of the original image, and image reconstruction, which refers most commonly to medical imaging where the image is reconstructed from a set of indirect measurements, usually projections. For many of the signal recovery applications, it is desirable to extrapolate a signal outside of a known interval. Extrapolating a signal in the spatial or temporal domain could result in improved spectral resolution and applies to such problems as power spectrum estimation, radio-astronomy, radar target detection, and geophysical exploration. The dual problem, extrapolating the signal in the frequency domain, also known as superresolution, results in improved spatial or temporal resolution and is desirable in many image restoration problems. As will be shown later, thestandard inversefiltering techniques arenot ableto resolvethesignal estimate beyond the diffraction limit imposed by the physical measuring device.

The observed signal is degraded from the original signal by both the measuring device as well as external conditions. Besides the measured, distorted output signal we may have some additional information about the following: the measuring system and external conditions, such as noise, as well as some a priori knowledge about the desired signal to be restored or reconstructed. In order to produce a good estimate of the original signal, we should take advantage of all the available information.

Although the data recovery algorithms described here apply in general to any data type, we derive most of the techniques based on two-dimensional input data for image processing applications. For most cases, it is straightforward to adapt thealgorithms to other data types. Examples of data recovery techniques for different inputs are illustrated in the other sections in this book as well as Chapter 53 for image restoration. The material in this section requires some basic knowledge of linear algebra as found in [22].

Section 25.2 presents the signal degradation model and formulates the signal recovery problem. The early attempts of signal recovery based on inverse filtering are presented in Section 25.3. The concept of Projection Onto Convex Sets (POCS) described in Section 25.4 allows us to introduce a priori knowledge about the original signal in the form of linear as well as nonlinear constraints into the recovery algorithm. Convex set theoretic formulations allow us to design recovery algorithms that are extremely flexible and powerful. Sections 25.5 and 25.6 present some basic POCS-based algorithms and Section 25.7 presents a POCS-based algorithm for image restoration as well as some results. The sample algorithms presented here are not meant to be exhaustive and the reader is encouraged to read the other sections in this chapter as well as the references for more details.

### 25.2 Formulation of the Signal Recovery Problem

Signal recovery can be viewed as an estimation process in which operations are performed on an observed signal in order to estimate the ideal signal that would be observed if no degradation was present. In order to design a signal recovery system effectively, it is necessary to characterize the degradation effects of thephysical measuringsystem. Thebasicidea isto model thesignal degradation effects asaccurately as possibleand perform operationsto undo the degradationsand obtain arestored signal. When the degradation cannot be modeled sufficiently, even the best recovery algorithms will not yield satisfactory results. For many applications, the degradation system is assumed to be linear and can be modeled as a Fredholm integral equation of the first kind expressed as

$$
\begin{equation*}
g(x)=\int_{-\infty}^{+\infty} h(x ; a) f(a) d a+n(x) . \tag{25.1}
\end{equation*}
$$

This is the general case for a one-dimensional signal where $f$ and $g$ are the original and measured signals, respectively, $n$ represents noise, and $h(x ; a)$ is the impulse response or the response of the
measuring system to an impulse at coordinate $a .{ }^{1}$ A block diagram illustrating the general onedimensional signal degradation system is shown in Fig. 25.1. For image processing applications, we modify this equation to the two-dimensional case, that is,

$$
\begin{equation*}
g(x, y)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} h(x, y ; a, b) f(a, b) d a d b+n(x, y) \tag{25.2}
\end{equation*}
$$

The degradation operator $h$ is commonly referred to as a point spread function (PSF) in imaging applications because in optics, $h$ is the measured response of an imaging system to a point of light.


FIGURE 25.1: Block diagram of the signal recovery problem.

The Fourier transform of the point spread function $h(x, y)$ denoted as $\mathcal{H}\left(w_{x}, w_{y}\right)$ is known as the optical transfer function (OTF) and can be expressed as

$$
\begin{equation*}
\mathcal{H}\left(w_{x}, w_{y}\right)=\frac{\iint_{-\infty}^{\infty} h(x, y) \exp \left\{-i\left(w_{x} x+w_{y} y\right)\right\} d x d y}{\iint_{-\infty}^{\infty} h(x, y) d x d y} \tag{25.3}
\end{equation*}
$$

The absolute value of the OTF is known as the modulation transfer function (MTF). A commonly used optical image formation system is a circular thin lens. The recovery problem is considered ill-posed when a small change in the observed image, $g$, results in a large change in the solution, $f$. M ost signal recovery problems in practice are ill-posed.

The continuous version of the degradation system for two-dimensional signals formulated in Eq. (25.2) can be expressed in discrete form by replacing the continuous arguments with arrays of samples in two dimensions, that is,

$$
\begin{equation*}
g(i, j)=\sum_{m} \sum_{n} h(i, j ; m, n) f(m, n)+n(i, j) . \tag{25.4}
\end{equation*}
$$

It is convenient for image recovery purposes to represent the discrete formulation given in Eq. (25.4) as a system of linear equations expressed as

$$
\begin{equation*}
\mathbf{g}=\mathbf{H f}+\mathbf{n} \tag{25.5}
\end{equation*}
$$

where $\mathbf{g}, \mathbf{f}$, and $\mathbf{n}$ are the lexicographic row-stacked versions of the discretized versions of $g, f$, and $n$ in Eq. (25.4) and $\mathbf{H}$ is the degradation matrix composed of the PSF.

This section presents an overview of some of the techniques proposed to estimate $\mathbf{f}$ when the recovery problem can be modeled by Eq. (25.5). If there is no external noise or measurement error

[^30]and the set of equations is consistent, Eq. (25.5) reduces to
\[

$$
\begin{equation*}
\mathbf{g}=\mathbf{H f} \tag{25.6}
\end{equation*}
$$

\]

It is usually not the case that a practical system can be described by Eq. (25.6). In this section, we will focus on recovery algorithms where an estimate of the distortion operation represented by the matrix $\mathbf{H}$ is known. For recovery problems where both the desired signal, $\mathbf{f}$, and the degradation operator, $\mathbf{H}$, are unknown, refer to other articles in this book.

For most systems, the degradation matrix $\mathbf{H}$ is highly structured and quite sparse. The additive noise term due to measurement errors and external and internal noise sources is represented by the vector $\mathbf{n}$. At first glance, the solution to the signal recovery problem seems to be straightforward find the inverse of thematrix $\mathbf{H}$ to solve for the unknown vector $\mathbf{f}$. It turnsout that the solution is not so simple because in practice the degradation operator is usually ill-conditioned or rank-deficient and the problem of inconsistencies or noise must be addressed. Other problems that may arise include computational complexity due to extremely large problem dimensions especially for image processing applications. The algorithms described here try to address these issues for the general signal recovery problem described by Eq. (25.5).

### 25.2.1 Prolate Spheroidal Wavefunctions

We introducethe problem of signal recovery by examining a one-dimensional, linear, time-invariant system that can be expressed as

$$
\begin{equation*}
g(x)=\int_{-T}^{+T} f(\alpha) h(x-\alpha) d \alpha \tag{25.7}
\end{equation*}
$$

where $g(x)$ istheobserved signal, $f(\alpha)$ isthedesired signal of finitesupport on theinterval $(-T,+T)$, and $h(x)$ denotes the degradation operator. Assuming that the degradation operator in this case is an ideal lowpass filter, $h$ can be described mathematically as

$$
\begin{equation*}
h(x)=\frac{\sin (x)}{x} \tag{25.8}
\end{equation*}
$$

For this particular case, it is possible to solve for the exact signal $f(x)$ with prolate spheroidal wavefunctions [23]. The key to successfully solving for $f$ lies in the fact that prolate spheroidal wavefunctions aretheeigenfunctions of the integral equation expressed by Eq. (25.7) with Eq. (25.8) as the degradation operator. This relationship is expressed as:

$$
\begin{equation*}
\int_{-T}^{+T} \psi_{n}(\alpha) \frac{\sin (x-\alpha)}{x-\alpha} d \alpha=\lambda_{n} \psi_{n}(x), \mathrm{n}=0,1,2, \ldots \tag{25.9}
\end{equation*}
$$

where $\psi_{n}(x)$ are the prolate spheroidal wavefunctions and $\lambda_{n}$ are the corresponding eigenvalues. A critical feature of prolate spheroidal wavefunctions is that they are complete orthogonal bases in the interval $(-\infty,+\infty)$ as well as the interval $(-T,+T)$, that is,

$$
\int_{-\infty}^{+\infty} \psi_{n}(x) \psi_{m}(x) d x= \begin{cases}1, & \text { if } n=m,  \tag{25.10}\\ 0, & \text { if } n \neq m,\end{cases}
$$

and

$$
\int_{-T}^{+T} \psi_{n}(x) \psi_{m}(x) d x= \begin{cases}\lambda_{n}, & \text { if } n=m,  \tag{25.11}\\ 0, & \text { if } n \neq m\end{cases}
$$

This allows the functions $g(x)$ and $f(x)$ to be expressed as the series expansion,

$$
\begin{align*}
& g(x)=\sum_{n=0}^{\infty} c_{n} \psi_{n}(x)  \tag{25.12}\\
& f(x)=\sum_{n=0}^{\infty} d_{n} \psi_{L n}(x) \tag{25.13}
\end{align*}
$$

where $\psi_{L n}(x)$ aretheprolatespheroidal functionstruncated to theinterval ( $-T, T$ ). Thecoefficients $c_{n}$ and $d_{n}$ are given by

$$
\begin{equation*}
c_{n}=\int_{-\infty}^{\infty} g(x) \psi_{n}(x) d x \tag{25.14}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{n}=\frac{1}{\lambda_{n}} \int_{-T}^{T} f(x) \psi_{n}(x) d x . \tag{25.15}
\end{equation*}
$$

If we substitute the series expansions given by Eqs. (25.12) and (25.13) into Eq. (25.7), we get

$$
\begin{align*}
g(x) & =\sum_{n=0}^{\infty} c_{n} \psi_{n}(x) \\
& =\int_{-T}^{+T}\left[\sum_{n=0}^{\infty} d_{n} \psi_{L n}(\alpha)\right] h(x-\alpha) d \alpha  \tag{25.16}\\
& =\sum_{n=0}^{\infty} d_{n}\left[\int_{-T}^{+T} \psi_{n}(\alpha) h(x-\alpha) d \alpha\right] \tag{25.17}
\end{align*}
$$

Combining this result with Eq. (25.9),

$$
\begin{equation*}
\sum_{n=0}^{\infty} c_{n} \psi_{n}(x)=\sum_{n=0}^{\infty} \lambda_{n} d_{n} \psi_{n}(x) \tag{25.18}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{n}=\lambda_{n} d_{n}, \tag{25.19}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{n}=\frac{c_{n}}{\lambda_{n}} \tag{25.20}
\end{equation*}
$$

We get an exact solution for the unknown signal $f(x)$ by substituting Eq. (25.20) into Eq. (25.13), that is,

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} \frac{c_{n}}{\lambda_{n}} \psi_{L n}(x) \tag{25.21}
\end{equation*}
$$

Therefore, in theory, it is possible to obtain the exact image $f(x)$ from the diffraction-limited image, $g(x)$, using prolate spheroidal wavefunctions. The difficulties of signal recovery become more apparent when we examinethesimplediffraction-limited casein relation to prolate spheroidal wavefunctions as described in Eq. (25.21). Thefiniteaperturesizeof a diffraction-limited system translates to eigenvalues $\lambda_{n}$ which exhibit a unit-step response; that is, the several largest eigenvalues are approximately onefollowed by a succession of eigenvalues that rapidly fall off to zero. Thesolution given by Eq. (25.21) will be extremely sensitive to noise for small eigenvalues $\lambda_{n}$. Therefore, for the general
problem represented in vector-space by Eq. (25.5), the degradation operator $H$ is ill-conditioned or rank-deficient due to the small or zero-valued eigenvalues, and a simple inverse operation will not yield satisfactory results. $M$ any algorithms have been proposed to find a compromise between exact deblurring and noise amplification. These techniques include Wiener filtering and pseudo-inverse filtering. We begin our overview of signal recovery techniques by examining some of the methods that fall under the category of optimization-based approaches.

### 25.3 Least Squares Solutions

The earliest attempts toward signal recovery are based on the concept of inverting the degradation operator to restore the desired signal. Because in practical applications the system will often be illconditioned, several problems can arise. Specifically, high detail signal information may be masked by observation noise, or a small amount of observation noise may lead to an estimate that contains very large false high frequency components. Another potential problem with such an approach is that for a rank-deficient degradation operator, the zero-valued eigenvalues cannot be inverted. Therefore, the general inversefiltering approach will not be able to resolve the desired signal beyond the diffraction limit imposed by the measuring device. In other words, referring to the vector-space description, the data that has been nulled out by the zero-valued eigenvalues cannot be recovered.

### 25.3.1 Wiener Filtering

Wiener filtering combines inverse filtering with a priori statistical knowledge about the noise and unknown signal [24] in order to deal with the problems associated with an ill-conditioned system.

The impulse response of the restoration filter is chosen to minimize the mean square error as defined by

$$
\begin{equation*}
\mathcal{E}_{\mathbf{f}}=E\left\{(\mathbf{f}-\hat{\mathbf{f}})^{2}\right\} \tag{25.22}
\end{equation*}
$$

where $\hat{f}$ denotes the estimate of the ideal signal $f$ and $E\{\cdot\}$ denotes the expected value. TheWiener filter estimate is expressed as

$$
\begin{equation*}
\mathbf{H}_{\mathbf{W}}^{-1}=\frac{\mathbf{R}_{\mathbf{f f}} \mathbf{H}^{T}}{\mathbf{H} \mathbf{R}_{\mathrm{ff}} \mathbf{H}^{T}+\mathbf{R}_{\mathbf{n n}}} \tag{25.23}
\end{equation*}
$$

where $\mathbf{R}_{\mathrm{ff}}$ and $\mathbf{R}_{\mathbf{n n}}$ are the covariance matrices of $\mathbf{f}$ and $\mathbf{n}$, respectively, and $\mathbf{f}$ and $\mathbf{n}$ are assumed to be uncorrelated; that is,

$$
\begin{align*}
\mathbf{R}_{\mathbf{f f}} & =E\left\{\mathbf{f f}^{T}\right\}  \tag{25.24}\\
\mathbf{R}_{\mathbf{n n}} & =E\left\{\mathbf{n n}^{T}\right\}, \tag{25.25}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{\mathrm{fn}}=0 . \tag{25.26}
\end{equation*}
$$

The superscript $T$ in the above equations denotes transpose. The Wiener filter can also beexpressed in the Fourier domain as

$$
\begin{equation*}
\mathcal{H}_{W}^{-1}=\frac{\mathcal{H}^{*} S_{f f}}{|\mathcal{H}|^{2} S_{f f}+S_{n n}} \tag{25.27}
\end{equation*}
$$

where $S$ denotes the power spectral density, the superscript $*$ denotes the complex conjugate, and $\mathcal{H}$ denotes the Fourier transform of $\mathbf{H}$. N otethat when thenoise power iszero, theW iener filter reduces to the inverse filter; that is,

$$
\begin{equation*}
\mathcal{H}_{W}^{-1}=\mathcal{H}^{-1} \tag{25.28}
\end{equation*}
$$

The Wiener filter approach for signal recovery assumes that the power spectra are known for the input signal and the noise. Also, this approach assumes that finding a least squares solution that optimizes Eq. (25.22) is meaningful. For the case of image processing, it has been shown, specifically in the context of image compression, that the mean square error (mse) does not predict subjective image quality [25]. M any signal processing algorithms are based on the least squares paradigm because the solutions are tractable and, in practice, such approaches have produced some useful results. However, in order to define a more meaningful optimization metric in the design of image processing algorithms, we need to incorporate a human visual model into the algorithm design. In the area of image coding, several coding schemes based on perceptual criteria have been shown to produce improved results over schemes based on maximizing signal-to-noise ratio or minimizing mse [25]. Likewise, the Wiener filtering approach will not necessarily produce an estimate that maximizes perceived image or signal quality. Another limitation of theW iener filter approach is that the solution will not necessarily be consistent with any a priori knowledge about the desired signal characteristics. In addition, the Wiener filter approach does not resolve the desired signal beyond the diffraction limit imposed by the measuring system. For more details on Wiener filtering and the various applications, see other chapters in this book.

### 25.3.2 The Pseudoinverse Solution

The Wiener filters attempt to minimize the noise amplification obtained in a direct inverse by providing a taper determined by the statistics of the signal and noise process under consideration. In practice, the power spectra of the noise and desired signal might not be known. Here we present what is commonly referred to as the generalized inverse solution. This will be the framework for some of the signal recovery algorithms described later.

The pseudoinverse solution is an optimization approach that seeks to minimize the least squares error as given by

$$
\begin{equation*}
\mathcal{E}_{\mathbf{n}}=\mathbf{n}^{T} \mathbf{n}=(\mathbf{g}-\mathbf{H} \mathbf{f})^{T}(\mathbf{g}-\mathbf{H} \mathbf{f}) \tag{25.29}
\end{equation*}
$$

Theleast squaressolution isnot uniquewhen therank of the $M \times N$ matrix $\mathbf{H}$ is $r<N \leq M$. In other words, there are many solutions that satisfy Eq. (25.29). However, the M oore-Penrose generalized inverse or pseudoinverse [26] does provide a unique least squares solution based on determining the least squares solution with minimum norm. For a consistent set of equations as described in Eq. (25.6), a solution is sought that minimizes the least squares estimation error; that is,

$$
\begin{align*}
\mathcal{E}_{\mathbf{f}} & =(\mathbf{f}-\hat{\mathbf{f}})^{T}(\mathbf{f}-\hat{\mathbf{f}}) \\
& =\operatorname{tr}\left\{(\mathbf{f}-\hat{\mathbf{f}})(\mathbf{f}-\hat{\mathbf{f}})^{T}\right\} \tag{25.30}
\end{align*}
$$

wheref is the desired signal vector, $\hat{\mathbf{f}}$ is the estimate, and $t r$ denotes the trace[22]. The generalized inverse provides an optimum solution that minimizes the estimation error for a consistent set of equations. Thus, the generalized inverse provides an optimum solution for both the consistent and inconsistent set of equations as defined by the performance functions $\mathcal{E}_{\mathbf{f}}$ and $\mathcal{E}_{\mathbf{n}}$, respectively. The generalized inverse solution satisfies the normal equations

$$
\begin{equation*}
\mathbf{H}^{T} \mathbf{g}=\mathbf{H}^{T} \mathbf{H} \mathbf{f} \tag{25.31}
\end{equation*}
$$

The generalized inverse solution, also known as the M oore-Penrose generalized inverse, pseudoinverse, or least squares solution with minimum norm is defined as

$$
\begin{equation*}
\mathbf{f}^{\dagger}=\left(\mathbf{H}^{T} \mathbf{H}\right)^{-1} \mathbf{H}^{T} \mathbf{g}=\mathbf{H}^{\dagger} \mathbf{g} \tag{25.32}
\end{equation*}
$$

where the dagger $\dagger$ denotes the pseudoinverse and the rank of $\mathbf{H}$ is $r=N \leq M$.
For the caseof an inconsistent set of equations as described in Eq. (25.5), thepseudoinversesolution becomes

$$
\begin{equation*}
\mathbf{f}^{\dagger}=\mathbf{H}^{\dagger} \mathbf{g}=\mathbf{H}^{\dagger} \mathbf{H f}+\mathbf{H}^{\dagger} \mathbf{n} \tag{25.33}
\end{equation*}
$$

wheref ${ }^{\dagger}$ istheminimum norm, least squares solution. If the set of equations areoverdetermined with rank $r=N<M, \mathbf{H}^{\dagger} \mathbf{H}$ becomes an identity matrix of size $N$ denoted as $\mathbf{I}_{N}$ and the pseudoinverse solution reduces to

$$
\begin{align*}
\mathbf{f}^{\dagger} & =\mathbf{f}+\mathbf{H}^{\dagger} \mathbf{n} \\
& =\mathbf{f}+\Delta \mathbf{f} . \tag{25.34}
\end{align*}
$$

A straightforward result from linear algebra is the bound on the relative error,

$$
\begin{equation*}
\frac{\|\Delta \mathbf{f}\|}{\|\mathbf{f}\|}\left\|\mathbf{H}^{\dagger}\right\|\|\mathbf{H}\| \frac{\|\mathbf{n}\|}{\|\mathbf{g}\|} \tag{25.35}
\end{equation*}
$$

where the product || $\mathbf{H}^{\dagger}\| \| \mathbf{H} \|$ is the condition number of $\mathbf{H}$. This quantity determines the relative error in the estimate in terms of the ratio of the vector norm of the noise to the vector norm of the observed image. The condition number of $H$ is defined as

$$
\begin{equation*}
\mathcal{C}_{H}=\left\|\mathbf{H}^{\dagger}\right\|\|\mathbf{H}\|=\frac{\sigma_{1}}{\sigma_{N}} \tag{25.36}
\end{equation*}
$$

where $\sigma_{1}$ and $\sigma_{N}$ denote the largest and smallest singular values of the matrix $H$, respectively. The larger the condition number, the greater the sensitivity to noise perturbations. A matrix with a large condition number, typically greater than 100, results in an ill-conditioned system.

The pseudoinverse solution is best described by diagonalizing the degradation matrix $\mathbf{H}$ using singular value decomposition (SVD) [22]. SVD provides a way to diagonalize any arbitrary $M \times N$ matrix. In this case, we wish to diagonalize $\mathbf{H}$; that is,

$$
\begin{equation*}
\mathbf{H}=\mathbf{U} \Sigma \mathbf{V}^{T} \tag{25.37}
\end{equation*}
$$

where U is a unitary matrix composed of the orthonormal eigenvectors of $\mathbf{H}^{T} \mathbf{H}, \mathbf{V}$ is a unitary matrix composed of the orthonormal eigenvectors of $\mathbf{H \mathbf { H } ^ { T }}$, and $\Sigma$ is a diagonal matrix composed of the singular values of $\mathbf{H}$. Thenumber of nonzero diagonal terms denotes therank of $\mathbf{H}$. The degradation matrix can be expressed in series form as

$$
\begin{equation*}
\mathbf{H}=\sum_{i=1}^{r} \sigma_{i} \mathbf{u}_{i} \mathbf{v}_{i}^{T} \tag{25.38}
\end{equation*}
$$

where $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ arethe $i$-th columns of $\mathbf{U}$ and $\mathbf{V}$, respectively and $r$ istherank of $\mathbf{H}$. From Eqs. (25.37) and (25.38), the pseudoinverse of $\mathbf{H}$ becomes as

$$
\begin{equation*}
\mathbf{H}^{\dagger}=\mathbf{V} \Sigma^{\dagger} \mathbf{U}^{T}=\sum_{i=1}^{r} \sigma_{i}^{-1} \cdot \mathbf{v}_{i} \mathbf{u}_{i}^{T} \tag{25.39}
\end{equation*}
$$

Therefore, from Eq. (25.39), the pseudoinverse solution can be expressed as

$$
\begin{equation*}
\mathbf{f}^{\dagger}=\mathbf{H}^{\dagger} \mathbf{g}=\mathbf{V} \Sigma^{\dagger} \mathbf{U}^{T} \mathbf{g} \tag{25.40}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{f}^{\dagger}=\sum_{i=1}^{r} \sigma_{i}^{-1} \mathbf{v}_{i} \mathbf{u}_{i}^{T} \mathbf{g}=\sum_{i=1}^{r} \sigma_{i}^{-1}\left(\mathbf{u}_{i}^{T} \mathbf{g}\right) \mathbf{v}_{i} \tag{25.41}
\end{equation*}
$$

The series form of the pseudoinverse solution using SVD allows us to solve for the pseudoinverse solution using a sequential restoration algorithm expressed as

$$
\begin{equation*}
\mathbf{f}^{\dagger(k+1)}=\mathbf{f}^{\dagger(k)}+\sigma_{k}^{-1}\left(\mathbf{u}_{k}^{T} \mathbf{g}\right) \mathbf{v}_{k} . \tag{25.42}
\end{equation*}
$$

The iterative approach for finding the pseudoinverse solution is advantageous when dealing with ill-conditioned systems and noise corrupted data. The iterative form can be terminated before the inversion of small singular values resulting in an unstable estimate. This technique becomes quite easy to implement for the case of a circulant degradation matrix $\mathbf{H}$, where the unitary matrices in Eq. (25.37) reduce to the discrete Fourier transform (DFT).

### 25.3.3 Regularization Techniques

Smoothing and regularization techniques [27, 28, 29] havebeen proposed in an attempt to overcome the problems associated with inverting ill-conditioned degradation operators for signal recovery. These methods attempt to force smoothness on the solution of a least squares error problem. The problem can beformulated in two different ways. One way of formulating the problem is minimize:

$$
\begin{equation*}
\hat{\mathbf{f}}^{T} \mathbf{S} \hat{\mathbf{f}} \tag{25.43}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})^{T} \mathbf{W}(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})=e \tag{25.44}
\end{equation*}
$$

where $\mathbf{S}$ represents a smoothing matrix, $\mathbf{W}$ is an error weighting matrix, and e is a residual scalar estimation error. The error weighting matrix can be chosen as $\mathbf{W}=\mathbf{R}_{n n}^{-1}$. The smoothing matrix is typically composed of thefirst or second order difference. For this case, we wish to find thestationary point of the Lagrangian expression

$$
\begin{equation*}
F(\hat{\mathbf{f}}, \lambda)=\hat{\mathbf{f}}^{T} \mathbf{\mathbf { f }}+\lambda\left[(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})^{T} \mathbf{W}(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})-e\right] . \tag{25.45}
\end{equation*}
$$

The solution is found by taking derivatives with respect to $\mathbf{f}$ and $\lambda$ and setting them equal to zero. The solution for a nonsingular overdetermined set of equations becomes

$$
\begin{equation*}
\hat{\mathbf{f}}=\left(\mathbf{H}^{T} \mathbf{W} \mathbf{H}+\frac{1}{\lambda} \mathbf{S}\right)^{-1} \mathbf{H}^{T} \mathbf{W} \mathbf{g} \tag{25.46}
\end{equation*}
$$

where $\lambda$ is chosen to satisfy the compromise between residual error and smoothness in the estimate.
Alternately, this problem can be formulated as
minimize:

$$
\begin{equation*}
(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})^{T} \mathbf{W}(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}}) \tag{25.47}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\hat{\mathbf{f}}^{T} \hat{\mathbf{S}} \hat{\mathbf{f}}=d \tag{25.48}
\end{equation*}
$$

where $d$ represents a fixed degree of smoothness. The Lagrangean expression for this formulation becomes

$$
\begin{equation*}
G(\hat{\mathbf{f}}, \gamma)=(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})^{T} \mathbf{W}(\mathbf{g}-\mathbf{H} \hat{\mathbf{f}})^{T}+\gamma\left(\hat{\mathbf{f}}^{T} \mathbf{\mathbf { f }}-\mathbf{d}\right) \tag{25.49}
\end{equation*}
$$

and the solution for a nonsingular overdetermined set of equations becomes

$$
\begin{equation*}
\hat{\mathbf{f}}=\left(\mathbf{H}^{T} \mathbf{W} \mathbf{H}+\gamma \mathbf{S}\right)^{-1} \mathbf{H}^{T} \mathbf{W} \mathbf{g} . \tag{25.50}
\end{equation*}
$$

Note that for the two problem formulations, the results as given by Eq. (25.46) and Eq. (25.50) are identical if $\gamma=1 / \lambda$. The shortcomings of such a regularization technique is that the smoothing function $\mathbf{S}$ must be estimated and either the degree of smoothness, $d$, or the degree of error, $e$, must be known to determine $\gamma$ or $\lambda$.

Constrained restoration techniques have also been developed [30] to overcome the problem of an ill-conditioned system. Linear equality constraints and linear inequality constraints have been enforced to yield one-step solutions similar to those described in this section. All the techniques described thus far attempt to overcome the problem of noise corrupted data and ill-conditioned systems by forcing some sort of taper on the inverse of the degradation operator. The sampling of algorithms discussed thus far fall under the category of optimization techniques where the objective function to beminimized is theleast squareserror. Recovery algorithmsthat fall under the category of optimization-based algorithms includemaximum likelihood, maximum a posteriori, and maximum entropy methods[17].

Wenow introducetheconcept of Projection onto Convex Sets(POCS), which will betheframework for a much broader and more powerful class of signal recovery algorithms.

### 25.4 Signal Recovery using Projection onto Convex Sets (POCS)


#### Abstract

A broad set of recovery al gorithms has been proposed to conform to the general framework introduced by thetheory of projection onto convex sets(POCS) [31]. ThePOCS framework enables oneto define an iterativerecovery algorithm that can incorporatea number of linear aswell asnonlinear constraints that satisfy certain properties. The more a priori information about the desired signal that one can incorporateinto the algorithm, the more effective thealgorithm becomes. In [21], POCS is presented as a particular example of a much broader class of algorithms described as Set Theoretic Estimation. The author distinguishes between two basic approaches to a signal estimation or recovery problem: optimization-based approaches and set theoretic approaches. The effectiveness of optimizationbased approaches is highly dependent on defining a valid optimization criterion that, in practice, is usually determined by computational tractability rather than how well it models the problem. The optimization-based approaches seek a unique solution based on some predefined optimization criterion. The optimization-based approaches include the least squares techniques of the previous section as well as maximum likelihood (ML), maximum a posteriori (MAP), and maximum entropy techniques. Set theoretic estimation is based on the concept of finding a feasible solution, that is, a solution that is consistent with all the available a priori information. Unlike the optimization-based approaches which seek to find one optimum solution, the set theoretic approaches usually determine one of many possible feasible solutions. Many problems in signal recovery can be approached using the set theoretic paradigm. POCS has been one of the most extensively studied set theoretic approaches in the literature due to its convergence properties and flexibility to handle a wide range of signal characteristics. We limit our discussion here to POCS-based algorithms. The more general case of signal estimation using nonconvex as well as convex sets is covered in [21]. The rest of this section will focus on defining thePOCS framework and describing several useful algorithms that fall into this general category.


### 25.4.1 The POCS Framework

A projection operator onto a closed convex set is an example of a nonlinear mapping that is easily analyzed and contains some very useful properties. Such projection operators minimize error distance and are nonexpansive. These are two very important properties of ordinary linear orthogonal projections onto closed linear manifolds (CLM s). The benefit of using POCS for signal restoration
is that one can incorporate nonlinear constraints of a certain type into the POCS framework. Linear image restoration algorithms cannot take advantage of a priori information based on nonlinear constraints.

The method of POCS depends on the set of solutions that satisfies a priori characteristics of the desired signal to lie in a well-defined closed convex set. For such properties, $\mathbf{f}$ is restricted to lie in the region defined by the intersection of all the convex sets, that is,

$$
\begin{equation*}
\mathbf{f} \in C_{0}=\cap_{i=1}^{l} C_{i} . \tag{25.51}
\end{equation*}
$$

Here $C_{i}$ denotes the $i$-th closed convex set corresponding to the $i$-th property of $\mathbf{f}, C_{i} \in \mathcal{S}$, and $i \in \mathcal{I}$. The unknown signal $\mathbf{f}$ can be restored by using the corresponding projection operators $P_{i}$ onto each convex set $C_{i}$. A property of closed convex sets is that a projection of a point onto the convex set is unique. This is known as the unique-nearest-neighbor property. The general form of the POCS-based recovery algorithm is expressed as

$$
\begin{equation*}
\mathbf{f}^{(k+1)}=P_{i_{k}} \mathbf{f}^{(k)} \tag{25.52}
\end{equation*}
$$

where $k$ denotes the iteration and $i_{k}$ denotes a sequence of indices in $\mathcal{I}$. A common technique for iterating through the projections is referred to as cydic control where the projections are applied in a cyclic manner, that is, $i_{k}=k($ modulol $)+1$. A geometric interpretation of the POCS algorithm for the simple case of two convex sets is illustrated in Fig. (25.2). The original POCS formulation is


FIGURE 25.2: Geometric interpretation of POCS.
further generalized by introducing a relaxation parameter expressed as

$$
\begin{array}{r}
\mathbf{f}^{(k+1)}=\mathbf{f}^{(k)}+\lambda_{k}\left(\mathbf{P}_{i_{k}}\left(\mathbf{f}^{(k)}\right)-\mathbf{f}^{(k)}\right),  \tag{25.53}\\
0<\lambda_{k}<2
\end{array}
$$

where $\lambda_{k}$ denotes the relaxation parameter. If $\lambda_{k}<1$, the algorithm is said to be underrelaxed and if $\lambda_{k}>1$, the algorithm is overrelaxed. Refer to [31] for further details on the convergence properties of POCS.

Common constraints that apply to many different signals in practice and whose solution space obeys the properties of convex sets aredescribed in [10]. Someexamples from [10] include frequency limits, spatial/temporal bounds, nonnegativity, sparseness, intensity or energy bounds, and partial knowledge of the spectral or spatial/temporal components. For further details on commonly used convex sets, see[10]. M ost of the commonly used constraints for different signal processing applications fall under the category of convex sets which provide weak convergence. H owever, in practice, most of the POCS algorithms provide strong convergence.
$M$ any of the commonly used iterative signal restoration techniques are specific examples of the POCS algorithm. The Kaczmarz algorithm [32], Landweber's iteration [33], and the method of alternating projections[9] areall POCS-based algorithms. It is worth noting that theimagerestoration technique developed independently by Gerchberg and Saxton [4] and Papoulis [5] are also versions of POCS. The algorithm developed by Gerchberg addressed phase retrieval from two images and Papoulis addressed superresolution by iterative methods. The Gerchberg-Papoulis (GP) algorithm is based on applying constraints on the estimate in the signal space and the Fourier space in an iterative fashion until the estimate converges to a solution. For the image restoration problem, the high frequency components of the image are extrapolated by imposing the finite extent of the object in the spatial domain and by imposing the known low frequency components in the frequency domain. The dual problem involves spectral estimation where the signal is extrapolated in the time or spatial domain. The algorithm consists of imposing the known part of the signal in the time domain and imposing a finite bandwidth constraint in the frequency domain. The GP algorithm assumes a space invariant (or time invariant) degradation operator.

We now present several signal recovery algorithms that conform to thePOCS paradigm which are broadly classified under two categories: row-based and block-based algorithms.

### 25.5 Row-Based Methods

As early as 1937, Kaczmarz [32] developed an iterative projection technique to solve the inverse problem for a linear set of equations as given by Eq. (25.5). The algorithm takes the following form:

$$
\begin{equation*}
\mathbf{f}^{(k+1)}=\mathbf{f}^{(k)}+\lambda_{k} \frac{\mathbf{g}_{i_{k}}-\left(\mathbf{h}_{i_{k}}, \mathbf{f}^{(k)}\right)}{\left\|\mathbf{h}_{i_{k}}\right\|^{2}} \mathbf{h}_{i_{k}} . \tag{25.54}
\end{equation*}
$$

The relaxation parameter $\lambda_{k}$ is bound by $0 \leq \lambda_{k} \leq 2$, $\mathbf{h}$ represents a row of the matrix $\mathbf{H}, i_{k}$ denotes a sequence of indices corresponding to a row in $\mathbf{H}, g_{i}$ represents the i-th element of the vector $g$, $(\cdot, \cdot)$ is the standard inner product between two vectors, k denotes the iteration, and $\|\cdot\|$ denotes the Euclidean or $\mathcal{L}_{2}$ norm of a vector defined as

$$
\begin{equation*}
\|g\|=\left(\sum_{i=1}^{N} g_{i}^{2}\right)^{1 / 2} \tag{25.55}
\end{equation*}
$$

Kaczmarz proved that Eq. (25.54) converges to the unique solution when the relaxation parameter is unity and $H$ represents a square, nonsingular matrix, that is, $H$ possesses an inverse and under certain conditions, thesolution will converge to the minimum norm least squares or pseudoinversesolution. For further reading on the Kaczmarz algorithm and conditions for convergence, see [7, 8, 34, 35].

In general, the order in which one performs the Kaczmarz algorithm on the $M$ existing equations can differ. Cyclic control, where the algorithm iterates through the equations in a periodic fashion is described as $i_{k}=k$ (moduloM $)+1$ where $M$ is the number of rows in $\mathbf{H}$. Almost cydic control exists when $M$ sequential iterations of the Kaczmarz algorithm yield exactly one operation per equation in any order. Remotest set control exists when oneperformstheoperations on themost distant equation
first; most distant in the sense that the projection onto the hyperplane represented by the equation is the furthest away. The measure of distance is determined by the norm. This type of control is seldomly used since it requires a measurement dependent on all the equations.

The method of Kaczmarz for $\lambda=1.0$, can be expressed geometrically as follows. Given $\mathbf{f}^{(k)}$ and the hyperplane $H_{i_{k}}=\left\{\mathbf{f} \in R^{n} \mid\left(\mathbf{h}_{i_{k}}, \mathbf{f}\right)=\mathbf{g}_{i_{k}}\right\}, \mathbf{f}^{(k+1)}$ is the orthogonal projection of $\mathbf{f}^{(k)}$ onto $H_{i_{k}}$. This is illustrated in Fig. 25.3. Notethat by changing the relaxation parameter, the next iterate can be


FIGURE 25.3: Geometric interpretation of the Kaczmarz algorithm.
a point anywhere along the line segment connecting the previous iterate and its orthogonal reflection with respect to the hyperplane.

Thetechnique of Kaczmarz to solvefor a set of linear equations has been redi scovered over theyears for many different applicationswherethegeneral problem formulation can beexpressed asEq. (25.5). For this reason, the Kaczmarz algorithm appears as the algebraic reconstruction technique (ART) in the field of medical imaging for computerized tomography (CT) [7], as well as the WidrowHoff least mean squares (LM S) algorithm [36] for channel equalization, echo cancellation, system identification, and adaptive array processing.

For the case of solving linear inequalities where Eq. (25.5) is replaced with

$$
\begin{equation*}
\mathbf{H f} \leq \mathbf{g} \tag{25.56}
\end{equation*}
$$

a method very similar to Kaczmarz's algorithm is developed by Agmon [ 37] and M otzkin and Schoenberg [38],

$$
\begin{align*}
\mathbf{f}^{(k+1)} & =\mathbf{f}^{(k)}+c^{(k)} \mathbf{h}_{i_{k}} \\
c^{(k)} & =\min \left(0, \lambda_{k} \frac{\mathbf{g}_{i_{k}}-\left(\mathbf{h}_{i_{k}}, \mathbf{f}^{(k)}\right)}{\left\|\mathbf{h}_{i_{k}}\right\|^{2}}\right) . \tag{25.57}
\end{align*}
$$

Once again, the relaxation parameter is defined on the interval $0 \leq \lambda_{k} \leq 2$. The method of solving linear inequalities by Agmon and M otzkin and Schoenberg is mathematically identical to the perceptron convergence theorem from the theory of learning machines (see[39]).

### 25.6 Block-Based Methoods

A generalization of the Kaczmarz algorithm introduced in the previous section has been suggested by Eggermont [35] which can be described as a block, iterative algorithm. Recall the set of linear equationsgiven by Eq. (25.5) wherethedimensions of theproblem areredefined so that $H \in \mathcal{R}^{L M \times N}$, $\mathbf{f} \in \mathcal{R}^{N}$, and $\mathbf{g} \in \mathcal{R}^{L M}$. In order to describethegeneralization of the Kaczmarz algorithm, thematrix $\mathbf{H}$ is partitioned into M blocks of length L ,

$$
\mathbf{H}=\left(\begin{array}{c}
\mathbf{h}_{1}^{T}  \tag{25.58}\\
\mathbf{h}_{2}^{T} \\
\vdots \\
\mathbf{h}_{L M}^{T}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{H}_{1} \\
\mathbf{H}_{2} \\
\vdots \\
\mathbf{H}_{M}
\end{array}\right)
$$

and $\mathbf{g}$ is partitioned as

$$
\mathbf{g}=\left(\begin{array}{c}
g_{1}  \tag{25.59}\\
g_{2} \\
\vdots \\
g_{L M}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{G}_{1} \\
\mathbf{G}_{2} \\
\vdots \\
\mathbf{G}_{M}
\end{array}\right)
$$

where $\mathbf{G}_{i}, i=1,2, \ldots, M$ is a vector of length L and the subblocks $\mathbf{H}_{i}$ are of dimension $L \times N$. The generalized group-iterative variation of the Kaczmarz algorithm is expressed as

$$
\begin{equation*}
\mathbf{f}^{(k+1)}=\mathbf{f}^{(k)}+\mathbf{H}_{i_{k}}^{T} \Sigma_{k}\left(\mathbf{G}_{i_{k}}-\mathbf{H}_{i_{k}} \mathbf{f}^{(k)}\right) \tag{25.60}
\end{equation*}
$$

where $\mathbf{f}^{(0)} \in \mathcal{R}^{N}$. Eggermont gives details of convergence as well as conditions for convergence to the pseudoinverse solution [35].

A further generalization of Kaczmarz's algorithm led Eggermont [35] to the following form of the general block Kaczmarz algorithm:

$$
\begin{equation*}
\mathbf{f}^{(k+1)}=\mathbf{f}^{(k)}+\mathbf{H}_{i_{k}}^{\dagger} \Lambda_{k}\left(\mathbf{G}_{i_{k}}-\mathbf{H}_{i_{k}} x^{(k)}\right) \tag{25.61}
\end{equation*}
$$

where once again $\mathbf{H}_{i_{k}}^{\dagger}$ denotes the M oore-Penrose inverse of $\mathbf{H}_{i_{k}}, \Lambda_{k}$ is the $L \times L$ relaxation matrix, and cyclic control is defined as $i_{k}=k($ moduloM $)+1$.

When the block size $L$ given in Eq. (25.60) is equal to the number of equations $M$, the algorithm becomes identical to Landweber'siteration [33] for solving Fredholm equations of the first kind; that is,

$$
\begin{equation*}
\mathbf{f}^{(k+1)}=\mathbf{f}^{(k)}+\mathbf{H}^{T} \Sigma_{k}\left(\mathbf{g}-\mathbf{H} \mathbf{f}^{(k)}\right) \tag{25.62}
\end{equation*}
$$

The resulting Landweber iteration becomes

$$
\begin{equation*}
\mathbf{f}^{(k+1)}=\mathbf{H}^{T} \mathbf{g}+\left(\mathbf{I}-\mathbf{H}^{T} \mathbf{H}\right) \mathbf{f}^{(k)} \tag{25.63}
\end{equation*}
$$

Another interesting approach that is similar to the generalized block-Kaczmarz algorithm, with the block size $L$ equal to thenumber of equations $M$, is themethod of alternating orthogonal projections described by Youla[9] wherealternatingorthogonal projectionsaremadeonto closed linear manifolds (CLM).

Therow-based and block-based algorithmsdescribed herecorrespond to aPOCSframework where the only a priori information incorporated into the algorithm is the original problem formulation as
described by Eq. (25.5). At times, the only information we may have is the original measurement $\mathbf{g}$ and an estimate of the degradation operator $\mathbf{H}$ and these algorithms are suited for such applications. However, for most applications, other a priori information is known about the desired signal and an effective algorithm should utilize this information.

We now describe a POCS-based algorithm suited for the problem of image restoration where additional a priori signal information is incorporated into the algorithm.

### 25.7 Image Restoration Using POCS

Here we describe an image recovery algorithm $[18,40]$ that is based on the POCS framework and show some image restoration results [19, 20]. The list of references includes other examples of POCS-based recovery algorithms.

The least squares minimum norm or pseudoinverse solution can be formulated as

$$
\begin{equation*}
\mathbf{f}^{\dagger}=\mathbf{H}^{\dagger} \mathbf{H f}=\mathbf{V} \Lambda \mathbf{V}^{T} \mathbf{f} \tag{25.64}
\end{equation*}
$$

where the dagger $\dagger$ denotes the pseudoinverse, $\mathbf{V}$ is the unitary matrix found in the diagonalization of $\mathbf{H}$, and $\Lambda$ is the following diagonal matrix whose first $r$ diagonal terms are equal to one:

$$
\Lambda=\left(\begin{array}{ccccc}
1_{1} & 0 & \ldots & &  \tag{25.65}\\
0 & 1_{2} & 0 & & \\
& & & \ddots & \\
& & & 1_{r} & \\
& & & & 0
\end{array}\right)
$$

By defining

$$
\begin{equation*}
\mathbf{P}=\mathbf{V} \wedge \mathbf{V}^{T} \tag{25.66}
\end{equation*}
$$

the orthogonal complement to the operator $\mathbf{P}$ is given by the projection operator

$$
\begin{equation*}
\mathbf{Q}=\mathbf{I}-\mathbf{P}=\mathbf{V} \Lambda^{C} \mathbf{V}^{T} \tag{25.67}
\end{equation*}
$$

where

$$
\Lambda^{C}=\left(\begin{array}{ccccc}
0 & \cdots & & &  \tag{25.68}\\
\vdots & \ddots & & & \\
& & 1 & & \\
& & & 1_{r+1} & \\
& & & & \ddots
\end{array}\right)
$$

The diagonal matrix $\Lambda^{C}$ contains ones in the last $N-r$ diagonal positions and zeroes elsewhere. The superscript $C$ denotes the complement.

Any arbitrary vector $\mathbf{f}$ can be decomposed as follows:

$$
\begin{equation*}
\mathbf{f}=\mathbf{P f}+\mathbf{Q} \mathbf{f} \tag{25.69}
\end{equation*}
$$

where the projection operator $\mathbf{P}$ projects $f$ onto the range space of the degradation matrix $\mathbf{H}^{T} \mathbf{H}$ and the orthogonal projection operator $\mathbf{Q}$ projects $f$ onto the null space of the degradation matrix $\mathbf{H}^{T} \mathbf{H}$. The component Pf will be referred to as the "in-band" term and the component Qf will be referred to as the "out-of-band" term.

In general, the least squares family of solutions to the image restoration problem can be stated as

$$
\begin{align*}
\mathbf{f} & =\mathbf{f}_{\text {in-band }}+\mathbf{f}_{\text {out-of-band }} \\
& =\mathbf{f}^{\dagger}+K_{r+1} \mathbf{v}_{r+1}+K_{r+2} \mathbf{v}_{r+2}+\ldots+K_{N} \mathbf{v}_{N} \tag{25.70}
\end{align*}
$$

The vectors $\mathbf{v}_{i}$ correspond to the eigenvectors of $\left\{\sigma_{r+1}^{2}, \sigma_{r+2}^{2}, \ldots, \sigma_{N}^{2}\right\}$ for $\mathbf{H}^{T} \mathbf{H}$; they are the eigenvectors associated with zero valued eigenvalues. Theout-of-band solution $K_{r+1} \mathbf{v}_{r+1}+\ldots+K_{N} \mathbf{v}_{N}$ must satisfy

$$
\begin{equation*}
\mathbf{H} \mathbf{f}_{\text {out-of-band }}=0 . \tag{25.71}
\end{equation*}
$$

Adding the terms $\left\{K_{r+1} \mathbf{v}_{r+1}, K_{r+2} \mathbf{v}_{r+2}, \ldots, K_{N} \mathbf{v}_{N}\right\}$, to the pseudoinverse solution $\mathbf{f}^{\dagger}$ does not change the $\mathcal{L}_{2}$ norm of the error since

$$
\begin{align*}
\|n\| & =\|\mathbf{g}-\mathbf{H f}\| \\
& =\left\|\mathbf{g}-\mathbf{H}\left(\mathbf{f}^{\dagger}+K_{r+1} \mathbf{v}_{r+1}+\ldots+K_{N} \mathbf{v}_{N}\right)\right\|  \tag{25.72}\\
& =\left\|\mathbf{g}-\mathbf{H} \mathbf{f}^{\dagger}-\mathbf{H} K_{r+1} \mathbf{v}_{r+1}-\ldots-\mathbf{H} K_{N} \mathbf{v}_{N}\right\| \\
& =\left\|\mathbf{g}-\mathbf{H} \mathbf{f}^{\dagger}\right\|
\end{align*}
$$

which is the least squares error. The terms $\mathbf{H} K_{r+1} \mathbf{v}_{r+1}, \ldots, \mathbf{H} K_{N} \mathbf{v}_{N}$ are all equal to zero because the vectors $\mathbf{v}_{r+1}, \ldots, \mathbf{v}_{N}$ are in the null space of $\mathbf{H}$. Therefore, any linear combination of $\mathbf{v}_{i}$ in the null space of $\mathbf{H}$ can be added to the pseudoinverse solution without affecting the least squares cost function. The pseudoinverse solution, $\mathbf{f}^{\dagger}$, provides the unique least squares estimate with minimum norm,

$$
\begin{equation*}
\min \left\|\mathbf{f}_{L S}\right\|=\left\|\mathbf{f}^{\dagger}\right\| \tag{25.73}
\end{equation*}
$$

where $\mathbf{f}_{L S}$ denotes the least squares solution. In practice, it is unlikely that the desired solution is required to possess the minimum norm out of all feasible solutions so that $\mathbf{f}^{\dagger}$ is not necessarily the optimum solution. The image restoration algorithm described here provides a framework that allows a priori information in theform of signal constraints to beincorporated into the algorithm in order to obtain a better estimate than the least squares minimum norm solution $\mathbf{f}^{\dagger}$. The constraint operator will be represented by C and can incorporate a variety of linear and nonlinear a priori signal characteristics as long as they obey the properties of convex set theory. In the case of image restoration, the constraint operator C includes non-negativity which can be described by

$$
\left(\mathbf{C}_{+} \mathbf{f}\right)_{i}=\left\{\begin{array}{cc}
f_{i} & f_{i} \geq 0  \tag{25.74}\\
0 & f_{i}<0
\end{array} .\right.
$$

Concatenating the vectors $\mathbf{v}_{i}$ in Eq. (25.70) yields

$$
\begin{equation*}
\mathbf{f}=\mathbf{f}^{\dagger}+\mathbf{V} \Lambda^{C} \mathbf{K} \tag{25.75}
\end{equation*}
$$

where

$$
\mathbf{K}=\left(\begin{array}{c}
K_{1}  \tag{25.76}\\
K_{2} \\
\vdots \\
K_{N}
\end{array}\right)
$$

and

$$
\mathbf{V}_{\Lambda^{C}}^{C}=\left(\begin{array}{llll}
\mathbf{v}_{1} & \mathbf{v}_{2} & \ldots & \mathbf{v}_{N}
\end{array}\right)\left(\begin{array}{ccccc}
0 & & & &  \tag{25.77}\\
& \ddots & & & \\
& & 1_{r+1} & & \\
& & & \ddots & \\
& & & & 1_{N}
\end{array}\right)
$$

We would like to find the solution to the unknown vector $K$ in Eq. (25.75). A reasonable approach is to start with the constrained pseudoinverse solution and solve for $\mathbf{K}$ in a least squares manner; that is,
minimize:

$$
\begin{equation*}
\left\|\mathbf{C}_{+} \mathbf{f}^{\dagger}-\left\{\mathbf{f}^{\dagger}+\mathbf{V} \Lambda^{C} \mathbf{K}\right\}\right\| \tag{25.78}
\end{equation*}
$$

subject to:

$$
\begin{equation*}
\mathbf{C}_{+} \mathbf{f}^{\dagger}=\mathbf{f}^{\dagger}+\mathbf{V} \Lambda^{C} \mathbf{K} \tag{25.79}
\end{equation*}
$$

The least squares solution becomes

$$
\begin{align*}
& \quad \mathbf{C}_{+} \mathbf{f}^{\dagger}-\mathbf{f}^{\dagger}=\mathbf{V} \Lambda^{C} \mathbf{K} \\
& \mathbf{K}= \Lambda^{C} \mathbf{V}^{T}\left(\mathbf{C}_{+} \mathbf{f}^{\dagger}-\mathbf{f}^{\dagger}\right) . \tag{25.80}
\end{align*}
$$

Since $\Lambda^{C} \mathbf{V}^{T} \mathbf{f}^{\dagger}=0$, we get

$$
\begin{equation*}
\mathbf{K}=\Lambda^{C} \mathbf{V}^{T} \mathbf{C}_{+} \mathbf{f}^{\dagger} \tag{25.81}
\end{equation*}
$$

Substituting Eq. (25.81) into Eq. (25.79) yields

$$
\begin{equation*}
\mathbf{C}_{+} \mathbf{f}^{\dagger}=\mathbf{f}^{\dagger}+\mathbf{Q} \mathbf{C}_{+} \mathbf{f}^{\dagger}+e \tag{25.82}
\end{equation*}
$$

where $e$ denotes a residual vector. The process of enforcing the overall least squares solution and solving for the out-of-band component to fit the constraints can be implemented in an iterative fashion. The resulting recursion is

$$
\begin{equation*}
\mathbf{C}_{+} \mathbf{f}^{(k)}=\mathbf{f}^{\dagger}+\mathbf{Q} \mathbf{C}_{+} \mathbf{f}^{(k)}+e^{(k)} \tag{25.83}
\end{equation*}
$$

By defining

$$
\begin{equation*}
\mathbf{f}^{(k+1)} \equiv \mathbf{C}_{+} \mathbf{f}^{(k)}-e^{(k)} \tag{25.84}
\end{equation*}
$$

the final iterative algorithm becomes

$$
\begin{align*}
\mathbf{f}^{(0)}= & \mathbf{f}^{\dagger}  \tag{25.85}\\
\mathbf{f}^{(k+1)}= & \mathbf{f}^{\dagger}+\mathbf{Q} \mathbf{C}_{+} \mathbf{f}^{(k)} . \\
& k=0,1,2, \ldots .
\end{align*}
$$

Notethat therecursion yieldstheleast squaressolution whileenforcingthea priori constraintsthrough theout-of-band signal component. It is apparent that such an approach will yield abetter estimatefor the unknown signal $\mathbf{f}$ than theminimum norm least squares solution $\mathbf{f}^{\dagger}$. Notethat this algorithm can easily begeneralized to other problems by replacing the non-negativity constraint $\mathbf{C}_{+}$with the signal appropriateconstraints. In thecasewhen $\mathbf{f}^{\dagger}$ satisfies all the constraints exactly, thesolution to iterative algorithm reduces to the pseudoinverse solution. For more details on this algorithm, convergence issues, and stopping criterion, refer to [18, 20, 40]. By looking at this algorithmic framework from the set theoretic viewpoint described in [21], theoriginal set of solutions is given by all the solutions that satisfy the least squares error criterion. The addition of a priori signal constraints attempts to reduce the feasible set of solutions and to provide a better estimate than the pseudoinverse solution.

Finally, we would like to show some image restoration results based on the method described in [19, 20, chap. 4]. The technique is a modification of the Kaczmarz method described here using the theory of POCS. Original, degraded, restored images using the original Kaczmarz algorithm and the restored images using the modified algorithm based on the POCS framework are shown in Fig. (25.4). Similarly, we show the original, degraded and restored images in the frequency domain in Fig. (25.5). The details of the algorithm are found in [19].


FIGURE 25.4: (a) Original image. (b) Degraded image at 25 dB SNR. (c) Restored image using Kaczmarz iterations. (d) Restored image using the modified Kaczmarz algorithm in a POCS framework. (Courtesy of IEEE: Kuo, S.S. and Mammone, R.J., Image restoration by convex projections using adaptive constraints and the $l_{1}$ norm, IEEE Trans. Signal Process., 40, 159-168, 1992.)


FIGURE 25.5: Spatial frequency response of the (a) original image, (b) degraded image, and (c) restored image using the new algorithm. (Courtesy of IEEE: Kuo, S.S. and M ammone, R.J., Image restoration by convex projections using adaptive constraints and the $l_{1}$ norm, IEEE Trans. Signal Process., 40, 159-168, 1992.)
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### 26.1 Introduction

Computed tomography is the process of reconstructing the interiors of objects from data collected based on transmitted or emitted radiation. The problem occurs in a widerange of application areas. Here we discuss the computer algorithms used for achieving the reconstructions.

### 26.2 The Reconstruction Problem

We want to solve the following general problem. There is a three dimensional structure whose internal composition is unknown to us. Wesubject this structureto somekind of radiation, either by transmittingtheradiation through thestructureor by introducingtheemitter of theradiation into the structure. Wemeasuretheradiation transmitted through or emitted from the structure at a number of points. Computed tomography (CT) is the process of obtaining from these measurements the distribution of the physical parameter(s) insidethestructurethat havean effect on themeasurements. The problem occurs in a wide range of areas, such as x-ray CT, emission tomography, photon migration imaging, and electron microscopic reconstruction; see, e.g., [1, 2]. All of theseare inverse problems of various sorts; see, e.g., [3].

Where it is not otherwise stated, we will be discussing the special reconstruction problem of estimating a function of two variables from estimates of its line integrals. As it is quite reasonable for any application, we will assume that the domain of the function is contained in a finite region of the plane. In what follows we will introduce all the needed notation and terminology; in most cases these agree with those used in [1].

Suppose $f$ is a function of thetwo polar variables $r$ and $\phi$. Let $[\mathcal{R} f](\ell, \theta)$ denotethe lineintegral of $f$ along the line that is at distance $\ell$ from the origin and makes an angle $\theta$ with the vertical axis. This operator $\mathcal{R}$ is usually referred to as the Radon transform.

The input data to a reconstruction algorithm are estimates (based on physical measurements) of the values of $[\mathcal{R} f](\ell, \theta)$ for a finite number of pairs $(\ell, \theta)$; its output is an estimate, in some sense, of $f$. M ore precisely, suppose that the estimates of $[\mathcal{R} f](\ell, \theta)$ are known for $I$ pairs: $\left(\ell_{i}, \theta_{i}\right), 1$ $\leq i \leq I$. We use $y$ to denote the $I$-dimensional column vector (called the measurement vector) whose $i$ th component, $y_{i}$, is the available estimate of $[\mathcal{R} f]\left(\ell_{i}, \theta_{i}\right)$. The task of a reconstruction algorithm is:

$$
\text { given the data } y \text {, estimate the function } f \text {. }
$$

Following [1], reconstruction algorithms are characterized either as transform methods or as series expansion methods. In the following subsections we discuss the underlying ideas of these two approaches and give detailed descriptions of two algorithms from each category.

### 26.3 Transform Methods

The Radon transform has an inverse, $R^{-1}$, defined as follows. For a function $p$ of $\ell$ and $\theta$,

$$
\begin{equation*}
\left[R^{-1} p\right](r, \phi)=\frac{1}{2 \pi^{2}} \int_{0}^{\pi} \int_{-\infty}^{\infty} \frac{1}{r \cos (\theta-\phi)-\ell} p_{1}(\ell, \theta) d \ell d \theta, \tag{26.1}
\end{equation*}
$$

where $p_{1}(\ell, \theta)$ denotes the partial derivative of $p$ with respect to its first variable $\ell$. [N ote that it is intrinsically assumed in this definition that $p$ is sufficiently smooth for the existence of the integral in Eq. (26.1)]. It is known [1] that for any function $f$ which satisfies some physically reasonable conditions (such as continuity and boundedness) we have, for all points ( $r, \phi$ ),

$$
\begin{equation*}
\left[R^{-1} R f\right](r, \phi)=f(r, \phi) \tag{26.2}
\end{equation*}
$$

Transform methods are numerical procedures that estimate values of the double integral on the right hand side of Eq. (26.1) from given values of $p\left(\ell_{i}, \theta_{i}\right)$, for $1 \leq i \leq I$. We now discuss two such methods: the widely adopted filtered backprojection (FBP) algorithm (called the convolution method in [1]) and the more recently developed linogram method.

### 26.4 Filtered Backprojection (FBP)

In this algorithm, the right hand side of Eq. (26.1) is approximated by a two-step process (for derivational detailssee[1] or, in a moregeneral context, [3]). First, for fixed values of $\theta$, convolutions defined by

$$
\begin{equation*}
\left[p *_{Y} q\right]\left(\ell^{\prime}, \theta\right)=\int_{-\infty}^{\infty} p(\ell, \theta) q\left(\ell^{\prime}-\ell, \theta\right) d \ell \tag{26.3}
\end{equation*}
$$

are carried out, using a convolving function $q$ (of one variable) whose exact choice will have an important influence on the appearance of the final image. Second, our estimate $f^{*}$ of $f$ is obtained by backprojection as follows:

$$
\begin{equation*}
f^{*}(r, \phi)=\int_{0}^{\pi}\left[p *_{Y} q\right](r \cos (\theta-\phi), \theta) d \theta \tag{26.4}
\end{equation*}
$$

To make explicit theimplementation of this for a given measurement vector, let us assumethat the data function $p$ is known at points ( $n d, m \Delta$ ), $-N \leq n \leq N, 0 \leq m \leq M-1$, and $M \Delta=\pi$. Let
usfurther assumethat thefunction $f$ is to beestimated at points $\left(r_{j}, \phi_{j}\right), 1 \leq j \leq J$. Thecomputer algorithm operates as follows.

A sequence $f_{0}, \ldots, f_{M-1}, f_{M}$ of estimates is produced; the last of these is the output of the algorithm. First we define

$$
\begin{equation*}
f_{0}\left(r_{j}, \phi_{j}\right)=0 \tag{26.5}
\end{equation*}
$$

for $1 \leq j \leq J$. Then, for each value of $m, 0 \leq m \leq M-1$, we produce the ( $m+1$ ) st estimate from the $m$ th estimate by a two-step process:

1. For $-N \leq n^{\prime} \leq N$, calculate

$$
\begin{equation*}
p_{c}\left(n^{\prime} d, m \Delta\right)=d \sum_{n=-N}^{N} p(n d, m \Delta) q\left(\left(n^{\prime}-n\right) d\right), \tag{26.6}
\end{equation*}
$$

using the measured values of $p(n d, m \Delta$ ) and precalculated values (same for all $m$ ) of $q\left(\left(n^{\prime}-n\right) d\right)$. This is a discretization of Eq. (26.3). One possible (but by no means only) choice is
2. For $1 \leq j \leq J$, we set

$$
\begin{equation*}
f_{m+1}\left(r_{j}, \phi_{j}\right)=f_{m}\left(r_{j}, \phi_{j}\right)+\Delta p_{c}\left(r_{j} \cos \left(m \Delta-\phi_{j}\right), m \Delta\right) \tag{26.7}
\end{equation*}
$$

This is a discretization of Eq. (26.4). To do it, we need to interpolate in the first variable of $p_{c}$ from the values calculated in Eq. (26.6) to obtain the values needed in Eq. (26.7). In practice, once $f_{m+1}\left(r_{j}, \phi_{j}\right)$ has been calculated, $f_{m}\left(r_{j}, \phi_{j}\right)$ is no longer needed and the computer can reusethesamememorylocation for $f_{0}\left(r_{j}, \phi_{j}\right), \ldots, f_{M-1}\left(r_{j}, \phi_{j}\right), f_{M}\left(r_{j}, \phi_{j}\right)$.

In a complete execution of the algorithm, the uses of Eq. (26.6) require $M(2 N+1)$ multiplications and additions, while all the uses of Eq. (26.7) require $M J$ interpolations and additions. Since $J$ is typically of the order of $N^{2}$ and $N$ itself in typical applications is between 100 and 1000, we see that the cost of backprojection is likely to be much more computationally demanding than the cost of convolution. In any case, reconstruction of a typical $512 \times 512$ cross-section from data collected by a typical x -ray CT device is not a challengeto state-of-the art computational capabilities; it is routinely done in the order of a second or so and can be done, using a pipeline architecture, in a fraction of a second [4] .

### 26.5 The Linogram Method

Thebasic result that justifies this method is the well-known projection theorem which saysthat "taking thetwo-dimensional Fourier transform is the same as taking the Radon transform and then applying the Fourier transform with respect to the first variable" [1]. The method was first proposed in [5] and the reason for the name of the method can be found there. The basic reason for proposing this method is its speed of execution and we return to this below. In the description that follows, we use the approach of [6]. That paper deals with the fully three-dimensional problem; here we simplify it to the two-dimensional case.

For the linogram approach we assume that the data were collected in a special way (that is, at points whose locations will be precisely specified below); if they were collected otherwise, we need to interpolate prior to reconstruction. If the function is to be estimated at an array of points with rectangular coordinates $\{(i d, j d) \mid-N \leq i \leq N,-N \leq j \leq N\}$ (this array is assumed to cover the object to be reconstructed), then the data function $p$ needs to be known at points

$$
\begin{equation*}
\left(n d_{m}, \theta_{m}\right),-2 N-1 \leq n \leq 2 N+1,-2 N-1 \leq m \leq 2 N+1 \tag{26.8}
\end{equation*}
$$

and at points

$$
\begin{equation*}
\left(n d_{m}, \frac{\pi}{2}+\theta_{m}\right),-2 N-1 \leq n \leq 2 N+1,-2 N-1 \leq m \leq 2 N+1, \tag{26.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta_{m}=\tan ^{-1} \frac{2 m}{4 N+3} \text { and } d_{m}=d \cos \theta_{m} \tag{26.10}
\end{equation*}
$$

The linogram method produces from such data estimates of the function values at the desired points using a multi-stage procedure. We now list these stages, but first point out two facts. One is that the most expensive computation that needs to be used in any of the stages is thetaking of discrete Fourier transforms (DFTs), which can always be implemented (possibly after some padding by zeros) very efficiently by the use of the fast Fourier transform (FFT). Theother is that the output of any stage produces estimates of function values at exactly those points where they are needed for the discrete computations of the next stage; there is never any need to interpolate between stages. It is these two facts which indicate why the linogram method is both computationally efficient and accurate. (From the point of view of this handbook, these facts justify the choice of sampling points in Eqs. (26.8) through (26.10); a geometrical interpretation is given in [7].)

1. Fourier transforming of the data - For each value of the second variable, wetakethe DFT of the data with respect to the first variablein Eq. (26.8) and Eq. (26.9). By the projection theorem, this provides us with estimates of the two-dimensional Fourier transform $F$ of the object at points (in a rectangular coordinate system)

$$
\begin{gather*}
\left(\frac{k}{(4 N+3) d^{\prime}}, \frac{k}{(4 N+3) d} \tan \theta_{m}\right),-2 N-1 \leq k \leq 2 N+1, \\
-2 N-1 \leq m \leq 2 N+1 \tag{26.11}
\end{gather*}
$$

and at points (also in a rectangular coordinate system)

$$
\begin{gather*}
\left(\frac{k}{(4 N+3) d} \tan \left(\frac{\pi}{2}+\theta_{m}\right), \frac{k}{(4 N+3) d}\right),-2 N-1 \leq k \leq 2 N+1, \\
-2 N-1 \leq m \leq 2 N+1 . \tag{26.12}
\end{gather*}
$$

2. Windowing - At this point we may suppress those frequencies which we suspect to be noise dominated by multiplying with a window function (correspondingto theconvolving function in FBP).
3. Separating into two functions - The sampled Fourier transform $F$ of the object to be reconstructed is written as the sum of two functions, $G$ and $H . G$ has the same values as $F$ at all the points specified in Eq. (26.11) except at the origin and is zero-valued at all other points. $H$ has the same values as $F$ at all thepoints specified in Eq. (26.12) except at theorigin and is zero-valued at all other points. Clearly, except at theorigin, $F=G+H$. The idea is that by first taking the two-dimensional inverse Fourier transforms of $G$ and $H$ separately and then adding the results, we get an estimate (except for a $D C$ term which has to be estimated separately, see[6]) of $f$. We only follow what needs to be done with $G$; the situation with $H$ is analogous.
4. Chirp z-transforming in the second variable - Note that the way the $\theta_{m}$ were selected implies that if wefix $k$, then the sampling in the second variable of Eq. (26.11) is uniform. Furthermore, we know that the value of $G$ is zero outsidethe sampled region. Hence, for
each fixed $k, 0<|k| \leq 2 N+1$, we can use the chirp $z$-transform to estimate the inverse DFT in the second variable at points

$$
\begin{equation*}
\left(\frac{k}{(4 N+3) d}, j d\right),-2 N-1 \leq k \leq 2 N+1,-N \leq j \leq N . \tag{26.13}
\end{equation*}
$$

The chirp z-transform can be implemented using three FFTs, see[7].
5. Inverse transforming in the first variable - The inverse Fourier transform of $G$ can now be estimated at the required points by taking, for every fixed $j$, the inverse DFT in the first variable of the values at the points of Eq. (26.13).

### 26.6 Series Expansion Methods

This approach assumes that the function, $f$, to be reconstructed can be approximated by a linear combination of a finite set of known and fixed basis functions,

$$
\begin{equation*}
f(r, \phi) \approx \sum_{j=1}^{J} x_{j} b_{j}(r, \phi) \tag{26.14}
\end{equation*}
$$

and that our task is to estimate the unknowns, $x_{j}$. If we assume that the measurements depend linearly on the object to be reconstructed (certainly truein the special case of line integrals) and that we know (at least approximately) what the measurements would be if the object to be reconstructed was one of the basis functions (weuse $r_{i, j}$ to denote the value of the $i$ th measurement of the $j$ th basis function), then we can conclude[1] that the $i$ th of our measurements of $f$ is approximately

$$
\begin{equation*}
\sum_{j=1}^{J} r_{i, j} x_{j} \tag{26.15}
\end{equation*}
$$

Our problem is then to estimate the $x_{j}$ from the measured approximations (for $1 \leq i \leq I$ ) to Eq. (26.15). The estimate can often be selected as one that satisfies some optimization criterion.

To simplify thenotation, the imageis represented by a $J$-dimensional imagevector $x$ (with components $x_{j}$ ) and thedata form an $I$-dimensional measurement vector $y$. There is an assumed projection matrix $R$ (with entries $r_{i, j}$ ). We let $r_{i}$ denote the transpose of the $i$ th row of $R(1 \leq i \leq I)$ and so the inner product $\left\langle r_{i}, x\right\rangle$ is the same as the expression in Eq. (26.15). Then $y$ is approximately $R x$ and theremay be further information that $x$ belongs to a subset $C$ of $\mathbf{R}^{J}$, the space of $J$-dimensional real-valued vectors. In thisformulation $R, C$, and $y$ are known and $x$ is to beestimated. Substituting the estimated values of $x_{j}$ into Eq. (26.14) will then provide us with an estimate of the function $f$.

The simplest way of selecting the basis functions is by subdividing the plane into pixels (or space into voxels) and choosing basis functions whose value is 1 inside a specific pixel (or voxel) and is 0 everywhere else. However, there are other choices that may be preferable; for example, [8] uses spherically symmetric basis functions that arenot only spatially limited, but also can bechosen to be very smooth. Thesmoothness of thebasisfunctionsthen resultsin smoothnessof thereconstructions, whilethe spherical symmetry allows easy calculation of the $r_{i, j}$. It has been demonstrated [9], for the case of fully three-dimensional positron emission tomography (PET) reconstruction, that such basis functions indeed lead to statistically significant improvements in the task-oriented performance of series expansion reconstruction methods.

In many situations only a small proportion of the $r_{i, j}$ are nonzero. (For example, if the basis functions are based on voxels in a $200 \times 200 \times 100$ array and the measurements are approximate
line integrals, then the percent of nonzero $r_{i, j}$ is less than 0.01 , since a typical line will intersect fewer than 400 voxels.) This makes certain types of iterative methods for estimating the $x_{j}$ surprisingly efficient. This is because one can make use of a subroutine which, for any $i$, returns a list of those $j s$ for which $r_{i, j}$ is not zero, together with the values of the $r_{i, j}[1,10]$. We now discuss two such iterative approaches: theso-called algebraicreconstruction techniques(ART) and the use of expectation maximization (EM).

### 26.7 Algebraic Reconstruction Techniques (ART)

The basic version of ART operates as follows [1]. The method cycles through the measurements repeatedly, considering only one measurement at a time. Only those $x_{j}$ are updated for which the corresponding $r_{i, j}$ for the currently considered measurement $i$ is nonzero and thechangemadeto $x_{j}$ is proportional to $r_{i, j}$. The factor of proportionality is adjusted so that if Eq. (26.15) is evaluated for the resulting $x_{j}$, then it will match exactly the $i$ th measurement. Other variants will use a block of measurements in one iterativestep and will updatethe $x_{j}$ in different ways to ensurethat theiterative process converges according to a chosen estimation criterion.

Here we discuss only one specific optimization criterion and the associated algorithm. (Others can be found, for example, in [1]). Our task is to find the $x$ in $\mathbf{R}^{J}$ which minimizes

$$
\begin{equation*}
r^{2}\left\|y-R_{x}\right\|^{2}+\left\|x-\mu_{x}\right\|^{2} \tag{26.16}
\end{equation*}
$$

( $\|\cdot\|$ indicates the usual Euclidean norm), for a given constant scalar $r$ (called the regularization parameter) and a given constant vector $\mu_{x}$.

The algorithm makes use of an $I$-dimensional vector $u$ of additional variables, one for each measurement. First we define $u^{(0)}$ to bethe $I$-dimensional zero vector and $x^{(0)}$ to bethe $J$-dimensional zero vector. Then, for $k \geq 0$, we set

$$
\begin{align*}
u^{(k+1)} & =u^{(k)}+c^{(k)} e_{i_{k}} \\
x^{(k+1)} & =x^{(k)}+r c^{(k)} r_{i_{k}} \tag{26.17}
\end{align*}
$$

where $e_{i}$ is an $I$-dimensional vector whose $i$ th component is 1 with all other components being 0 and

$$
\begin{equation*}
c^{(k)}=\lambda^{(k)} \frac{r\left(y_{i_{k}}-\left\langle r_{i_{k}}, x^{(k)}\right\rangle\right)-u_{i_{k}}^{(k)}}{1+r^{2}\left\|r_{i_{k}}\right\|^{2}}, \tag{26.18}
\end{equation*}
$$

with $i_{k}=[k(\bmod I)+1]$.

THEOREM 26.1 (see [1] for a proof). Let $y$ be any measurement vector, $r$ be any real number, and $\mu_{x}$ be any element of $\mathbf{R}^{J}$. Then for any real numbers $\lambda^{(k)}$ satisfying

$$
\begin{equation*}
0<\varepsilon_{1} \leq \lambda^{(k)} \leq \varepsilon_{2}<2 \tag{26.19}
\end{equation*}
$$

the sequence $x^{(0)}, x^{(1)}, x^{(2)}, \ldots$ determined by the algorithm given above converges to the unique vector $x$ which minimizes Eq. (26.16).

The implementation of this algorithm is hardly more complicated than that of basic ART which is described at the beginning of this subsection. We need an additional sequence of $I$-dimensional vectors $u^{(k)}$, but in the $k$ th iterative step only one component of $u^{(k)}$ is needed or altered. Since the $i_{k} s$ are defined in a cyclic order, the components of the vector $u^{(k)}$ (just as the components of the
measurement vector $y$ ) can be sequentially accessed. (The exact choice of this - often referred to as the data access ordering - is very important for fast initial convergence; it is described in [11]. The underlying principle is that in any subsequence of steps, we wish to have the individual actions to be as independent as possible.) We also use, for every integer $k \geq 0$, a positive real number $\lambda^{(k)}$. (These are the so-called relaxation parameters. They are free parameters of the algorithm and in practice need to be optimized [11].) The $r_{i}$ are usually not stored at all, but the location and size of their nonzero elements are calculated as and when needed. Hence, the algorithm described by Eq. (26.17) and Eq. (26.18) shares the storage efficient nature of basic ART and its computational requirements are essentially the same. Assuming, as is reasonable, that the number of nonzero $r_{i, j}$ is of the same order as $J$, we seethat the cost of cycling through the data once using ART is of the order $I J$, which is approximately the same as the cost of reconstructing using FBP. (That this is indeed so is confirmed by the timings reported in [12].) An important thing to note about Theorem 26.1 is that there are no restrictions of consistency in its statement. Hence, the al gorithm of Eqs. (26.17) and (26.18) will converge to the minimizer of Eq. (26.16) - the so-called regularized least squares solution - using the real data collected in any application.

### 26.8 Expectation Maximization (EM)

We may wish to find the $x$ that maximizes the likelihood of observing the actual measurements, based on the assumption that ith measurement comes from a Poisson distribution whose mean is given by Eq. (26.15). An iterative method to do exactly that, based on the so-called EM (expectation maximization) approach, was proposed in [13]. Here we discuss a variant of this approach that was designed for a somewhat morecomplicated optimization criterion [14], which enforces smoothness of the results where the original maximum likelihood criterion may result in noisy images.

Let $\mathbf{R}_{+}^{J}$ denotethose elements of $\mathbf{R}^{J}$ in which all components arenon-negative. Our task isto find the $x$ in $\mathbf{R}_{+}^{J}$ which minimizes

$$
\begin{equation*}
\sum_{i=1}^{I}\left[\left\langle r_{i}, x\right\rangle-y_{i} \ln \left\langle r_{i}, x\right\rangle\right]+\frac{\gamma}{2} x^{T} S x \tag{26.20}
\end{equation*}
$$

where the $J \times J$ matrix $S$ (with entries denoted by $s_{j, u}$ ) is a modified smoothing matrix [1] which has the following property. (This definition is only applicable if we use pixels to define the basis functions.) Let $N$ denote the set of indexes corresponding to pixels that are not on the border of the digitization. Each such pixel has eight neighbors, let $N_{j}$ denote the indexes of the pixels associated with the neighbors of the pixel indexed by $j$. Then

$$
\begin{equation*}
x^{T} S x=\sum_{j \in N}\left(x_{j}-\frac{1}{8} \sum_{k \in N_{j}} x_{k}\right)^{2} . \tag{26.21}
\end{equation*}
$$

Consider the following rules for obtaining $x^{(k+1)}$ from $x^{(k)}$.

$$
\begin{align*}
p_{j}^{(k)} & =\frac{\sum_{i=1}^{I} r_{i, j}}{9 \gamma s_{j, j}}-x_{j}^{(k)}+\frac{1}{9 s_{j, j}} \sum_{u=1}^{J} s_{j, u} x_{u}^{(k)},  \tag{26.22}\\
q_{j}^{(k)} & =\frac{x_{j}^{(k)}}{9 \gamma s_{j, j}} \sum_{i=1}^{I} \frac{r_{i, j} y_{i}}{\left\langle r_{i}, x^{(k)}\right\rangle}, \tag{26.23}
\end{align*}
$$

$$
\begin{equation*}
x_{j}^{(k+1)}=\frac{1}{2}\left(-p_{j}^{(k)}+\sqrt{\left(p_{j}^{(k)}\right)^{2}+4 q_{j}^{(k)}}\right) \tag{26.24}
\end{equation*}
$$

Since the first term of Eq. (26.22) can be precalculated, the execution of Eq. (26.22) requires essentially no more effort than multiplying $x^{(k)}$ with the modified smoothing matrix. As explained in [1], there is a very efficient way of doing this. The execution of Eq. (26.23) requires approximately the same effort as cycling oncethrough the data set using ART; seeEq. (26.18). Algorithmic details of efficient computations of Eq. (26.23) appeared in [15]. Clearly, the execution of Eq. (26.24) requires atrivial amount of computing. Thus, we seethat oneiterativestep of theEM algorithm of Eq. (26.22) to Eq. (26.24) requires, in total, approximately the same computing effort as cycling through the data set once with ART, which costs about the sameas a completereconstruction by FBP. A basic difference between the ART method and the EM method is that the former updates its estimate based on one measurement at a time, while the latter deals with all measurements simultaneously.

THEOREM 26.2 (see [14] for a proof). For any $x^{(0)}$ with only positive components, the sequence $x^{(0)}, x^{(1)}, x^{(2)}, \ldots$ generated by the algorithm of Eqs. (26.22) to (26.24) converges to the minimizer of (26.20) in $\mathbf{R}_{+}^{J}$.

### 26.9 Comparison of the Performance of Algorithms

We have discussed four very different-looking algorithms and the literature is full of many others, only some of which aresurveyed in bookssuch as [1]. M any of the algorithms are available in general purposeimage reconstruction software packages, such as SNARK [10]. Thenovicefaced with a problem of reconstruction is justified in being puzzled as to which algorithm to use. Unfortunately, there is not a generally valid answer: theright choice may very well bedependent on the area of application and on the instrument used for gathering the data. Here we make only some general comments regarding the four approaches discussed above, followed by some discussion of the methodologies that are available to comparatively evaluate reconstruction algorithms for a particular application.

Concerning thetwo transform methods wehavediscussed, thelinogram method isfaster than FBP (essentially an $N^{2} \log N$ method, rather than an $N^{3}$ method as is the FBP) and, when the data are collected according to the geometry expressed by Eqs. (26.8) and (26.9), then the linogram method is likely to be more accurate because it requires no interpolations. However, data are not normally collected this way and the need for an initial interpolation together with the more complicatedlooking expressions that need to be implemented for the linogram method may indeed steer some users towards FBP, in spite of its extra computational requirements.

Advantages of series expansion methods over transform methods are their flexibility (no special relationship needs to be assumed between the object to be reconstructed and the measurements taken, such as that the latter are samples of the Radon transform of the former) and the ability to control the type of solution we want by specifying the exact sense in which the image vector is to be estimated from the measurement vector; see Eqs. (26.16) and (26.20). The major disadvantage is that it is computationally much more intensive to find these precise estimators than to numerically evaluateEq. (26.1). Also, if themodel (thebasis functions, the projection matrix, and the estimation criterion) is not well chosen, then theresultingestimatemay beinferior to that provided by atransform method. The recent literature has demonstrated that usually there are models that make the efficacy of a reconstruction provided by a series expansion method at least as good as that provided by a transform method. To avoid the problem of computational expense, one usually stops the iterative process involved in the optimization long before the method has converged to the mathematically specified estimator. Practical experience indicates that this can be done very efficaciously. For
example, as reported in [12], in the area of fully three dimensional PET, the reconstruction times for FBP are slightly longer than for cycling through the data just once with a version of ART using spherically symmetric basis functions and the accuracy of FBP is significantly worse than what is obtained by this very early iterate produced by ART.

Since the iterative process is, in practice, stopped early, in evaluating the efficacy of the result of a series expansion method one should look at the actual outputs rather than the ideal mathematical optimizer. Reported experiences comparing an optimized version of ART with an optimized version of EM $[9,11]$ indicate that the former can obtain as good or better reconstructions as the latter, but at a fraction of the computational cost. This computational advantage appears to be due to not trying to make use of all the measurements in each iterative step.

The proliferation of image reconstruction algorithms imposes a need to evaluate the relative performance of these algorithms and to understand the relationship between their attributes (free parameters) and their performance. In a specific application of an algorithm, choices have to be made regarding its parameters (such as the basis functions, the optimization criterion, constraints, relaxation, etc.). Such choices affect the performance of the algorithm and there is a need for an efficient and objective evaluation procedure which enables us to select the best variant of an algorithm for a particular task and to compare the efficacy of different algorithms for that task.

An approach to evaluating an algorithm is to first start with a specification of the task for which the image is to be used and then define a figure of merit (FOM) which determines quantitatively how helpful the image is, and hence the reconstruction algorithm, for performing that task. In the numerical observer approach [11, 16, 17], a task-specific FOM is computed for each image. Based on the FOM s for all the images produced by two different techniques, we can calculate the statistical significanceat which we can reject thenull hypothesis that themethods areequally helpful for solving a particular task in favor of the alternative hypothesis that the method with the higher average FOM is more helpful for solving that task. Different imaging techniques can then be rank-ordered on the basis of their average FOM s. It is strongly advised that a reconstruction algorithm should not be selected based on the appearance of a few sample reconstructions, but rather that a study along the lines indicated above be carried out.

In addition to the efficacy of images produced by the various algorithms, one should also be aware of the computational possibilities that exist for executing them. A survey from this point of view can befound in [2].
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### 27.1 Introduction

This section addresses the inverse problem in robust speech processing. A problem that speaker and speech recognition systems regularly encounter in the commercialized applications is the dramatic degradation of performance due to the mismatch of the training and operating environments. The mismatch generally resultsfrom the diversity of theoperatingenvironments. For applicationsover the telephone network, theoperating environmentsmay vary from offices and laboratories to household places and airports. The problem becomes worse when speech is transmitted over the wireless network. Herethesystem experiencescross-channel interferencesin addition to thechannel and noise degradations that exist in theregular telephonenetwork. The key issue in robust speech processing is to obtain good performanceregardless of themismatch in theenvironmental conditions. Theinverse problem in this sense refers to the process of modeling the mismatch in theform of a transformation and resolving it via an inversetransformation. In this section, we introducethe method of modeling the mismatch as an affinetransformation.

Before getting into the details of the inverse problem in robust speech processing, we would liketo giveabrief review of themechanism of speech production, aswell astheretrieval of useful information from the speech for the recognition purposes.

### 27.2 Speech Production and Spectrum-Related Parameterization

The speech signal consists of time-varying acoustic waveforms produced as a result of acoustical excitation of the vocal tract. It is nonstationary in that the vocal tract configuration changes over time. A time varying digital filter is generally used to describe the vocal tract characteristics. The steady-state system function of the filter is of the form [1, 2]:

$$
\begin{equation*}
S(z)=\frac{G}{1-\sum_{i=1}^{p} a_{i} z^{-i}}=\frac{G}{\prod_{i=1}^{p}\left(1-z_{i} z^{-1}\right)}, \tag{27.1}
\end{equation*}
$$

where $p$ is the order of the system and $z_{i}$ denote the poles of thetransfer function. The time domain representation of this filter is

$$
\begin{equation*}
s(n)=\sum_{i=1}^{p} a_{i} s(n-i)+G u(n) . \tag{27.2}
\end{equation*}
$$

Thespeech samples $(n)$ is predicted as alinear combination of previous $p$ samples plus the excitation $G u(n)$, where $G$ is the gain factor. The factor $G$ is generally ignored in the recognition-typetasks to allow for robustness to variations in the energy of speech signals. This speech production model is often referred to as the linear prediction (LP) model, or the autoregressive model, and the coefficients $a_{i}$ are called the predictor coefficients.

The cepstrum of the speech signal $s(n)$ is defined as

$$
\begin{equation*}
c(n)=\int_{-\pi}^{\pi} \log \left|S\left(e^{j \omega}\right)\right| e^{j \omega n} \frac{d \omega}{2 \pi} . \tag{27.3}
\end{equation*}
$$

It is simply theinverseFourier transform of the logarithm of themagnitude of theFourier transform $S\left(e^{j \omega}\right)$ of the signal $s(n)$.

From the definition of cepstrum in Eq. (27.3), wehave

$$
\begin{equation*}
\sum_{n=-\infty}^{n=\infty} c(n) e^{-j \omega n}=\log \left|S\left(e^{j \omega}\right)\right|=\left|\log \frac{1}{1-\sum_{n=1}^{p} a_{n} e^{-j \omega n}}\right| \tag{27.4}
\end{equation*}
$$

If we differentiate both sides of the equation with respect to $\omega$ and equate the coefficients of like powers of $e^{j \omega}$, the following recursion is obtained:

$$
c(n)=\left\{\begin{array}{cc}
\log G & n=0  \tag{27.5}\\
a(n)+\frac{1}{n} \sum_{i=1}^{n-1} i c(i) a(n-i) & n>0
\end{array}\right.
$$

The cepstral coefficients can be calculated using the recursion once the predictor coefficients are solved. The zeroth order cepstral coefficient is generally ignored in speech and speaker recognition due to its sensitivity to the gain factor, $G$.

An alternative solution for the cepstral coefficients is given by

$$
\begin{equation*}
c(n)=\frac{1}{q} \sum_{i=1}^{p} z_{i}^{n} . \tag{27.6}
\end{equation*}
$$

It is obtained by equating the terms of like powers of $z^{-1}$ in the following equation:

$$
\begin{equation*}
\sum_{n=-\infty}^{n=\infty} c(n) z^{-n}=\log \frac{1}{\prod_{n=1}^{p}\left(1-z_{n} z^{-1}\right)}=-\sum_{i=1}^{p} \log \left[1-z_{n} z^{-1}\right] \tag{27.7}
\end{equation*}
$$

where the logarithm terms can be written as a power series expansion given as

$$
\begin{equation*}
\log \left[1-z_{n} z^{-1}\right]=\sum_{k=1}^{\infty} \frac{1}{k} z_{n}^{k} z^{-k} \tag{27.8}
\end{equation*}
$$

There are two standard methods of solving for the predictor coefficients, $a_{i}$, namely, the autocorrelation method and the covariance method [3, 4, 5, 6]. Both approaches are based on minimizing the mean square value of the estimation error $e(n)$ as given by

$$
\begin{equation*}
e(n)=s(n)-\sum_{i=1}^{p} a_{i} s(n-i) . \tag{27.9}
\end{equation*}
$$

Thetwo methods differ with respect to the details of numerical implementation. The autocorrelation method assumes that the speech samples are zero outside the processing interval of $N$ samples. This results in a nonzero prediction error, $e(n)$, outside the interval. The covariance method fixes the interval over which the prediction error is computed and has no constraints on the sample values outside the interval. The autocorrelation method is computationally simpler than the covariance approach and assures a stable system where all poles of thetransfer function lie within the unit circle. A brief description of the autocorrelation method is given as follows.

The autocorrelation of the signal $s(n)$ is defined as

$$
\begin{equation*}
r_{s}(k)=\sum_{n=0}^{N-1-k} s(n) s(n+k)=s(n) \otimes s(-n), \tag{27.10}
\end{equation*}
$$

where $N$ is the number of samples in the sequence $s(n)$ and the sign $\otimes$ denotes the convolution operation. The definition of autocorrelation implies that $r_{s}(k)$ is an even function. The predictor coefficients $a_{i}$ can therefore be obtained by solving the following set of equations

$$
\left(\begin{array}{cccc}
r_{s}(0) & r_{s}(1) & \cdots & r_{s}(p-1) \\
r_{s}(1) & r_{s}(0) & \cdots & r_{s}(p-2) \\
\vdots & \vdots & \ddots & \vdots \\
r_{s}(p-1) & r_{s}(p-2) & \cdots & r_{s}(0)
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
\vdots \\
a_{p}
\end{array}\right)=\left(\begin{array}{c}
r_{s}(1) \\
\vdots \\
r_{s}(p)
\end{array}\right)
$$

Denoting the $p \times p$ Toeplitz autocorrelation matrix on the left hand side by $\mathbf{R}_{s}$, the predictor coefficient vector by $\mathbf{a}$, and the autocorrelation coefficients by $\mathbf{r}_{s}$, we have

$$
\begin{equation*}
\mathbf{R}_{s} \mathbf{a}=\mathbf{r}_{s} . \tag{27.11}
\end{equation*}
$$

The solution for the predictor coefficient vector a can be solved by the inverse relation

$$
\mathbf{a}=\mathbf{R}_{s}^{-1} \mathbf{r}_{s}
$$

This equation will be used throughout the analysis in the rest of this article. Since the matrix $\mathbf{R}_{s}$ is Toeplitz, a computationally efficient algorithm known as Levinson-Durbin recursion can be used to solve for a [3].

### 27.3 Template-Based Speech Processing

The template-based matching algorithms for speech processing are generally conducted using the similarity of the vocal tract characteristics inhabited in the spectrum of a particular speech sound.

There are two types of speech sounds, namely, voiced and unvoiced sounds. Figure 27.1 shows the speech waveforms, the spectra, and the spectral envelopes of the voiced and the unvoiced sounds. Voiced sounds such as the vowel / $a$ / and thenasal sound / $n$ / are produced by the passage of a quasiperiodic air wave through the vocal tract that creates resonances in the speech waveforms known as formants. The quasi-periodic air wave is generated as a result of the vibration of the vocal cord. The fundamental frequency of the vibration is known as the pitch. In the case of generating fricative sounds such as $/ s h /$, the vocal tract is excited by random noise, resulting in speech waveforms exhibiting no periodicity, as can be seen in Fig. 27.1. Therefore, the spectral envelopes of voiced sounds constantly exhibit the pitch as well as three to five formants when the sampling rate is 8 kHz , whereas the spectral envelopes of the unvoiced sounds reveal no pitch and formant characteristics. In addition, the formants of different voiced sounds differ with respect to the shape and the location of the center frequencies of the formants. This is dueto the unique shape of the vocal tract formed to produce a particular sound. Thus, different sounds can be distinguished based on attributes of the spectral envelope.

The cepstral distance given by

$$
\begin{equation*}
d=\sum_{n=-\infty}^{\infty}\left[c(n)-c^{\prime}(n)\right]^{2} \tag{27.12}
\end{equation*}
$$

is one of the metrics for measuring the similarity of two spectra envelopes. The reason is as follows. From the definition of cepstrum, we have

$$
\begin{align*}
\sum_{n=\infty}^{\infty}\left[c(n)-c^{\prime}(n)\right] e^{j \omega n} & =\log \left|S\left(e^{j \omega}\right)\right|-\log \left|S^{\prime}\left(e^{j \omega}\right)\right| \\
& =\log \frac{\left|S\left(e^{j \omega}\right)\right|}{\left|S^{\prime}\left(e^{j \omega}\right)\right|} \tag{27.13}
\end{align*}
$$

TheFourier transform of thedifferencebetween a pair of cepstra is equal to the differencebetween the corresponding spectra pair. By applying the Parseval's theorem, the cepstral distance can be related to the log spectral distance as

$$
\begin{equation*}
d=\sum_{n=\infty}^{\infty}\left[c(n)-c^{\prime}(n)\right]^{2}=\int_{-\pi}^{\pi}\left[\log \left|S\left(e^{j \omega}\right)\right|-\log \left|S^{\prime}\left(e^{j \omega}\right)\right|\right]^{2} \frac{d \omega}{2 \pi} \tag{27.14}
\end{equation*}
$$

The cepstral distance is usually approximated by the distance between the first few lower order cepstral coefficients, the reason being that the magnitude of the high order cepstral coefficients is small and has a negligible contribution to the cepstral distance.

### 27.4 Robust Speech Processing

Robust speech processing attempts to maintain the performance of speaker and speech recognition system when variations in the operating environment are encountered. This can be accomplished if the similarity in vocal tract structures of the same sound can be recovered under adverse conditions.

Figure 27.2 illustrates how the deterministic channel and random noise contaminate a speech signal during the recording and transmission of the signal.

First of all, at the front end of the speech acquisition system, additive background noise $N_{1}(\omega)$ from the speaking environment distorts the speech waveform. Adverse background conditions are also found to put stress on the speech production system and changethe characteristics of the vocal


FIGURE 27.1: Illustration of voiced/unvoiced speech.


FIGURE 27.2: The speech acquisition system.
tract. It is equivalent to performing a linear filtering of the speech. This problem will be addressed in another chapter and will not be discussed here.

After being sampled and quantized, the speech samples corrupted by the background noise $N_{1}(\omega)$ are then passed through the transmission channel such as a telephonenetwork to get to the receiver's site. Thetransmission channel generally involves two types of degradation sources: the deterministic and convolutional filter with the transfer function $H(\omega)$, and the additive noise denoted by $N_{2}(\omega)$ in Fig. 27.2.

The signal observed at the output of the system is, therefore,

$$
\begin{equation*}
Y(\omega)=H(\omega)\left[X(\omega)+N_{1}(\omega)\right]+N_{2}(\omega) . \tag{27.15}
\end{equation*}
$$

The spectrum of the output signal is corrupted by both additive and multiplicative interferences. The multiplicative interference due to the linear channel $H(\omega)$ is sometimes referred to as the multiplicative noise.

The various sources of degradation cause distortions of the predictor coefficients and the cepstral coefficients. Fig. 27.4 shows the change of spatial clustering of the cepstral coefficients due to interferences of the linear channel, white noise, and the composite effect of both linear channel and white noise.

- When the speech is interfered by a linear bandpass channel, the frequency response of which is shown in Fig. 27.3, a translation of the cepstral clusters is observed, as shown in Fig. 27.4(b).
- When the speech is corrupted by Gaussian white noise of 15 dB SNR, a shrinkage of the cepstral vectors results. This is shown in Fig. 27.4(c), where it can beseen that thecepstral clusters move toward the origin.
- When the speech is degraded by both the linear channel and Gaussian white noise, the cepstral vectors are translated and scaled simultaneously.

There are three underlying thoughts behind the various solutions to robust speech processing. The first is to recover the speech signal from the noisy observation by removing an estimate of the noise from the signal. This is also known as the speech enhancement approach. M ethods that are executed in the speech sample domain include noise suppression [7] and noise masking [8]. Other speech enhancement methods are carried out in the feature domain, for example, cepstral mean subtraction (CMS) and polefiltered cepstral mean subtraction (PFCM S). In this category,


FIGURE 27.3: Thesimulated environmental interference. (a) M edium voiced channel and (b) Gaussian white noise.
the key to the problem is to find feature sets that are invariant ${ }^{1}$ to the changes of transmission channel and environmental noise. Liftered cepstrum [9] and the adaptive component weighted (ACW) cepstrum [10] are examples of the feature enhancement approach. A third category consists of methods for matching the testing features with the models after adaptation of environmental conditions [11, 12, 13, 14]. In this case, the presence of noisein thetraining and testing environments aretolerableaslongas an adaptation algorithm can befound to match theconditions. Theadaptations can be performed in either of the following two directions, i.e., adapt the training data to thetesting environment, or adapt the testing data to the environment.

Thefocus of thefollowing discussion will beon viewing the robust speech processing as an inverse problem. We utilize the fact that both deterministic and non-deterministic noise introduce a sounddependent linear transformation of the predictor coefficients of speech. This can be approximated by an affine transformation in the cepstrum domain. The mismatch can, therefore, be resolved by solving for the inverse affine transformation of the cepstral coefficients.

### 27.5 Affine Transform

An affine transform $\mathbf{y}$ of a vector $\mathbf{x}$ is defined as

$$
\begin{equation*}
\mathbf{y}=\mathbf{A x}+\mathbf{b}, \quad \text { for } \mathbf{b} \neq \mathbf{0} . \tag{27.16}
\end{equation*}
$$

The matrix, $\mathbf{A}$, represents the linear transformation of the vector, $\mathbf{x}$, and $\mathbf{b}$ is a nonzero vector representing the translation of the vector. Note that the addition of the vector $\mathbf{b}$ to the equation causes the transform to become nonlinear.

The singular value decomposition (SVD) of the matrix, $A$, can be used to gain some insight into the geometry of an affine transform, i.e.,

$$
\begin{equation*}
\mathbf{y}=\mathbf{U} \Sigma \mathbf{V}^{T} \mathbf{x}+\mathbf{b} \tag{27.17}
\end{equation*}
$$

[^31]

FIGURE 27.4: The spatial distribution of cepstral coefficients under various conditions, "*" for the sound $/ \mathrm{a} /$, " o " for the sound $/ \mathrm{n} /$, and " + " for the sound $/ \mathrm{sh} /$. (a) Cepstrum of the clean speech; (b) cepstrum of signals filtered by continental U.S. mid-voicechannel (CM V); (c) cepstrum of signals with 15 dB SNR, thenoisetypeis additive white Gaussian (AWG); (d) cepstrum of speech corrupted by both CMV channel and AWG noise of 15 dB SNR.
where $\mathbf{U}$ and $\mathbf{V}^{T}$ are unitary matrices and $\Sigma$ is a diagonal matrix. The geometric interpretation is thus seen to be that $x$ is rotated by unitary matrix $\mathbf{V}^{T}$, rescaled by the diagonal matrix $\Sigma$, rotated again by the unitary matrix $\mathbf{U}$, and finally translated by the vector $\mathbf{b}$.

### 27.6 Transformation of Predictor Coefficients

It will beproved in thissection that the contamination of a speech signal by astationary convolutional channel and random white noise is equivalent to a signal dependent linear transformation of the predictor coefficients. The conclusion drawn here will be used in the next section to show that the effect of environmental interference is equivalent to an affine transform in the cepstrum domain.

### 27.6.1 Deterministic Convolutional Channel as a Linear Transform

When a sample sequence is passed through a convolutional channel of impulse response $h(n)$, the filtered signal $s^{\prime}(n)$ obtained at the output of the channel is

$$
\begin{equation*}
s^{\prime}(n)=h(n) \otimes s(n) . \tag{27.18}
\end{equation*}
$$

If the power spectra of the signals $s(n)$ and $s^{\prime}(n)$ are denoted $S_{s}(\omega)$, and $S_{s^{\prime}}(\omega)$, respectively, then

$$
\begin{equation*}
S_{s^{\prime}}(\omega)=|H(\omega)|^{2} S_{s}(\omega) \tag{27.19}
\end{equation*}
$$

Therefore, in thetime domain,

$$
\begin{equation*}
r_{s^{\prime}}(k)=[h(n) \otimes h(-n)] \otimes r_{s}(k)=r_{h}(k) \otimes r_{s}(k), \tag{27.20}
\end{equation*}
$$

where $r_{s}(k)$ and $r_{s^{\prime}}(k)$ are the autocorrelation of the input and output signals. The autocorrelation of the impulse response $h(n)$ is denoted $r_{h}(k)$ and by definition,

$$
\begin{equation*}
r_{h}(k)=h(n) \otimes h(-n) . \tag{27.21}
\end{equation*}
$$

If the impulse response $h(n)$ is assumed to be zero outside the interval [ $0, p-1$ ], then

$$
\begin{equation*}
r_{h}(k)=0 \text { for }|k|>p-1 . \tag{27.22}
\end{equation*}
$$

Equation (27.20) can therefore be rewritten in matrix form as

$$
\begin{align*}
\left(\begin{array}{c}
r_{s^{\prime}}(0) \\
r_{s^{\prime}}(1) \\
\vdots \\
r_{s^{\prime}}(p-1)
\end{array}\right)= & \left(\begin{array}{ccccc}
r_{h}(0) & r_{h}(1) & r_{h}(2) & \cdots & r_{h}(p-1) \\
r_{h}(1) & r_{h}(0) & r_{h}(1) & \cdots & r_{h}(p-2) \\
\vdots & \vdots & \ddots & & \vdots \\
r_{h}(p-1) & r_{h}(p-2) & r_{h}(p-3) & \cdots & r_{h}(0)
\end{array}\right) \\
& \times\left(\begin{array}{c}
r_{s}(0) \\
r_{s}(1) \\
\vdots \\
r_{s}(p-1)
\end{array}\right) \\
= & \mathbf{R}_{h 1} \mathbf{r}_{s} . \tag{27.23}
\end{align*}
$$

$\mathbf{R}_{h 1}$ refers to the autocorrelation matrix of the impulse response of the channel on the right-hand side of the above equation.

The autocorrelation matrix $\mathbf{R}_{s^{\prime}}$ of the filtered signal $s^{\prime}(n)$ is then

$$
\begin{align*}
\mathbf{R}_{s^{\prime}}= & \left(\begin{array}{ccccc}
r_{s^{\prime}}(0) & r_{s^{\prime}}(1) & r_{s^{\prime}}(2) & \cdots & r_{s^{\prime}}(p-1) \\
r_{s^{\prime}}(1) & r_{s^{\prime}}(0) & r_{s^{\prime}}(1) & \cdots & r_{s^{\prime}}(p-2) \\
\vdots & \vdots & \ddots & & \vdots \\
r_{s^{\prime}}(p-1) & r_{s^{\prime}}(p-2) & r_{s^{\prime}}(p-3) & \cdots & r_{s^{\prime}}(0)
\end{array}\right) \\
= & \left(\begin{array}{ccccc}
r_{h}(0) & r_{h}(1) & r_{h}(2) & \cdots & r_{h}(p-1) \\
r_{h}(1) & r_{h}(0) & r_{h}(1) & \cdots & r_{h}(p-2) \\
\vdots & \vdots & \ddots & & \vdots \\
r_{h}(p-1) & r_{h}(p-2) & r_{h}(p-3) & \cdots & r_{h}(0)
\end{array}\right) \\
& \times\left(\begin{array}{cccccc}
r_{s}(0) & r_{s}(1) & r_{s}(2) & \cdots & r_{s}(p-1) \\
r_{s}(1) & r_{s}(0) & r_{s}(1) & \cdots & r_{s}(p-2) \\
\vdots & \vdots & \ddots & & \vdots \\
r_{s}(p-1) & r_{s}(p-2) & r_{s}(p-3) & \cdots & r_{s}(0)
\end{array}\right) \\
= & \mathbf{R}_{h 1} \mathbf{R}_{s} . \tag{27.24}
\end{align*}
$$

Also, the autocorrelation vector $\mathbf{r}_{s^{\prime}}$ of the filtered signal $s^{\prime}(n)$ is

$$
\begin{align*}
\mathbf{r}_{s^{\prime}}= & \left(\begin{array}{c}
r_{s^{\prime}}(1) \\
r_{s^{\prime}}(2) \\
\vdots \\
r_{s^{\prime}}(p)
\end{array}\right) \\
= & \left(\begin{array}{ccccc}
r_{h}(1) & r_{h}(0) & r_{h}(1) & \cdots & r_{h}(p-2) \\
r_{h}(2) & r_{h}(1) & r_{h}(0) & \cdots & r_{h}(p-3) \\
\vdots & \vdots & \ddots & & \vdots \\
r_{h}(p) & r_{h}(p-1) & r_{h}(p-2) & \cdots & r_{h}(1)
\end{array}\right) \\
& \times\left(\begin{array}{c}
r_{s}(1) \\
r_{s}(2) \\
\vdots \\
r_{s}(p)
\end{array}\right) \\
= & \mathbf{R}_{h 2} \mathbf{r}_{s} \tag{27.25}
\end{align*}
$$

where $\mathbf{R}_{h 2}$ denotes the matrix on the right-hand side.
The predictor coefficients of the output signal $s^{\prime}(n)$ is thus given by

$$
\begin{equation*}
\mathbf{a}_{s^{\prime}}=\mathbf{R}_{s^{\prime}}^{-1} \mathbf{r}_{s^{\prime}}=\left(\mathbf{R}_{h 1} \mathbf{R}_{s}\right)^{-1} \times\left(\mathbf{R}_{h 2} \mathbf{r}_{s}\right)=\mathbf{R}_{s}^{-1}\left(\mathbf{R}_{h 1}^{-1} \mathbf{R}_{h 2}\right) \mathbf{R}_{s} \mathbf{a} \tag{27.26}
\end{equation*}
$$

Therefore, the predictor coefficients of a speech signal filtered by a convolutional channel can be obtained via taking a linear transformation of the predictor coefficients of the input speech signal. Notethat thetransformation in Eq. $(27.26)$ issound dependent, astheestimates of theautocorrelation matrices assume stationary.

### 27.6.2 Additive Noise as a Linear Transform

The random noise arising from the background and the fluctuation of the transmission channel is generally assumed to be additive white noise (AWN). The resulted noisy observation of the original speech signal is given by

$$
\begin{equation*}
s^{\prime}(n)=s(n)+e(n), \tag{27.27}
\end{equation*}
$$

where

$$
\begin{equation*}
E[e(n)]=0 \text { and } E\left[e^{2}(n)\right]=\sigma^{2} \tag{27.28}
\end{equation*}
$$

and $s^{\prime}(n)$ results from the original speech signal $s(n)$ being corrupted by the noise $e(n)$.
The autocorrelation of the corrupted speech signal $s^{\prime}(n)$ is

$$
\begin{equation*}
r_{s^{\prime}}(k)=[s(n)+e(n)] \otimes[s(-n)+e(-n)]=r_{s}(k)+r_{s e}(k)+r_{e s}(k)+r_{e}(k), \tag{27.29}
\end{equation*}
$$

where $r_{s}(k)$ and $r_{e}(k)$ denote the autocorrelation of the signal $s(n)$ and the noise $e(n)$, respectively, and $r_{s e}(k)$ and $r_{e s}(k)$ represent the cross-correlation of $s(n)$ and $e(n)$. Since

$$
\begin{aligned}
& r_{e}(k)=E\left[\sum_{m=0}^{N-1-k} e(m) e(m+k)\right]=\left\{\begin{array}{cc}
\sigma^{2} & k=0 \\
0 & \text { otherwise }
\end{array}\right. \\
& r_{s e}(k)=E\left[\sum_{m=0}^{N-1-k} s(m) e(m+k)\right]=\sum_{m=0}^{N-1-k} s(m) E[e(m+k)]=0, \text { and }
\end{aligned}
$$

$$
\begin{equation*}
r_{e s}(k)=E\left[\sum_{m=0}^{N-1-k} e(m) s(m+k)\right]=\sum_{m=0}^{N-1-k} s(m+k) E[e(m)]=0, \tag{27.30}
\end{equation*}
$$

the autocorrelation of the signal $s^{\prime}(n)$ presented in Eq. (27.29) becomes

$$
r_{s^{\prime}}(k)=\left\{\begin{array}{cc}
r_{s}(k)+\sigma^{2} & k=0  \tag{27.31}\\
r_{s}(k) & \text { otherwise }
\end{array} .\right.
$$

Hence, the predictor coefficients as given by Eq. (27.11) are

$$
\begin{align*}
\mathbf{a}^{\prime} & =\mathbf{R}_{s^{\prime}}^{-1} \mathbf{r}_{s^{\prime}}^{\prime} \\
& =\left(\begin{array}{ccccc}
r_{s}(0)+\sigma^{2} & r_{s}(1) & r_{s}(2) & \cdots & r_{s}(p-1) \\
r_{s}(1) & r_{s}(0)+\sigma^{2} & r_{s}(1) & \cdots & r_{s}(p-2) \\
\vdots & \vdots & \ddots & & \vdots \\
r_{s}(p-1) & r_{s}(p-2) & r_{s}(p-3) & \cdots & r_{s}(0)+\sigma
\end{array}\right)^{-1}\left(\begin{array}{c}
r_{s}(1) \\
r_{s}(2) \\
\vdots \\
r_{s}(p)
\end{array}\right) \\
& =\left(\mathbf{R}_{s}+\sigma^{\mathbf{2} I}\right)^{-1} \mathbf{r}_{s}=\left(\mathbf{R}_{s}+\sigma^{\mathbf{2} I}\right)^{-1} \mathbf{R}_{s} \mathbf{a} . \tag{27.32}
\end{align*}
$$

It can be seen from Eq. (27.32) that the addition of AWN noise to the speech is also equivalent to taking a linear transformation of the predictor coefficients. The linear transformation depends on the autocorrelation of the speech and thus in a spectrum-based model, all the spectrally similar predictors will be mapped by a similar linear transform.

The singular value decomposition (SVD) will gain us some insight into what the transformation in Eq. (27.32) actually does. Assume that the Toeplitz autocorrelation matrix of the original speech signal $\mathbf{R}_{s}$ is decomposed as

$$
\begin{equation*}
\mathbf{R}_{s}=\mathbf{U} \Lambda \mathbf{U}^{T} \tag{27.33}
\end{equation*}
$$

where $\mathbf{U}$ is a unitary matrix and $\Lambda$ is a diagonal matrix whose diagonal elements are the eigenvalues of the matrix $\mathbf{R}_{s}$. Then the autocorrelation matrix of the noise-corrupted signal is

$$
\begin{equation*}
\mathbf{R}_{s}^{\prime}=\mathbf{R}_{s}+\sigma^{2} \mathbf{I}=\mathbf{U}\left(\Lambda+\sigma^{2} I\right) \mathbf{U}^{T} \tag{27.34}
\end{equation*}
$$

Therefore, Eq. (27.32) can be rewritten as

$$
\begin{align*}
\mathbf{a}^{\prime} & =\left(\mathbf{U}\left(\Lambda+\sigma^{2} I\right) \mathbf{U}^{T}\right)^{-1}\left(\mathbf{U} \Lambda \mathbf{U}^{T}\right) \mathbf{a}=\mathbf{U}\left[\left(\Lambda+\sigma^{2} I\right)^{-1} \Lambda\right] \mathbf{U}^{T} \\
& =\mathbf{U}\left(\begin{array}{llll}
\frac{\lambda_{1}^{2}}{\lambda_{1}^{2}+\sigma^{2}} \\
& \frac{\lambda_{2}^{2}}{\lambda_{2}^{2}+\sigma^{2}} & & \\
& & \ddots & \\
& & & \frac{\lambda_{n}^{2}}{\lambda_{n}^{2}+\sigma^{2}}
\end{array}\right) \mathbf{U}^{T} . \tag{27.35}
\end{align*}
$$

From the above equation we can see that the norm of the predictor coefficients is reduced when the speech is perturbed by white noise.

### 27.7 AffineTransform of Cepstral Coefficients

M ost speaker and speech recognition systems use a spectrum-based similarity measure to group the vectors, which are normally the LP cepstrum vectors. Thus, we shall investigate the spectrum as to whether or not the cepstral vectors are affinely mapped.

Consider the cepstrum of a speech signal as defined by

$$
\begin{equation*}
c_{n}=\mathcal{Z}^{-1}\left[\log \frac{1}{A(z)}\right], \tag{27.36}
\end{equation*}
$$

where $\frac{1}{A(z)}=\frac{1}{1-\sum_{i=1}^{p} a_{i} z^{-i}}$ is the transfer function of the linear predictive system. Taking the first order partial derivative of $c_{n}$ with respect to $a_{i}$ yields

$$
\begin{align*}
\frac{\partial c_{n}}{\partial a_{i}} & =\frac{\partial \mathcal{Z}^{-1}\left[\log \left(\frac{1}{1-\sum_{i=1}^{p} a_{i} z^{-i}}\right)\right]}{\partial a_{i}}  \tag{27.37}\\
& =\mathcal{Z}^{-1}\left[\frac{\partial \log \left(\frac{1}{1-\sum_{i=1}^{p} a_{i} z^{-i}}\right)}{\partial a_{i}}\right]  \tag{27.38}\\
& =-h(n-i), \tag{27.39}
\end{align*}
$$

where $h(n-i)$ is the $n$th impulse response delayed by $i$ taps. Therefore, if $\mathbf{c}$ is the vector of the first $p$ cepstral coefficients of the clean speech $s(n)$, then

$$
\begin{equation*}
d \mathbf{c}=\mathbf{H} d \mathbf{a} \tag{27.40}
\end{equation*}
$$

where

$$
\mathbf{H}=-\left(\begin{array}{cccc}
h(0) & 0 & \cdots & 0  \tag{27.41}\\
h(1) & h(0) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
h(p-1) & h(p-2) & \cdots & h(0)
\end{array}\right)
$$

Notethat theimpulse responsematrix $\mathbf{H}$ would bethe samefor a group of spectrally similar cepstral vectors. The relationship between a degradation in the predictor coefficients and the corresponding degradation in the cepstral coefficients is given by Eq. (27.40). A degraded set of spectrally similar vectors would undergo the transformation

$$
\begin{equation*}
d \mathbf{c}^{\prime}=\mathbf{H}^{\prime} d \mathbf{a}^{\prime} \tag{27.42}
\end{equation*}
$$

where $\mathbf{c}^{\prime}$ and $\mathbf{a}^{\prime}$ are the degraded cepstrum and predictor coefficients, respectively. $H^{\prime}$ is a lower triangular matrix corresponding to the impulse response of the test signal. Since the predictor coefficients satisfy thelinear relation $\mathbf{a}^{\prime}=\mathbf{A a}$, as shown in Eq. (27.26) and Eq. (27.32), differentiating both sides of the equation yields

$$
\begin{equation*}
d \mathbf{a}^{\prime}=\mathbf{A} d \mathbf{a} . \tag{27.43}
\end{equation*}
$$

If we integrate the above three equations, we have

$$
\begin{equation*}
\frac{d \mathbf{c}^{\prime}}{d \mathbf{c}}=\left(\frac{d \mathbf{c}^{\prime}}{d \mathbf{a}^{\prime}}\right)\left(\frac{d \mathbf{a}^{\prime}}{d \mathbf{a}}\right)\left(\frac{d \mathbf{a}}{d \mathbf{c}}\right)=\mathbf{H}^{\prime} \mathbf{A} \mathbf{H}^{-\mathbf{1}} . \tag{27.44}
\end{equation*}
$$

The degraded cepstrum is then given by

$$
\begin{equation*}
\mathbf{c}^{\prime}=\mathbf{H}^{\prime} \mathbf{A} \mathbf{H}^{-1} \mathbf{c}+\mathbf{b}_{c} \tag{27.45}
\end{equation*}
$$

In order to draw the conclusion that there exists an affine transform for the cepstral coefficients, all the variables on theright-hand sideof the aboveequation must beexpressed as an explicit function of the training data. H owever, this is not the casefor the matrix $\mathbf{H}^{\prime}$ in the equation. Since $\mathbf{H}^{\prime}$ consists of the impulse response of the prediction model of the test data $h^{\prime}(n)$, we need to represent the impulse response as a function of the training data.

Consider the cases of channel interferences and noise corruption, respectively.

- Assume the training data is of the form

$$
\begin{equation*}
s(n)=h_{c h 1}(n) \otimes h_{s i g}(n) \otimes e(n)=h_{c h 1}(n) \otimes s_{0}(n) \tag{27.46}
\end{equation*}
$$

where $e(n)$ represents the innovation sequence, $h_{\text {sig }}(n)$ is the impulse response of the all-pole model of the vocal tract, and $h_{c h 1}(n)$ is the impulse response of thetransmission channel. The convolution of the innovation sequence with the impulse response of the vocal tract yields the clean speech signal $s_{0}(n)$, the convolution of which with the transmission channel generates the observed sequence $s(n)$.
Similarly, the test data is

$$
\begin{equation*}
s^{\prime}(n)=h_{c h 2}(n) \otimes h_{s i g}(n) \otimes e(n)=h_{c h 2}(n) \otimes s_{0}(n), \tag{27.47}
\end{equation*}
$$

where $h_{c h 2}(n)$ is the impulse response of the transmission channel in the operating environment. In practice, the all-pole model is applied to the observation sequence involving channel interferencerather than theclean speech signal. Theestimated impulse response of the observed signal $h^{\prime}(n)$ is actually given by

$$
\begin{equation*}
h^{\prime}(n)=h_{c h 2}(n) \otimes h_{s i g}(n) \tag{27.48}
\end{equation*}
$$

The matrix $\mathbf{H}^{\prime}$ can therefore be written as

$$
\begin{align*}
\mathbf{H}^{\prime}= & \left(\begin{array}{cccc}
h^{\prime}(0) & 0 & \cdots & 0 \\
h^{\prime}(1) & h^{\prime}(0) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
h^{\prime}(p-1) & h^{\prime}(p-2) & \cdots & h^{\prime}(0)
\end{array}\right) \\
& =\left(\begin{array}{cccc}
h_{c h 2}(0) & 0 & \cdots & 0 \\
h_{\text {ch } 2}(1) & h_{c h 2}(0) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
h_{\text {ch2 }}(p-1) & h_{c h 2}(p-2) & \cdots & h_{c h 2}(0)
\end{array}\right) \\
& \left(\begin{array}{cccc}
h_{\text {sig }}(0) & 0 & \cdots & 0 \\
h_{\text {sig }}(1) & h_{s i g}(0) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
h_{\text {sig }}(p-1) & h_{\text {sig }}(p-2) & \cdots & h_{s i g}(0)
\end{array}\right) \tag{27.49}
\end{align*}
$$

- When the speech is corrupted by additive noise, the autocorrelation matrix $\mathbf{R}_{s}^{\prime}$ can also be written as

$$
\begin{equation*}
\mathbf{R}_{s}^{\prime}=\mathbf{H}^{\prime} \mathbf{H}^{\prime T} . \tag{27.50}
\end{equation*}
$$

Equating the right-hand side of Eqs. (27.34) and (27.50) yields

$$
\begin{equation*}
\mathbf{H}^{\prime}=\mathbf{U}\left(\Lambda+\sigma^{2} \mathbf{I}\right)^{1 / 2} \tag{27.51}
\end{equation*}
$$

where $\mathbf{H}^{\prime}$ is an explicit function of the training data and the noise.
At this point, we can concludethat the cepstrum coefficients are affinely mapped by mismatches in the noise and channel conditions. N ote again that the parameters of the affinemapping arespectrally dependent.

### 27.8 Parameters of Affine Transform

Assume the knowledge of the correspondence between the set of training cepstral vectors $\left\{\mathbf{c}_{i}=\right.$ $\left.\left(c_{i 1}, c_{i 2}, \ldots, c_{i q}\right)^{T} \mid i=1,2, \ldots, N\right\}$ and thesetof testing cepstral vectors $\left\{\mathbf{c}_{i}^{\prime}=\left(c_{i 1}^{\prime}, c_{i 2}^{\prime}, \ldots, c_{i q}^{\prime}\right)^{T} \mid i=\right.$ $1,2, \ldots, N\}$. Here $N$ is the number of vectors in the vector set and $q$ is the order of the cepstral coefficients. Theaffinetransform holdsfor the corresponding vectors $\mathbf{c}_{i}$ and $\mathbf{c}_{i}^{\prime}$ in the following way:

$$
\begin{align*}
\mathbf{c}_{i}^{\prime^{T}} & =\mathbf{A c}_{i}^{T}+\mathbf{b} \\
& \Downarrow \\
\left(\begin{array}{c}
c_{i 1}^{\prime} \\
\vdots \\
c_{i q}^{\prime}
\end{array}\right)= & \left(\begin{array}{ccc}
\alpha_{11} & \cdots & \alpha_{1 q} \\
\vdots & \ddots & \vdots \\
\alpha_{q 1} & \cdots & \alpha_{q q}
\end{array}\right)\left(\begin{array}{c}
c_{i 1} \\
\vdots \\
c_{i q}
\end{array}\right)+\left(\begin{array}{c}
b_{1} \\
\vdots \\
b_{q}
\end{array}\right), \\
& \text { for } \quad i=1,2, \ldots, N \tag{27.52}
\end{align*}
$$

The entries $\left\{\alpha_{i j}\right\}$ and $\left\{b_{j}\right\}$ can be solved in the row by row order sincefor the $j$ th row of the matrix, i.e., $\left(\alpha_{j 1}, \alpha_{j 2}, \ldots, \alpha_{j q}\right)$, there exists a set of equations given by

$$
\begin{gather*}
\left(\begin{array}{c}
c_{1 j}^{\prime} \\
\vdots \\
c_{N j}^{\prime}
\end{array}\right)=\left(\begin{array}{cccc}
c_{11} & \cdots & c_{1 q} & 1 \\
\vdots & \ddots & \vdots & \vdots \\
c_{N 1} & \cdots & c_{N q} & 1
\end{array}\right)\left(\begin{array}{c}
\alpha_{j 1} \\
\vdots \\
\alpha_{j q} \\
b_{j}
\end{array}\right) \\
\text { for } j=1,2, \ldots, q \tag{27.53}
\end{gather*}
$$

Denoting the vector on the left-hand side of the above equation by $\gamma_{j}^{\prime}$, the matrix and the vector on the right-hand side by $\Gamma$ and $\alpha_{j}$, respectively, we have

$$
\begin{equation*}
\gamma_{j}^{\prime}=\Gamma \alpha_{j} \tag{27.54}
\end{equation*}
$$

The least squares solution to the above systems of equation is

$$
\begin{gather*}
\alpha_{j}=\left(\begin{array}{ll}
\sum_{i=1}^{N} \mathbf{c}_{i} \mathbf{c}_{i}^{T} & \sum_{i=1}^{N} \mathbf{c}_{i} \\
\left(\sum_{i=1}^{N} \mathbf{c}_{i}\right)^{T} & N
\end{array}\right)^{-1} \times\left(\begin{array}{ccc}
\mathbf{c}_{1} & \cdots & \mathbf{c}_{N} \\
1 & \cdots & 1
\end{array}\right) \gamma_{j}^{\prime} \\
\text { for } j=1, \ldots, q, \tag{27.55}
\end{gather*}
$$

where

$$
\sum_{i=1}^{N} \mathbf{c}_{i} \mathbf{c}_{i}^{T}=\sum_{i=1}^{N}\left(\begin{array}{c}
c_{i 1} \\
c_{i 2} \\
\vdots \\
c_{i q}
\end{array}\right)\left(c_{i 1}, c_{i 2}, \ldots, c_{i q}\right)
$$

$$
\begin{equation*}
\text { for } i=1, \ldots, N \text {, } \tag{27.56}
\end{equation*}
$$

is the summation of a series of matrices.
The testing vectors can then be adapted to the model by an inverse affine transformation of the form

$$
\begin{equation*}
\hat{\mathbf{c}}=\mathbf{A}^{-1}\left(\mathbf{c}^{\prime}-\mathbf{b}\right) \tag{27.57}
\end{equation*}
$$

or vice versa. The adaptation removes the mismatch of environmental conditions due to channel and noise variability.

In the case that the matrix $A$ is diagonal, i.e.,

$$
A=\left(\begin{array}{ccc}
\alpha_{11} & &  \tag{27.58}\\
& \ddots & \\
& & \alpha_{q q}
\end{array}\right)
$$

the solutions of $\alpha_{i j}$ in Eq. (27.55) can be simplified as

$$
\begin{align*}
\alpha_{j j} & =\frac{\sum_{i=1}^{N} \gamma_{i j}^{\prime} \gamma_{i j}-\sum_{i=1}^{N} \gamma_{i j}^{\prime} \cdot \sum_{i=1}^{N} \gamma_{i j} / N}{\sum_{i=1}^{N} \gamma_{i j}^{2}-\left(\sum_{i=1}^{N} \gamma_{i j}\right)^{2} / N} \\
& =\frac{E\left[\gamma_{j}^{\prime}, \gamma_{j}\right]-E\left[\gamma_{j}^{\prime}\right] \cdot E\left[\gamma_{j}\right]}{E\left[\gamma_{j}, \gamma_{j}\right]-E^{2}\left[\gamma_{j}\right]}=\frac{\operatorname{Cov}\left[\gamma_{j}^{\prime}, \gamma_{j}\right]}{\operatorname{VAR}\left[\gamma_{j}, \gamma_{j}\right]} \tag{27.59}
\end{align*}
$$

and

$$
\begin{equation*}
b_{j}=\frac{1}{N}\left(\sum_{i=1}^{N} \gamma_{i j}^{\prime}-\alpha_{j j} \sum_{i=1}^{N} \gamma_{i j}\right)=E\left[\gamma_{j}^{\prime}\right]-\alpha_{j j} E\left[\gamma_{j}\right] . \tag{27.60}
\end{equation*}
$$

Here, $E[$ ] is the expected valueoperator, and $V A R[]$ and $C O V[]$ represent the variance and covariance operators, respectively.

As can be seen from Eq. (27.60), the diagonal entries $\alpha_{j j}$ arethe weighted covariance of the model and the testing vector, and the value of $b_{j}$ is equal to the weighted difference between the mean of the training vectors and that of the testing vectors. There are three cases of interest:

1. If the training and operating conditions are matched, then

$$
\begin{equation*}
E\left[\gamma_{j}^{\prime}\right]=E\left[\gamma_{j}\right] \text { and } \operatorname{COV}\left[\gamma_{j}^{\prime}, \gamma_{j}\right]=\operatorname{VAR}\left[\gamma_{j}, \gamma_{j}\right] . \tag{27.61}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\alpha_{j j}=1 \text { and } b_{j}=0, \text { for } j=1,2, \ldots, q \quad \Rightarrow \quad \hat{\mathbf{c}}=\mathbf{c}^{\prime} \tag{27.62}
\end{equation*}
$$

No adaptation is necessary in this case.
2. If theoperating environment differs from the training environment due to convolutional distortions, then all the testing vectors are translated by a constant amount as given by

$$
\begin{equation*}
\mathbf{c}_{i}^{\prime}=\mathbf{c}_{i}+\mathbf{c}^{0}, \tag{27.63}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left[\gamma_{j}^{\prime}\right]=E\left[\gamma_{j}\right]+\mathbf{c} 0 \text { and } \operatorname{COV}\left[\gamma_{j}^{\prime}, \gamma_{j}\right]=\operatorname{VAR}\left[\gamma_{j}, \gamma_{j}\right] . \tag{27.64}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\alpha_{j j}=1 \text { and } b_{j}=c_{j}^{0}, \text { for } j=1,2, \ldots, q \quad \Rightarrow \quad \hat{\mathbf{c}}=\mathbf{c}^{\prime}-\mathbf{b}_{c} . \tag{27.65}
\end{equation*}
$$

This is equivalent to the method of cepstral mean subtraction (CMS) [6].
3. Ifthemismatch iscaused by both channel and random noise, thetesting vector istranslated as well as shrunk. The shrinkage is measured by $\alpha_{j j}$ and the translation by $b_{j}$. The smaller the covariance of the model and the testing data, the greater the scaling of the testing vectors by noise.

The affine matching is similar to matching the z scores of the training and testing cepstral vectors. The $z$ score of a set of vectors, $c_{i}$, is defined as

$$
\begin{equation*}
\mathbf{z}_{c i}=\frac{\mathbf{c}_{i}-\mu_{c}}{\sigma_{c}} \tag{27.66}
\end{equation*}
$$

where $\mu_{c}$ is the mean of the vectors, $\mathbf{c}_{i}$, and $\sigma_{c}$ is the variance. Thus, we could form

$$
\begin{equation*}
\mathbf{z}_{c_{i}^{\prime}}=\sigma_{c^{\prime}}\left[\frac{\mathbf{c}_{i}-\mu_{c}}{\sigma_{c}}\right]+\mu_{c^{\prime}} . \tag{27.67}
\end{equation*}
$$

In the above analysis, we show that the cepstrum domain distortions due to channel and noise interferencecan bemodeled as an affinetransformation. Theparameters of the affinetransformation can be optimally estimated using the least squares method which yields the general result given by Eq. (27.55). In the special case of a similarity transform, we get the result given by Eq. (27.60).

### 27.9 Correspondence of Cepstral Vectors

While solving for the affine transform parameters, $\mathbf{A}$ and $\mathbf{b}$, we assume to have a priori knowledge of the correspondence between the cepstral vectors. A straightforward solution to finding the correspondence is to align the sound units in a speech utterance in terms of the time stamp of the sounds. However, this is generally not realizable in practice due to variations in the content of speech, the identity of a speaker, as well as the rate of speaking. For example, in a speaker recognition system, the text of the testing speech may not be the same as that of the training speech, resulting in a sequence of sounds in a completely different order than thetraining sequence. Furthermore, even if thetext of the speech is the same, the speaking rate may change over time as well as speakers. The time stamp of a particular sound is still not sufficient for lining up corresponding sounds. A valuable solution to the correspondence problem [11] is to use the expectation-maximization (EM) algorithm, also known as the Baum-Welch algorithm [15].

The EM algorithm approaches the optimal solution to a system by repeating the procedure of (1) estimating a set of prespecified system parameters and (2) optimizing the system solution based on these parameters. Thestep of estimating the parameters is known as the expectation step, and the step of optimizing the solution is the maximization step. The second step is usually realized via the maximum-likelihood (ML) method.

With the EM algorithm, the parameters of the affine transform in Eq. (27.52) can be solved at the same time as the correspondence of the cepstral vectors are found. The method can be stated as follows.

## - Expectation

Solve for the parameters $\{\mathbf{A}, \mathbf{b}\}$ using Eq. (27.55). The vector correspondence is found based on the optimization results obtained in the maximization step.

## - Maximization

Computethe a posteriori probability $P\left(\mathbf{c}_{j}^{A T C} \mid \mathbf{c}_{i}\right)$ and find theoptimal matching by maximizing the a posteriori probability. This can be formulated as

$$
\begin{equation*}
k=\operatorname{argmax}_{i} P\left(\mathbf{c}_{j}^{A T C} \mid \mathbf{c}_{i}\right), \text { for all } j . \tag{27.68}
\end{equation*}
$$

Here, $\mathbf{c}_{i}^{\text {ATC }}$ represents the affine transformed cepstrum that can be obtained by

$$
\begin{equation*}
\mathbf{c}_{i}^{A T C}=\mathbf{A}^{-1}\left(\mathbf{c}_{i}^{\prime}-\mathbf{b}_{c}\right) \tag{27.69}
\end{equation*}
$$

Therefore, we have a set of vector pairs denoted by ( $\mathbf{c}_{k}, \mathbf{c}_{j}^{\prime}$ ).
The definition of thea posteriori probability is dependent on the models employed by theclassifier. In general, for theVQ-based classifiers, thea posteriori likelihood probability is defined as a Gaussian given by

$$
\begin{equation*}
P\left(\mathbf{c}_{j}^{A T C} \mid \mathbf{c}_{i}\right)=\frac{1}{\sqrt{2} \pi \Sigma^{1 / 2}} e^{\frac{1}{2}\left(\mathbf{c}_{j}^{A T C}-\mathbf{c}_{i}\right)^{T} \Sigma^{-1}\left(\mathbf{c}_{j}^{A T C}-\mathbf{c}_{i}\right)}, \tag{27.70}
\end{equation*}
$$

where $\Sigma$ is the variance matrix. If we assume that every cepstral coefficient has a unit variance, namely, $\Sigma=\mathbf{I}$, where I is the identity matrix, then the maximization of the likelihood probability is equivalent to finding the cepstral vector in the VQ codebook that has minimum Euclidean distance to the affine transformed vector $\mathbf{c}_{j}^{A T C}$.
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### 28.1 Background

The focus of this chapter is on inverse problems - what they are, where they manifest themselves in the realm of digital signal processing (DSP), and how they might be "solved"." Inverse problems deal with estimating hidden causes, such as a set of transmitted symbols ftg given observable effects such as a set of received symbols frgand a system (H) responsible for mapping ftginto frg Inverse problems are succinctly stated using vector-space notation and take the form of estimating $\mathbf{t} 2 \mathcal{R}^{M}$, given:

$$
\begin{equation*}
\text { r D Ht }, \psi \tag{28.1}
\end{equation*}
$$

where $\mathbf{r} \mathcal{R}^{N}$ and H $2 \mathcal{R}^{M}{ }^{N}$ and $\mathcal{R}$ denotes the space of real numbers whose dimensions are specified in the superscript(s). Such problems call for the inversion of $\mathbf{H}$, an operation which may or may not be numerically possible. We will shortly address these issues, but we should note here for completeness that these problems contrast with direct problems - wherer is to be directly (without matrix inversion) estimated, given $\mathbf{H}$ and $\mathbf{t}$.

[^32]
### 28.2 Inverse Problems in DSP

Inverse problems manifest themselves in a broad range of DSP applications in fields as diverse as digital astronomy, electronic communications, geophysics [2], medicine[3], and oceanography. The core of all these problems takes the form shown in Eq. (28.1). This, in fact, is the discrete version of the Fredholm integral equation of thefirst kind for which, by definition ${ }^{2}$, the limits of integration are fixed and the unknown function $\mathbf{f}$ appears only inside the integral. To motivate our discussion, we will describe an application-specific problem, and in the processintroducesome of the notations and conceptsto beused in thelater sections. Theinverseproblem in thefield of electroniccommunications has to do with estimating $\mathbf{t}$, given $\mathbf{r}$ which is often received with noise, commonly modeled to be additive whiteGaussian (AWG) in nature. The communication system and thetransmission channel are typically stochastically characterizable and are represented by a linear system matrix (H). The problem, therefore, is to solve for $\mathbf{t}$ in the system of linear equations:
r D Ht C n,
where vector $\mathbf{n}$ denotes AWG noise. Two tempting solutions might come to mind: if matrix $\mathbf{H}$ is invertible, i.e., $\mathbf{H}^{-1}$ exists, then why not solve for $\mathbf{t}$ as:

$$
\begin{equation*}
\mathbf{t} \mathrm{DH}^{-1}(\mathbf{r}-\mathbf{n}) \tag{28.3}
\end{equation*}
$$

or else why not compute a minimum-norm solution such as the pseudoinverse solution:

$$
\begin{equation*}
\mathbf{t} \mathbf{D} \mathbf{H}^{\dagger}(\mathbf{r}-\mathbf{n}), \tag{28.4}
\end{equation*}
$$

where $\mathbf{H}^{\dagger}$ is referred to as the pseudoinverse [5] of $\mathbf{H}$ and is defined to be $\mathbb{H}_{\mathbf{T}} \mathbf{U}^{1} \mathbf{H}^{0}$, where $\mathbf{H}^{0}$ denotes the transpose of $\mathbf{H}$. There are several reasons why neither solution [Eqs. (28.3) or (28.4)] might be viable. One reason is that the dimensions of the system might be extremely large, placing a greater computational load than might be affordable. Another reason is that $\mathbf{H}$ is often numerically ill-conditioned, implying that inversionsor pseudo-inversionsmight not be reliableeven if otherwise reliable numerical inversion procedures, such as Gaussian elimination or singular value decomposition [6, 19], were to be employed. Furthermore, even if preconditioning [6] were possible on the system of linear equationsr D HtC $\mathbf{n}$, resulting in a numerical improvement of the coefficients of $\mathbf{H}$, there is one even more overbearing hurdle that has often to be dealt with, and this has to do with the fact that such problems are frequently ill-posed. In practical terms ${ }^{3}$ this means that small changes in the inputs might result in arbitrarily large changes in outputs. For all thesereasonsthemost tempting solution-approaches are often ruled out. As we describe in the next section, inverse problems may be recast as combinatorial optimization problems. We will then show how combinatorial optimization problems may be solved using a powerful tool called simulated annealing [7] that has evolved from our understanding of statistical mechanics[8] and thesimulation of theannealing (cooling) behavior of physical matter [9].

[^33]
### 28.3 Analogies with Statistical Mechanics

Understanding the analogies of inverse problems in DSP to problems in statistical mechanics is valuableto us because we can then draw upon the analytical and computational tools developed over the past century to solve inverse problemsin thefield of statistical mechanics [8]. Thebroad analogy is that just as the received symbols $\mathbf{r}$ in Eq. (28.1) are the observed effects of hidden underlying causes (the transmitted symbolst) - the measured temperature and state (solid, liquid, or gaseous) of physical matter are the effects of underlying causes such as the momenta and velocities of the particles that compose the matter. A more specific analogy comes from the reasoning that if the inverse problem were to be treated as a combinatorial optimization problem, where each candidate solution is one possible configuration (or combination of the scalar elements of $\mathbf{t}$, then we could use thecriterion developed by M etropoliset al. [9] for physi cal systemsto select theoptimal configuration. TheM etropolis criterion is based on the assumption that candidate configurations have probabilistic distributions of the form originally described by Gibbs [8] to guarantee statistical equilibrium of ensembles of systems. In order to apply Metropolis' selection criterion, we must make one final analogy: we need to treat the combinatorial optimization problem as if it were the outcome of an imaginary physical system in which matter has been brought to boil. When such a physical system is gradually cooled (a process referred to as annealing) then, provided the cooling rateis neither too fast nor too slow, thesystem will eventually solidify into a minimum energy configuration. As depicted in Fig. 28.1 to solveinverseproblemswefirst recast theproblem as a combinatorial optimization problem and then solve this recasted problem using simulated annealing - a procedure that numerically mimics the annealing of physical systems. In this section we will describe the basic principles of combinatorial optimization, M etropolis' criterion to select or discard potential configurations, and the origins of Gibbs' distribution. We will outlinethesimulated annealing algorithm in thefollowing section and will follow that with examples of implementation and applications.


FIGURE 28.1: The direct path $(a!d)$ to solving the inverse problem is often not viable since it relies on the inversion of a system matrix. An optimal solution, however, may be obtained by an indirect path $(a!b!c!d)$ which involves recasting the inverse problem as an equivalent combinatorial optimization problem and then solving this problem using simulated annealing.

### 28.3.1 Combinatorial Optimization

Theoptimal solution to the inverse problem [Eq. (28.1)], as explained above, amounts to estimating vector $\mathbf{t}$. Under the assumptions enumerated below, the inverse problem can be recast as a combinatorial problem whose solution then yields the desired optimal solution to the inverse problem. The assumptions required are:

1. Each (scalar) element $t(i) 1 \quad i \quad M$, of $\mathbf{t} 2 \mathcal{R}^{M}$ can take on only a finite set of finite values. That is $-1<t^{j}(i)<1$ I $8 i \& j$, where $t^{j}(i)$ denotes the $j$ th possible value that the $i$ th element of $\mathbf{t}$ can take, and $j$ is a finite valued index $j \quad J^{i}<1$ I $8 i$. $J^{i}$ denotes the number of possible values the $i$ th element of $\mathbf{t}$ can take.
2. Let each combination of $M$ scalar values $t(i)$ of $\mathbf{t}$ be referred to as a candidate vector or a feasible configuration $\mathbf{t}_{k}$, where the index $k \quad K<1$. Associated with each candidate vector $\mathbf{t}_{k}$ we must have a quantifiable measure of error, cost, or energy $\left(E_{k}\right)$.
Given the above assumptions, the combinatorial form of theinverse problem may bestated as: out of $K$ possible candidate vectors $\mathbf{t}_{k}, 1 \quad k \quad K$, search for the vector $\mathbf{t}_{k_{\text {opt }}}$ with the lowest error $E_{k_{\mathrm{opt}}}$. Although easily stated, the time and computational efficiency with which the solution is obtained hinges on at least two significant factors - the design of the error-function and the choice of the search strategy. The error-function $\left(E_{k}\right)$ must provide a quantifiable measure of dissimilarity or distance, between a feasible configuration $\left(\mathbf{t}_{k}\right)$ and the true (but unknown) configuration ( $\mathbf{t}_{\text {true }}$ ), i.e.,

$$
\begin{equation*}
E\left(\mathbf{t}_{k}\right) \quad \mathrm{D} \quad d\left(\mathbf{t}_{k}-\mathbf{t}_{\text {true }}\right), \psi \tag{28.5}
\end{equation*}
$$

where $d$ denotes a distance function. The goal of the combinatorial optimization problem is to efficiently search through the combinatorial space and stop at the optimal, minimum-error ( $E_{\text {opt }}$ ), configuration $-\mathbf{t}_{\text {kopt }}$ :

$$
\begin{equation*}
E_{\mathrm{opt}} \mathrm{D} E\left(\mathbf{t}_{\mathrm{kopt}}\right) \mathrm{D} \delta \quad E\left(\mathbf{t}_{k}\right), 8 k \boxtimes k_{\mathrm{opt}}, \psi \tag{28.6}
\end{equation*}
$$

where $k_{\text {opt }}$ denotes the value of index $k$ associated with the optimal configuration. In the ideal case, when $\delta \mathrm{D} 0$, from Eq. (28.5), we have that $\mathbf{t}_{\text {kopt }} \mathrm{D} \mathbf{t}_{\text {true }}$. In practice, however, owing to a combination of factors such as noise (Eq. 28.2), or the system (Eq. 28.1) being underdetermined, $E_{\text {opt }} \mathbf{D} \delta>0$, implying that $\mathbf{t}_{\text {kopt }} \boldsymbol{D} \mathbf{t}_{\text {true }}$, but that $\mathbf{t}_{\text {kopt }}$ is the best possible solution given what is known about the problem and its solutions. In general the error-function must satisfy the requirements of a distance function or metric (adapted from [10], pg. 237):

$$
\begin{gather*}
E\left(\mathbf{t}_{k}\right) \mathrm{D} 0<\mathrm{D}>\mathbf{t}_{k} \mathrm{D} \mathbf{t}_{\text {true }}, \psi  \tag{28.7a}\\
E\left(\mathbf{t}_{k}\right) \mathrm{D} E\left(-\mathbf{t}_{k}\right) \mathrm{D} d\left(\mathbf{t}_{\text {true }}-\mathbf{t}_{k}\right), \psi  \tag{28.7b}\\
E\left(\mathbf{t}_{k}\right) \quad E\left(-\mathbf{t}_{j}\right) \mathrm{C} d\left(\mathbf{t}_{k}-\mathbf{t}_{j}\right), \psi \tag{28.7c}
\end{gather*}
$$

where Eq. (28.7a) follows from Eq. (28.5), and where, like $k$, index $j$ is defined in the range $(1)$, and $K<1$. Eq. (28.7a) stated that if the error is zero, $t_{k}$ is the true configuration. Theimplication of Eq. (28.7b) is that error is a function of the absolute value of the distance of a configuration from the true configuration. Eq. (28.7c) implies that the triangle inequality law holds.

In designing the error-function, one can classify the sources of error into two distinct categories: The first category of error, denoted by $E_{k}^{\text {signal }}$, provides a measure of error (or distance) between the observed signal $\left(\mathbf{r}_{k}\right)$ and the estimated signal ( $\mathbb{Q}$ ) - computed for the current configuration $\mathbf{t}_{k}$ using Eq. (28.1). The second category, denoted by $E_{k}^{\text {constraints }}$, accounts for the price to be "paid" when an estimated solution deviates from the constraints we would want to impose on them based on our understanding of the physical world. The physical world, for instance, might suggest that
each element of the signal is very probably positive valued. In this case, a negative valued estimate of a signal element will result in an error-value that is proportionate to the magnitude of the signal negativity. This constraint is popularly known as the non-negativity constraint. Another constraint might arise from the assumption that the solution is expected to be smooth [11]:

$$
\begin{equation*}
\text { OSOD } \delta_{\text {smooth }}, \tag{28.8}
\end{equation*}
$$

where $S$ is a smoothing matrix and $\delta_{\text {smooth }}$ is the degree of smoothness of the signal. The errorfunction, therefore, takes the following form:

| $E_{k}$ | $\mathrm{D} E_{k}^{\text {signal }} \mathrm{C} E_{k}^{\text {constraints }}$ | where, |
| :--- | :--- | :--- |
| $E_{\text {signal }}^{k}$ | D kr |  |
| Q $-\mathrm{Q}_{2}$ | where |  |
| $\mathbf{Q}$ | $\mathrm{D} \mathbf{H} \mathbf{t}_{\mathbf{k}}$, | and |
| $E_{k}^{\text {constraints }}$ | $\mathrm{D} \sum_{c 2 C}\left(\begin{array}{ll}\alpha_{c} & E_{c}\end{array}\right)$, |  |

where $E_{\text {constraints }}$ represents the total error from all other factors or constraints that might beimposed on the solution, $\mathrm{f} C$ grepresents the set of constraint indices, and $\alpha_{c}$ and $E_{c}$ represent the weight and the error-function, respectively, associated with $c$ th constraint.

### 28.3.2 The Metropolis Criterion

Thecoretask in solvingthecombinatorial optimization described aboveisto search for a configuration $\mathbf{t}_{k}$ for which the error-function $E_{K}$ is a minimum. Standard gradient descent methods [ 6,12 , 13] would have been the natural choice had the $E_{k}$ been a function with just one minimum (or maximum) value, but this function typically has multipleminimas (or maximas) - gradient descent methods would tend to get locked into a local minimum. The simulated annealing procedure (Fig. 28.2 - discussed in the next section), suggested by Metropolis et al. [9] for the problem of finding stable configurations of interacting atoms and adapted for combinatorial optimization by Kirkpatrick [7], provides a scheme to traverse the surface of the $E_{k}$, get out of local minimas, and eventually cool into a global minimum. The contribution of M etropolis et al., commonly referred to in the literature as M etropolis' criterion, is based on the assumption that the difference in the error of two consecutive feasible configurations (denoted as $\Delta E$ D $E_{k} \mathrm{C}_{1}-E_{k}$ ) takes the form of Gibbs' distribution [Eq. (28.11)]. Thecriterion states that even if a configuration were to result in increased error, i.e., $\Delta E>0$, one can select the new configuration if:

$$
\begin{equation*}
\text { random } \exp \frac{-\Delta E}{k T} \tag{28.10}
\end{equation*}
$$

where random denotes a random number drawn from a uniform distribution in the range $[0,1$ ) and $T$ denotes a the temperature of the physical system.

### 28.3.3 Gibbs' Distribution

At the turn of the 20th century, Gibbs [8], building upon the work of Clausius, Maxwell, and Boltzmann in statistical mechanics, proposed the probability distribution P:

$$
\begin{equation*}
P \mathrm{D} \exp ^{\frac{\psi-\epsilon}{\theta}}, \tag{28.11}
\end{equation*}
$$

where $\psi$ and $\Theta$ wereconstants and $\epsilon$ denoted thefreeenergy in asystem. This distribution was crafted to satisfy the condition of statistical equilibrium ([8], pg. 32) for ensembles of (thermodynamical)

```
/* SIMULATED ANNEALING */
/* Set initial conditions: */
\(/^{*}\) Temperature: \(T_{\text {initial }}=T_{0}{ }^{*} /\)
\(/^{*}\) Configuration \(\mathrm{t}_{\mathbf{0}}=\mathrm{t}_{\text {initial }}{ }^{*} /\)
/* Minimum-cost configuration \(\mathbf{t}_{\text {opt }}=\mathrm{t}_{0}{ }^{*} /\)
while(stopping criterion is not satisfied) \(\{\)
    while(configuration is not in equilibrium) \(\{\)
        Perturb \(\left(\mathrm{t}_{k} \rightarrow \mathrm{t}_{k+1}\right)\);
        ComputeErrorDifference \(\left(\Delta E_{k+1}=E_{k+1}-E_{k}\right)\);
        if \(\Delta E_{k+1} \leq 0\) then accept else
        if \(\exp \left(-\frac{\Delta E_{k+1}}{T}\right)>\) random \((0,1]\) then accept;
        if (accept) then \{
        Update \(\left(E_{\text {opt }} \leftarrow E_{k+1}\right) ; /{ }^{*}\) remember the lowest error value */
        Update \(\left(\mathbf{t}_{\text {opt }} \leftarrow \mathbf{t}_{k+1}\right) /{ }^{*}\) remember the lowest error config. */
        \} end \(/ *\) when equilibrium is reached \({ }^{*} /\);
    \(\operatorname{Cool}\left(T \leftarrow T_{k}\right)\)
    \(k=k+1\)
\}end /* when stopping criterion is satisfied */
return(); /* the global minimum-error configuration */
```

FIGURE 28.2: The outline of the annealing algorithm.
systems:

$$
\begin{equation*}
\sum\left(\frac{d P}{d p_{1}} \boldsymbol{p}_{i} \subset \frac{d P}{d q_{1}} \boldsymbol{q}_{i}\right) \mathrm{D} 0 \tag{28.12}
\end{equation*}
$$

where $p_{i}$ and $q_{i}$ represented the generalized momentum and velocity, respectively, of the $i$ th degree of freedom. The negative sign on $\epsilon$ in Eq. (28.11) was required to satisfy the condition:

$$
\begin{equation*}
\underbrace{\iint}_{\text {all phases }} P d p_{1} \quad d q_{n} \mathrm{D} 1 \tag{28.13}
\end{equation*}
$$

### 28.4 The Simulated Anneal ing Procedure

Thesimulated annealing algorithm as outlined in Fig. 28.2 mimicstheannealing (or controlled cooling) of an imaginary physical system. The unknown parameters are treated like particles in a physical system. An initial configuration $t_{\text {initial }}$ is chosen along with an initial ("boiling") temperature value ( $T_{\text {initial }}$ ). The choice of $T_{\text {initial }}$ is made so as to ensure that a vast majority, say $90 \%$, of configurations are acceptable even if they result in a negative $\Delta E_{k}$. The initial configuration is perturbed, either by using a random number generator or by sequential selection, to create a second configuration, and $\Delta E_{2}$ is computed. The M etropolis criterion is applied to decide whether or not to accept the new configuration. After equilibrium is reached, i.e., after $\mathrm{j} \Delta E_{2} \mathrm{j} \quad \delta_{\text {equilib }}$, where $\delta_{\text {equilib }}$ is a small heuristically chosen threshold, the temperature is lowered according to a cooling schedule and the process is repeated until a pre-selected frozen temperature is reached. Several different cooling schedules have been proposed in the literature ([18], pg. 59). In one popular schedule[18, 19] each
subsequent temperature $T_{k} \mathrm{C}_{1}$ is less than the current temperature $T_{k}$, by a fixed percentage of $T_{k}$, i.e., $T_{k} \mathrm{C} 1 \mathrm{D} \beta_{k} T_{k}$, where $\beta_{k}$ is typically in the range of 0.8 to unity. Based on the behavior of physical systems which attain minimum (free) energy (or global minimum) states when they freeze at theend of an annealing process, the assumption underlying the simulated annealing procedure is that the $\mathbf{t}_{\text {opt }}$ that is finally attained is also globally minimum.

The results of applying the simulated annealing procedure to the problems of three-dimensional signal restoration [14] is shown in Fig. 28.3. In this problem, a defocused image, vector $\mathbf{r}$, of an opaque eight-step staircase object was provided along with the space-varying point-spread-function matrix (H), and a well-focused image. The unknown vector $\mathbf{t}$ represented the intensities of the volume elements (voxels) with the visible voxels taking on positive values and hidden voxels having a value of zero. The vector $\mathbf{t}$ was lexicographically indexed so that by knowing which elements of t were positive, one could reconstruct the three-dimensional structure. Using simulated annealing, and constraints (opacity, non-negativity of intensity, smoothness of intensity and depth, and tight bounds on the voxel intensity values obtained from the well-focused image), the original object was reconstructed.


FIGURE 28.3: Three-dimensional signal recovery using simulated annealing. The staircase object shown corresponding to era 17 is recovered from a defocused image by testing a number of feasible configurations and applying the M etropolis criterion to a simulated annealing procedure.

## DefiningTerms

In the following definitions, as in the preceding discussion, $\mathbf{t} 2 \mathcal{R}^{M}$, $\mathbf{r} 2 \mathcal{R}^{N}$, and $\mathbf{H} 2 \mathcal{R}^{M}{ }^{N}$.
Combinatorial Optimization: Theprocessof selectingtheoptimal (lowest-cost) configuration from a large space of candidate or feasible configurations.
Configuration: Any vector $\mathbf{t}$ is a configuration. The term is used in the combinatorial optimization literature.

Cost/energy/error function: The terms cost, energy, or error function are frequently used interchangeably in the literature. Cost function is often used in the optimization literature to represent the mapping of a candidate vector into a (scalar) functional whose value is indicative of theoptimality of the candidate vector. Energy function is frequently used in electronic communication theory as a pseudonym for the $\mathcal{L}_{2}$ norm or root-mean-square value of a vector. Error function is typically used to measure a mismatch between an estimated (vector) and its expected value. For purposes of this discussion we use the terms cost, energy, and error function interchangeably.
Gibbs' distribution: Thedistribution (in reality a probability density function (pdf)) in which the $\eta$ the index of probability (P) is a linear function of energy, i.e., $\eta \mathrm{D} \log P \mathrm{D} \frac{\psi-\epsilon}{\Theta}$, where $\psi$ and $\Theta$ are constants and $\epsilon$ represents energy, giving the familiar pdf:

$$
\begin{equation*}
P \mathrm{D} \exp \frac{\psi-\epsilon}{\Theta} \tag{28.14}
\end{equation*}
$$

Inverse problem: Given matrix $\mathbf{H}$ and vector $\mathbf{r}$, find $\mathbf{t}$ that satisfies $\mathbf{r} \mathbf{D} \mathbf{H t}$.
Metropolis' criterion: The criterion first suggested by M etropolis et al. [9] to decide whether or not to accept a configuration that results in an increased error, when trying to search for minimum error configurations in a combinatorial optimization problem.
Minimum-norm: Thenorm between two vectors is a (scalar) measure of distance (such as the $\mathcal{L}_{1}, \mathcal{L}_{2}$ ) (or Euclidean), $\mathcal{L}_{1}$ norms or the $M$ ahalanobis distance ([10], pg. 24), or the M anhattan metric [7]) between them. Minimum-norm, unless otherwise noted, implies minimum Euclidean $\left(\mathcal{L}_{2}\right)$ norm (denoted by k k ):

$$
\begin{equation*}
\min _{\text {among all } \mathbf{t}} \quad \mathrm{kHt}-\mathbf{r k} . \tag{28.15}
\end{equation*}
$$

Pseudoinverse: Let $\mathbf{t}_{\mathrm{opt}}$ be the unique minimum norm vector, therefore,

The pseudoinverse of matrix $\mathbf{H}$ denoted by $\mathbf{H}^{\dagger} 2 \mathcal{R}^{N}{ }^{M}$ is the matrix mapping all $\mathbf{r}$ into its corresponding $\mathbf{t}_{\text {opt }}$.
Statistical mechanics: That branch of mechanics in which the problem is to find the statistical distribution of the parameters of ensembles (large numbers) of systems (each differing not just infinitesimally, but embracing every possiblecombination of the parameters) at a desired instant in time, given those distributions at the present time. M axwell, according to Gibbs [8], coined the term "statistical mechanics". This field owes its origin to the desire to explain the laws of thermodynamics as stated by Gibbs([8], pg. viii): "The laws of thermodynamics, as empirically determined, express the approximate and probable behavior of systems of a great number of particles, or, more precisely, they express the laws of mechanics for such systems as they appear to beings who have not the fineness of perception to enable them to appreciate quantities of the order of magnitude of those which relate to single particles, and who cannot repeat their experiments often enough to obtain any but the most probable results".
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## Further Reading

Inverseproblems - Theclassic by Tikhonov [15] provides a good introduction to the subject matter. For a description of inverse problems related to synthetic aperture radar application see [16].
Statistical mechanics - Gibbs' [8] work is historical treasure.
Vector spaces and optimization - The books by Leunberger [12] and Gill and Murray [13] provide a broad introductory foundation.
Simulated annealing - Two recent books by van Laarhoven and Aarts [17] and A arts and Korst [18] contain a comprehensive coverage of the theory and application of simulated annealing. A useful simulated annealing algorithm, along with tips for numerical implementation and random number generation, can befound in Numerical Recipes in C [19]. An alternative simulated annealing proce-
dure (in which the temperature T is kept constant) can be found in the widely cited work of Geman and Geman [20], applied to image restoration.
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### 29.1 Introduction

Image recovery constitutes a significant portion of the inverse problems in image processing. Here, by image recovery we refer to two classes of problems, image restoration and imagereconstruction. In image restoration, an estimate of the original image is obtained from a blurred and noise-corrupted image. In image reconstruction, an image is generated from measurements of various physical quantities, such as X -ray energy in CT and photon counts in single photon emission tomography (SPECT) and positron emission tomography (PET). Image restoration has been used to restore pictures in remote sensing, astronomy, medical imaging, art history studies, e.g., see [1], and more recently, it has been used to remove picture artifacts due to image compression, e.g., see [2] and [3]. While primarily used in biomedical imaging [4], image reconstruction has also found applications in materials studies [5].

Due to the inherent randomness in the scene and imaging process, images and noise are often best modeled as multidimensional random processes called random fields. Consequently, image recovery becomes the problem of statistical inference. This amounts to estimating certain unknown parameters of a probability density function (pdf) or calculating the expectations of certain random fields from theobserved imageor data. Recently, themaximum-likelihood estimate(M LE) has begun to play a central role in image recovery and led to a number of advances [ 6,8$]$. The most significant advantage of the M LE over traditional techniques, such as the Wiener filtering, is perhaps that it can work more autonomously. For example, it can be used to restore an image with unknown blur and noise level by estimating them and the original image simultaneously [8, 9]. The traditional Wiener
filter and other LM SE (least mean square error) techniques, on the other hand, would require the knowledge of the blur and noise level.

In the M LE, the likelihood function is the pdf evaluated at an observed data sample conditioned on the parameters of interest, e.g., blur filter coefficients and noise level, and the MLE seeks the parameters that maximize the likelihood function, i.e., best explain the observed data. Besides being intuitively appealing, the M LE also has several good asymptotic (large sample) properties [10] such as consistency (the estimate converges to the true parameters as the sample size increases). H owever, for many nontrivial image recovery problems, the direct evaluation of the M LE can bedifficult, if not impossible. This difficulty is due to the fact that likelihood functions are usually highly nonlinear and often cannot be written in closed forms (e.g., they areoften integrals of someother pdf's). While theformer case would prevent analytic solutions, thelatter casecould makeany numerical procedure impractical.

The EM algorithm, proposed by Dempster, Laird, and Rubin in 1977 [11], is a powerful iterative technique for overcoming these difficulties. Here, EM stands for expectation-maximization. The basic idea behind this approach is to introduce an auxiliary function (along with some auxiliary variables) such that it has similar behavior to the likelihood function but is much easier to maximize. By similar behavior, we mean that when the auxiliary function increases, the likelihood function also increases. Intuitively, this is somewhat similar to the use of auxiliary lines for the proofs in elementary geometry.

TheEM algorithm was first used by Shepp and Verdi [7] in 1982 in emission tomography (medical imaging). It was first used by Katsaggelos and Lay [8] and Lagendijk et al. [9] for simultaneousimage restoration and blur identification around 1989. The work of using the EM algorithm in image recovery has since flourished with impressive results. A recent search on the Compendex data base with key words "EM" and "image" turned up morethan 60 journal and conference papers, published over the two and a half year period from January, 1993 to June, 1995.

Despite these successes, however, some fundamental problems in the application of the EM algorithm to imagerecovery remain. Oneis convergence. It hasbeen noted that the estimates often do not converge, convergerather slowly, or converge to unsatisfactory solutions(e.g., spiky images) [12, 13]. Another problem is that, for some popular image models such as M arkov random fields, the conditional expectation in the E-step of the EM algorithm can often be difficult to calculate[14]. Finally, the EM al gorithm is rather general in that the choice of auxiliary variables and the auxiliary function is not unique. Is it possible that one choice is better than another with respect to convergence and expectation calculations[17]?

The purpose of this chapter is to demonstrate the application of theEM algorithm in sometypical image recovery problems and survey the latest research work that addresses some of the fundamental problems described above. The chapter is organized as follows. In section 29.2, the EM algorithm is reviewed and demonstrated through a simple example. In section 29.3, recent work in convergence, expectation calculation, and the selection of auxiliary functions is discussed. In section 29.4, more complicated applications are demonstrated, followed by a summary in section 29.5. Most of the examples in this chapter are related to image restoration. This choice is motivated by two considerations - the mathematical formulations for image reconstruction are often similar to that of image restoration and a good account on image reconstruction is available in Snyder and Miller [6].

### 29.2 The EM Algorithm

Let the observed image or data in an image recovery problem be denoted by $\mathbf{y}$. Suppose that $\mathbf{y}$ can be modeled as a collection of random variables defined over a lattice $\mathbf{S}$ with $\mathbf{y}=\left\{y_{i}, i \in \mathbf{S}\right\}$. For example, $\mathbf{S}$ could be a square lattice of $N^{2}$ sites. Suppose that the pdf of $\mathbf{y}$ is $p_{\mathbf{y}}(\mathbf{y} \mid \theta)$, where $\theta$ is a set of parameters. In this chapter, $p(\cdot)$ is a general symbol for pdf and the subscript will be omitted
whenever there is no confusion. For example, when $\mathbf{y}$ and $\mathbf{x}$ are two different random fields, their pdf's are represented as $p(\mathbf{y})$ and $p(\mathbf{x})$, respectively.

### 29.2.1 The Algorithm

Under statistical formulations, image recovery often amounts to seeking an estimate of $\theta$, denoted by $\hat{\theta}$, from an observed $\mathbf{y}$. The MLE approach is to find $\hat{\theta}_{M L}$ such that

$$
\begin{equation*}
\hat{\theta}_{M L}=\arg \max _{\theta} p(\mathbf{y} \mid \theta)=\arg \max _{\theta} \log p(\mathbf{y} \mid \theta) \tag{29.1}
\end{equation*}
$$

where $p(\mathbf{y} \mid \theta)$, as a function of $\theta$, is called the likelihood. As described previously, a direct solution of (29.1) can be difficult to obtain for many applications. The EM algorithm attempts to overcome this problem by introducing an auxiliary random field $\mathbf{x}$ with $\operatorname{pdf} p(\mathbf{x} \mid \theta)$. Here, $\mathbf{x}$ is somewhat "more informative" [17] than $\mathbf{y}$ in that it is related to $\mathbf{y}$ by a many-to-one mapping

$$
\begin{equation*}
\mathbf{y}=\mathbf{H}(\mathbf{x}) \tag{29.2}
\end{equation*}
$$

That is, $\mathbf{y}$ can be regarded as a partial observation of $\mathbf{x}$, or incomplete data, with $\mathbf{x}$ being the complete data.

The EM algorithm attempts to obtain the incomplete data M LE of (29.1) through an iterative procedure. Starting with an initial estimate $\theta^{0}$, each iteration $k$ consists of two steps:

- The E-step: Compute the conditional expectation ${ }^{1}\left\langle\log p(\mathbf{x} \mid \theta) \mid \mathbf{y}, \theta^{k}\right\rangle$. This leads to a function of $\theta$, denoted by $Q\left(\theta \mid \theta^{k}\right)$, which istheauxiliary function mentioned previously.
- M -step: Find $\theta^{k+1}$ from

$$
\begin{equation*}
\theta^{k+1}=\arg \max _{\theta} Q\left(\theta \mid \theta^{k}\right) \tag{29.3}
\end{equation*}
$$

It has been shown that the EM algorithm is monotonic [11], i.e., $\log p\left(\mathbf{y} \mid \theta^{k}\right) \geq \log p\left(\mathbf{y} \mid \theta^{k+1}\right)$. It has also been shown that under mild regularity conditions, such as that the true $\theta$ must lie in the interior of a compact set and that the likelihood functions involved must have continuous derivatives, the estimate of $\theta$ from the EM algorithm converges, at least to a local maxima of $p(\mathbf{y} \mid \theta)[20,21]$. Finally, the EM algorithm extends easily to the case in which the MLE is used along with a penalty or a prior on $\theta$. For example, suppose that $q(\theta)$ is a penalty to be minimized. Then, the M -step is modified to maximizing $Q\left(\theta \mid \theta^{k}\right)-q(\theta)$ with respect to $\theta$.

### 29.2.2 Example: A Simple MRF

As an illustration of the EM algorithm, we consider a simple image restoration example. Let $\mathbf{S}$ be a two-dimensional square lattice. Suppose that the observed image $\mathbf{y}$ and the original image $\mathbf{u}=\left\{u_{i}, i \in \mathbf{S}\right\}$ are related through

$$
\begin{equation*}
\mathbf{y}=\mathbf{u}+\mathbf{w} \tag{29.4}
\end{equation*}
$$

wherew $=\left\{u_{i}, i \in \mathbf{S}\right\}$ isan i.i.d. additivezero-mean whiteGaussian noisewith variance $\sigma^{2}$. Suppose that $\mathbf{u}$ is modeled as a random field with an exponential or Gibbs pdf

$$
\begin{equation*}
p(\mathbf{u})=Z^{-1} e^{-\beta E(\mathbf{u})} \tag{29.5}
\end{equation*}
$$

[^34]where $E(\mathbf{u})$ is an energy function with
\[

$$
\begin{equation*}
E(\mathbf{u})=\frac{1}{2} \sum_{i} \sum_{j \in N_{i}} \phi\left(u_{i}, u_{j}\right) \tag{29.6}
\end{equation*}
$$

\]

and $Z$ is a normalization factor

$$
\begin{equation*}
Z=\sum_{\mathbf{u}} e^{-\beta E(\mathbf{u})} \tag{29.7}
\end{equation*}
$$

called the partition function whose evaluation generally involves all possible realizations of $\mathbf{u}$. In the energy function, $N_{i}$ is a set of neighbors of $i$ (e.g., the nearest four neighbors) and $\phi(\cdot, \cdot)$ is a nonlinear function called the dique function. The model for $\mathbf{u}$ is a simple but nontrivial case of the $M$ arkov random field (MRF) [22,23] which, dueto its versatility in modeling spatial interactions, has emerged as a powerful model for various image processing and computer vision applications [24].

A restoration that is optimal in the sense of minimum mean square error is

$$
\begin{equation*}
\hat{\mathbf{u}}=\langle\mathbf{u} \mid \mathbf{y}\rangle=\int \mathbf{u} p(\mathbf{u} \mid \mathbf{y}) d \mathbf{u} . \tag{29.8}
\end{equation*}
$$

If parameters $\beta$ and $\sigma^{2}$ are known, the above expectation can be computed, at least approximately (see Conditional Expectation Calculations in section 29.3 for details). To estimate the parameters, now denoted by $\theta=\left(\beta, \sigma^{2}\right)$, one could use the MLE. Since $\mathbf{u}$ and $\mathbf{w}$ are independent,

$$
\begin{equation*}
p(\mathbf{y} \mid \theta)=\int p_{\mathbf{u}}(\mathbf{v} \mid \theta) p_{\mathbf{w}}(\mathbf{y}-\mathbf{v} \mid \theta) d \mathbf{v}=\left(p_{\mathbf{u}} * p_{\mathbf{w}}\right)(\mathbf{y} \mid \theta), \tag{29.9}
\end{equation*}
$$

where $*$ denotes convolution, and we have used some subscripts to avoid ambiguity. Notice that the integration involved in the convolution generally does not have a closed-form expression. Furthermore, for most types of clique functions, $Z$ is a function of $\beta$ and its evaluation is exponentially complex. Hence, direct M LE does not seem possible.

To try with the EM algorithm, we first need to select the complete data. A natural choice here, for example, is to let

$$
\begin{align*}
\mathbf{x} & =(\mathbf{u}, \mathbf{w})  \tag{29.10}\\
\mathbf{y} & =\mathbf{H}(\mathbf{x})=\mathbf{H}(\mathbf{u}, \mathbf{w})=\mathbf{u}+\mathbf{w} \tag{29.11}
\end{align*}
$$

Clearly, many different $\mathbf{x}$ can lead to the same $\mathbf{y}$. Since $\mathbf{u}$ and $\mathbf{w}$ areindependent, $p(\mathbf{x} \mid \theta)$ can befound easily as

$$
\begin{equation*}
p(\mathbf{x} \mid \theta)=p(\mathbf{u}) p(\mathbf{w}) . \tag{29.12}
\end{equation*}
$$

However, as the reader can verify, one encounters difficulty in the derivation of $p\left(\mathbf{x} \mid \mathbf{y}, \theta^{k}\right)$ which is needed for the conditional expectation of the E-step. Another choice is to let

$$
\begin{align*}
\mathbf{x} & =(\mathbf{u}, \mathbf{y})  \tag{29.13}\\
\mathbf{y} & =H(\mathbf{u}, \mathbf{y})=\mathbf{y} \tag{29.14}
\end{align*}
$$

The log likelihood of the complete data is

$$
\begin{align*}
\log p(\mathbf{x} \mid \theta) & =\log p(\mathbf{y}, \mathbf{u} \mid \theta) \\
& =\log p(\mathbf{y} \mid \mathbf{u}, \theta) p(\mathbf{u} \mid \theta) \\
& =c-\sum_{i} \frac{\left(y_{i}-u_{i}\right)^{2}}{2 \sigma^{2}}-\log Z(\beta)-\frac{\beta}{2} \sum_{i} \sum_{j \in N_{i}} \phi\left(u_{i}, u_{j}\right) \tag{29.15}
\end{align*}
$$

where $c$ is a constant. From this we see that in the E-step, we only need to calculate three types of terms, $\left\langle u_{i}\right\rangle,\left\langle u_{i}^{2}\right\rangle$, and $\left\langle\phi\left(u_{i}, u_{j}\right)\right\rangle$. Here, the expectations are all conditioned on $\mathbf{y}$ and $\theta^{k}$. To computethese expectations, one needsthe conditional pdf $p\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)$ which is, from Bayes' formula,

$$
\begin{align*}
& p\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)=\frac{p\left(\mathbf{y} \mid \mathbf{u}, \theta^{k}\right) p\left(\mathbf{u} \mid \theta^{k}\right)}{p\left(\mathbf{y} \mid \theta^{k}\right)} \\
& =\left[2 \pi \sigma^{2}\right]^{-\|\mathbf{S}\| / 2} e^{-\sum_{i}\left(y_{i}-u_{i}\right)^{2} / 2\left(\sigma^{2}\right)^{k}} Z^{-1} e^{-\beta^{k} E(\mathbf{u})}\left[p\left(\mathbf{y} \mid \theta^{k}\right)\right]^{-1} . \tag{29.16}
\end{align*}
$$

Here, the superscript $k$ denotes the $k$ th iteration rather than the $k$ th power. Combining all the constants and terms in the exponentials, the above equation becomes that of a Gibbs distribution

$$
\begin{equation*}
p\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)=Z_{1}^{-1}\left(\theta^{k}\right) e^{-E_{1}\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)} \tag{29.17}
\end{equation*}
$$

where the energy function is

$$
\begin{equation*}
E_{1}\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)=\sum_{i}\left[\frac{\left(y_{i}-u_{i}\right)^{2}}{2\left(\sigma^{2}\right)^{k}}+\frac{\beta^{k}}{2} \sum_{j \in N_{i}} \phi\left(u_{i}, u_{j}\right)\right] \tag{29.18}
\end{equation*}
$$

Even with this, the computation of the conditional expectation in the E-step can still be a difficult problem due to the coupling of the $u_{i}$ and $u_{j}$ in $E_{1}$. This is one of the fundamental problems of the EM algorithm that will be addressed in section 29.3. For the moment, we assume that the E-step can be performed successfully with

$$
\begin{align*}
Q\left(\theta \mid \theta^{k}\right) & =\left\langle\log p(\mathbf{x} \mid \theta) \mid \mathbf{y}, \theta^{k}\right\rangle \\
& =c-\sum_{i} \frac{\left\langle\left(y_{i}-x_{i}\right)^{2}\right\rangle^{k}}{2 \sigma^{2}}-\log Z(\beta)-\frac{\beta}{2} \sum_{i} \sum_{j \in N_{i}}\left\langle\phi\left(u_{i}, u_{j}\right)\right\rangle^{k}, \tag{29.19}
\end{align*}
$$

where $\langle\cdot\rangle^{k}$ is an abbreviation for $\left\langle\cdot \mid \mathbf{y}, \theta^{k}\right\rangle$. In the $M$-step, the update for $\theta$ can be found easily by setting

$$
\begin{equation*}
\frac{\partial}{\partial \sigma^{2}} Q\left(\theta \mid \theta^{k}\right)=0, \quad \frac{\partial}{\partial \beta} Q\left(\theta \mid \theta^{k}\right)=0 \tag{29.20}
\end{equation*}
$$

From the first of these,

$$
\begin{equation*}
\left(\sigma^{2}\right)^{k+1}=\|\mathbf{S}\|^{-1} \sum_{i}\left\langle\left(y_{i}-u_{i}\right)^{2}\right\rangle^{k} \tag{29.21}
\end{equation*}
$$

The solution of the second equation, on the other hand, is generally difficult due to the well-known difficulties of evaluating the partition function $Z(\beta)$ (see also Eq. (29.7)) which needs to be dealt with via specialized approximations[22, 25]. However, as demonstrated by Bouman and Sauer [26], some simple yet important cases exist in which the solution is straightforward. For example, when $\phi\left(u_{i}, u_{j}\right)=\left(u_{i}-u_{j}\right)^{2}, Z(\beta)$ can be written as

$$
\begin{align*}
Z(\beta) & =\int e^{-\frac{\beta}{2} \sum_{i} \sum_{j \in N_{i}}\left(u_{i}-u_{j}\right)^{2}} d \mathbf{u} \\
& =\beta^{-\|\boldsymbol{S}\| / 2} \int e^{-\frac{1}{2} \sum_{i} \sum_{j \in N_{i}}\left(v_{i}-v_{j}\right)^{2}} d \mathbf{v}=\beta^{-\|\mathbf{S}\| / 2} Z(1) \tag{29.22}
\end{align*}
$$

Here, we have used a change of variable, $v_{i}=\sqrt{\beta} u_{i}$. Now, the update of $\beta$ can be found easily as

$$
\begin{equation*}
\beta^{k+1}=\|\mathbf{S}\|^{-1} \sum_{i} \sum_{j \in N_{i}}\left\langle\left(u_{i}-u_{j}\right)^{2}\right\rangle^{k} . \tag{29.23}
\end{equation*}
$$

This simple technique applies to a wider class of clique functions characterized by $\phi\left(u_{i}, u_{j}\right)=$ $\left|u_{i}-u_{j}\right|^{r}$ with any $r>0$ [26].

### 29.3 Some Fundamental Problems

As is in many other areas of signal processing, the power and versatility of the EM algorithm has been demonstrated in a large number of diverse image recovery applications. Previous work, however, has also revealed some of its weaknesses. For example, the conditional expectation of the E-step can be difficult to calculate analytically and too time-consuming to compute numerically, as is in the M RF examplein the previous section. To a lesser extent, similar remarks can be madeto the M -step. Since the EM algorithm is iterative, convergence can often be a problem. For example, it can be very slow. In some applications, e.g., emission tomography, it could converge to the wrong result the reconstructed image gets spikier as the number of iterations increases [12, 13]. While some of these problems, such as slow convergence, are common to many numerical algorithms, most of their causes are inherent to the EM algorithm [17, 19].
In previous work, the EM algorithm has mostly been applied in a "natural fashion" (e.g., in terms of selecting incomplete and complete data sets) and the problems mentioned above were dealt with on an ad hoc basis with mixed results. Recently, however, there has been interest in seeking morefundamental solutions [14, 19]. In this section, we briefly describe the solutions to two major problems related to theEM algorithm, namely, theconditional expectation computation in theE-step when the data is modeled as M RF's and fundamental ways of improving convergence.

### 29.3.1 Conditional Expectation Calculations

When the complete data is an M RF, the conditional expectation of the E-step of the EM algorithm can be difficult to perform. For instance, consider the simpleM RF in section 29.2, whereit amounts to calculating $\left\langle u_{i}\right\rangle,\left\langle u_{i}^{2}\right\rangle$, and $\left\langle\phi\left(u_{i}, u_{j}\right)\right\rangle$ and the expectations are taken with respect to $p\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)$ of Eq. (29.17). For example, we have

$$
\begin{equation*}
\left\langle u_{i}\right\rangle=Z_{1}^{-1} \int u_{i} e^{-E_{1}(\mathbf{u})} d \mathbf{u} \tag{29.24}
\end{equation*}
$$

Here, for the sake of simplicity, wehaveomitted the superscript $k$ and the parameters, and thisis done in the rest of this section whenever thereisno confusion. Since the variables $u_{i}$ and $u_{j}$ arecoupled in the energy function for all $i$ and $j$ that areneighbors, the pdf and $Z_{1}$ cannot be factored into simpler terms, and the integration is exponentially complex, i.e., it involves all possible realizations of $\mathbf{u}$. Hence, some approximation scheme has to be used. One of these is the M onteCarlo simulation. For example, Gibbs samplers [23] and M etropolis techniques [27] have been used to generate samples according to $p\left(\mathbf{u} \mid \mathbf{y}, \theta^{k}\right)[26,28]$. A disadvantage of these is that, generally, hundreds of samples of $\mathbf{u}$ are needed and if the image size is large, this can be computation intensive. Another technique is based on the mean field theory (MFT) of statistical mechanics [25]. This has the advantage of being computationally inexpensive while providing satisfactory results in many practical applications. In this section, we will outline the essentials of this technique.

Let u be an M RF with pdf

$$
\begin{equation*}
p(\mathbf{u})=Z^{-1} e^{-\beta E(\mathbf{u})} \tag{29.25}
\end{equation*}
$$

For the sake of simplicity, we assume that the energy function is of the form

$$
\begin{equation*}
E(\mathbf{u})=\sum_{i}\left[h_{i}\left(u_{i}\right)+\frac{1}{2} \sum_{j \in N_{i}} \phi\left(u_{i}, u_{j}\right)\right] \tag{29.26}
\end{equation*}
$$

where $h_{i}(\cdot)$ and $\phi(\cdot, \cdot)$ are some suitable, and possibly nonlinear, functions. The mean field theory attempts to derive a pdf $p_{M F}(\mathbf{u})$ that is an approximation to $p(\mathbf{u})$ and can be factored like an independent pdf.

The M FT used previously can bedivided into two classes, the local mean field energy (LM FE) and the ones based on the Gibbs-Bogoliubov-Feynman (GBF) inequality. The LM FE scheme is based on the idea that when calculating the mean of the MRF at a given site, the influence of the random variables at other sites can be approximated by the influence of their means. Hence, if we want to calculatethemean of $u_{i}$, alocal energy function can beconstructed by collecting all thetermsin (29.26) that are related to $u_{i}$ and replacing the $u_{j}$ 's by their mean. Hence, for this energy function we have

$$
\begin{align*}
E_{i}^{M F}\left(u_{i}\right) & =h_{i}\left(u_{i}\right)+\sum_{i \in N_{i}} \phi\left(u_{i},\left\langle u_{j}\right\rangle\right)  \tag{29.27}\\
p_{i}^{M F}\left(u_{i}\right) & =Z_{i}^{-1} e^{-\beta E_{i}^{M F}\left(u_{i}\right)}  \tag{29.28}\\
p_{M F}(\mathbf{u}) & =\prod_{i} p_{i}^{M F}\left(u_{i}\right) \tag{29.29}
\end{align*}
$$

Using this mean field pdf, the expectation of $u_{i}$ and its functions can be found easily.
Again weuse the M RF examplefrom section 29.2 .2 as an illustration. Its energy function is(29.18) and for the sake of simplicity, we assume that $\phi\left(u_{i}, u_{j}\right)=\left|u_{i}-u_{j}\right|^{2}$. By the LM FE scheme,

$$
\begin{equation*}
E_{i}^{M F}=\frac{\left(y_{i}-u_{i}\right)^{2}}{2 \sigma^{2}}+\sum_{j \in N_{i}} \beta\left(u_{i}-\left\langle u_{j}\right\rangle\right)^{2} \tag{29.30}
\end{equation*}
$$

which is the energy of a Gaussian. Hence, the mean can be found easily by completing the square in (29.30) with

$$
\begin{equation*}
\left\langle u_{i}\right\rangle=\frac{y_{i} / \sigma^{2}+2 \beta \sum_{j \in N_{i}}\left\langle u_{j}\right\rangle}{1 / \sigma^{2}+2 \beta\left\|N_{i}\right\|} . \tag{29.31}
\end{equation*}
$$

When $\phi(\cdot, \cdot)$ is some general nonlinear function, numerical integration might be needed. However, compared to (29.24) such integrals sareall with respect to oneor two variables and areeasy to compute.

Compared to the physically motivated scheme above, the GBF is an optimization approach. Suppose that $p_{0}(\mathbf{u})$ is a pdf which we want to use to approximate another pdf, $p(\mathbf{u})$. According to information theory, e.g., see [29], the directed-divergence between $p_{0}$ and $p$ is defined as

$$
\begin{equation*}
D\left(p_{0} \| p\right)=\left\langle\log p_{0}(\mathbf{u})-\log p(\mathbf{u})\right\rangle_{0} \tag{29.32}
\end{equation*}
$$

where the subscript 0 indicates that the expectation is taken with respect to $p_{0}$, and it satisfies

$$
\begin{equation*}
D\left(p_{0} \| p\right) \geq 0 \tag{29.33}
\end{equation*}
$$

with equality holds if and only if $p_{0}=p$. When the pdf's are Gibbs distributions, with energy functions $E_{0}$ and $E$ and partition functions $Z_{0}$ and $Z$, respectively, the inequality becomes

$$
\begin{equation*}
\log Z \geq \log Z_{0}-\beta\left\langle E-E_{0}\right\rangle_{0}=\log Z_{0}-\beta\langle\Delta E\rangle_{0}, \tag{29.34}
\end{equation*}
$$

which is known as the GBF inequality.
Let $p_{0}$ be a parametric Gibbs pdf with a set of parameters $\omega$ to be determined. Then, one can obtain an optimal $p_{0}$ by maximizing theright-hand side of (29.34). As an illustration, consider again the M RF example in section 29.2 with the energy function (29.18) and a quadratic clique function, as we did for the LM FE scheme. To use the GBF, let the energy function of $p_{0}$ be defined as

$$
\begin{equation*}
E_{0}(\mathbf{u})=\sum_{i} \frac{\left(u_{i}-m_{i}\right)^{2}}{2 v_{i}^{2}} \tag{29.35}
\end{equation*}
$$

where $\left\{m_{i}, v_{i}^{2}, i \in \mathbf{S}\right\}=\omega$ is the set of parameters to be determined in the maximization of the GBF. Since this is the energy for an independent Gaussian, $Z_{0}$ is just

$$
\begin{equation*}
Z_{0}=\prod_{i} \sqrt{2 \pi v_{i}^{2}} \tag{29.36}
\end{equation*}
$$

The parameters of $p_{0}$ can be obtained by finding an expression for the right-hand side of the GBF inequality, letting its partial derivatives (with respect to the parameters $m_{i}$ and $v_{i}^{2}$ ) be zero, and solving for the parameters. Through a somewhat lengthy but straightforward derivation, one can find that [30]

$$
\begin{equation*}
m_{i}=\frac{y_{i} / \sigma^{2}+2 \beta \sum_{j \in N_{i}}\left\langle u_{j}\right\rangle}{1 / \sigma^{2}+2 \beta\left\|N_{i}\right\|} . \tag{29.37}
\end{equation*}
$$

Since $m_{i}=\left\langle u_{i}\right\rangle$, theGBF produces the same result as theLM EF. This, however, is an exception rather than the rule [30] and it is due to the quadratic structures of both energy functions.

We end this section with several remarks. First, compared to the LM FE, the GBF scheme is an optimization scheme, hence more desirable. However, if the energy function of the original pdf is highly nonlinear, the GBF could require the solution of a difficult nonlinear equation in many variables (see e.g., [30]). The LM FE, though not optimal, can always be implemented relatively easily. Secondly, while the M FT techniques are significantly more computation-efficient than the M onte Carlo techniques and provide good results in many applications, no proof exists as yet that the conditional mean computed by theM FT will converge to the true conditional mean. Finally, the performance of the mean field approximations may be improved by using "high-order" models. For example, one simple scheme is to consider LM FE's with a pair of neighboring variables [25, 31]. For the energy function in (29.26), for example, the "second-order" LM FE is

$$
\begin{equation*}
E_{i, j}^{M F}\left(u_{i}, u_{j}\right)=h_{i}\left(u_{i}\right)+h_{i}\left(u_{j}\right)+\beta \sum_{i^{\prime} \in N_{i}} \phi\left(u_{i},\left\langle u_{i^{\prime}}\right\rangle\right)+\beta \sum_{j^{\prime} \in N_{j}} \phi\left(u_{j},\left\langle u_{j^{\prime}}\right\rangle\right) \tag{29.38}
\end{equation*}
$$

and

$$
\begin{align*}
p_{M F}\left(u_{i}, u_{j}\right) & =Z_{M F}^{-1} e^{-\beta E_{i, j}^{M F}\left(u_{i}, u_{j}\right)}  \tag{29.39}\\
p_{M F}\left(u_{i}\right) & =\int p_{M F}\left(u_{i}, u_{j}\right) d u_{j} \tag{29.40}
\end{align*}
$$

Notice that (29.40) is not the same as (29.28) in that thefluctuation of $u_{j}$ is taken into consideration.

### 29.3.2 Convergence Problem

Research on the EM algorithm-based image recovery has so far suggested two causes for the convergence problems mentioned previously. Thefirst is whether the random field models used adequately capture the characteristics and constraints of the underlying physical phenomenon. For example, in emission tomography the original EM procedure of Shepp and Verdi tends to produce spikier and spikier images as the number of iteration increases [13]. It was found later that this is due to the assumption that the densities of the radioactive material at different spatial locations are independent. Consequently, various smoothness constraints (density dependence between neighboring locations) have been introduced as penalty functions or priors and the problem has been greatly reduced. Another example is in blind image restoration. It has been found that in order for the EM algorithm to produce reasonable estimate of the blur, various constraints need to be imposed. For instance, symmetry conditions and good initial guesses (e.g., a lowpass filter) are used in [8] and [9]. Sincethe blur tends to have a smooth impulse response, orthonormal expansion (e.g., the DCT) has also been used to reduce ("compress") the number of parameters in its representation [15].

The second factor that can be quite influential to the convergence of the EM algorithm, noticed earlier by Feder and Weinstein [16], is how the complete data is selected. In their work [18], Fessler and Hero found that for some EM procedures, it is possibleto significantly increase the convergence rate by properly defining the complete data. Their idea is based on the observation that the EM algorithm, which is essentially a M LE procedure, often convergesfaster if the parameters areestimated sequentially in small groups rather than simultaneously. Suppose, for example, that 100 parameters are to be estimated. It is much better to estimate, in each EM cycle, the first 10 whileholding the next 90 constant; then estimatethenext 10 holding theremaining 80 and thenewly updated 10 parameters constant; and so on. This type of algorithm is called the SAGE (Space Alternating Generalized EM ) algorithm.

We illustrate this idea through a simple example used by Fessler and Hero [18]. Consider a simple image recovery problem, modeled as

$$
\begin{equation*}
\mathbf{y}=\mathbf{A}_{1} \theta_{1}+\mathbf{A}_{2} \theta_{2}+\mathbf{n} \tag{29.41}
\end{equation*}
$$

Column vectors $\theta_{1}$ and $\theta_{2}$ represent two original images or two data sources, $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ aretwo blur functions represented as matrices, and $\mathbf{n}$ is an additive white Gaussian noise source. In this model, the observed image $y$ is the noise-corrupted combination of two blurred images (or data sources). A natural choice for the complete data is to view $\mathbf{n}$ as the combination of two smaller noise sources, each associated with one original image, i.e.,

$$
\begin{equation*}
\mathbf{x}=\left[\mathbf{A}_{1} \theta_{1}+\mathbf{n}_{1}, \mathbf{A}_{2} \theta_{2}+\mathbf{n}_{2}\right]^{\prime} . \tag{29.42}
\end{equation*}
$$

where $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$ are i.i.d additive white Gaussian noise vectors with covariance matrix $\frac{\sigma^{2}}{2} \mathbf{I}$ and ' denotes transpose. The incomplete data $\mathbf{y}$ can be obtained from $\mathbf{x}$ by

$$
\begin{equation*}
\mathbf{y}=[\mathbf{I}, \mathbf{I}] \mathbf{x} \tag{29.43}
\end{equation*}
$$

Notice that this is a Gaussian problem in that both $\mathbf{x}$ and $\mathbf{y}$ areGaussian and they are jointly Gaussian as well. From the properties of jointly Gaussian random variables [32], the EM cycle can be found relatively straightforwardly as

$$
\begin{align*}
\theta_{1}^{k+1} & =\theta_{1}^{k}+\left(\mathbf{A}_{1}^{\prime} \mathbf{A}_{1}\right)^{-1} \mathbf{A}_{1}^{\prime} \hat{\epsilon} / 2 \sigma^{2}  \tag{29.44}\\
\theta_{2}^{k+1} & =\theta_{2}^{k}+\left(\mathbf{A}_{2}^{\prime} \mathbf{A}_{2}\right)^{-1} \mathbf{A}_{2}^{\prime} \hat{\epsilon} / 2 \sigma^{2} \tag{29.45}
\end{align*}
$$

where

$$
\begin{equation*}
\hat{\epsilon}=\left(\mathbf{y}-\mathbf{A}_{1} \theta_{1}^{k}-\mathbf{A}_{2} \theta_{2}^{k}\right) / \sigma^{2} \tag{29.46}
\end{equation*}
$$

The SAGE algorithm for this simple problem is obtained by defining two smaller "complete data sets",

$$
\begin{equation*}
\mathbf{x}_{1}=\mathbf{A}_{1} \theta_{1}+\mathbf{n}, \quad \mathbf{x}_{2}=\mathbf{A}_{2} \theta_{2}+\mathbf{n} . \tag{29.47}
\end{equation*}
$$

Noticethat now thenoisen is associated "totally" with each smaller completedataset. Theincomplete data $\mathbf{y}$ can be obtained from both $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$, e.g.,

$$
\begin{equation*}
\mathbf{y}=\mathbf{x}_{1}+\mathbf{A}_{2} \theta_{2} \tag{29.48}
\end{equation*}
$$

The SAGE algorithm amounts to two sequential and "smaller" EM algorithms. Specifically, corresponding to each classical EM cycle (29.44)-(29.46), the first SAGE cycle is a classical EM cycle with $\mathbf{x}_{1}$ asthecompletedata and $\theta_{1}$ as the parameter set to be updated. The second SAGE cycle is a classical EM cycle with $\mathbf{x}_{2}$ as the complete data and $\theta_{2}$ as the parameter set to be updated. The new update of $\theta_{1}$ is also used. The specific algorithm is

$$
\begin{align*}
\theta_{1}^{k+1} & =\theta_{1}^{k}+\left(\mathbf{A}_{1}^{\prime} \mathbf{A}_{1}\right)^{-1} \mathbf{A}_{1}^{\prime} \hat{\epsilon}_{1} / 2 \sigma^{2}  \tag{29.49}\\
\theta_{2}^{k+1} & =\theta_{2}^{k}+\left(\mathbf{A}_{2}^{\prime} \mathbf{A}_{2}\right)^{-1} \mathbf{A}_{2}^{\prime} \hat{\epsilon}_{2} / 2 \sigma^{2} \tag{29.50}
\end{align*}
$$

where

$$
\begin{align*}
& \hat{\epsilon}_{1}=\left(\mathbf{y}-\mathbf{A}_{1} \theta_{1}^{k}-\mathbf{A}_{2} \theta_{2}^{k}\right) / \sigma^{2}  \tag{29.51}\\
& \hat{\epsilon}_{2}=\left(\mathbf{y}-\mathbf{A}_{1} \theta_{1}^{k+1}-\mathbf{A}_{2} \theta_{2}^{k}\right) / \sigma^{2} \tag{29.52}
\end{align*}
$$

Weend thissubsection with several remarks. First, for a wideclass of random field modelsincluding the simpleone above, Fessler and Hero haveshown that the SAGE converges significantly faster than the classical EM [17]. In some applications, e.g., tomography, an acceleration of 5 to 10 times may be achieved. Secondly, just as for the EM algorithm, various constraints on the parameters are often needed and can be imposed easily as penalty functions in the SAGE algorithm. Finally, notice that in (29.41), the original images are treated as parameters (with constraints) rather than as random variables with their own pdfs. It would be of interest to investigate a Bayesian counterpart of the SAGE algorithm.

### 29.4 Applications

In this section, we describe the application of the EM algorithm to the simultaneous identification of the blur and image model and the restoration of single and multichannel images.

### 29.4.1 Single Channel Blur Identification and Image Restoration

Most of the work on restoration in the literature was done under the assumption that the blurring process (usually modeled as a linear space-invariant system (LSI) and specified by its point spread function (PSF)) is exactly known (for recent reviews of the restoration work in the literature see [8, 33]). However, this may not be the case in practice since usually we do not have enough knowledge about the mechanism of the degradation process. Therefore, the estimation of the parameters that characterize the degradation operator needs to be based on the available noisy and blurred data.

## Problem formulation

The observed image $y(i, j)$ is modeled as theoutput of a 2D LSI system with PSF $\{d(p, q)\}$. In the following we will use $(i, j)$ to denote a location on the lattice $\mathbf{S}$, instead of a single subscript. The output of the LSI system is corrupted by additive zero-mean Gaussian noise $v(i, j)$ with covariance matrix $\Lambda_{\mathbf{V}}$, which is uncorrelated with theoriginal image $u(i, j)$. That is, the observed image $y(i, j)$ is expressed as

$$
\begin{equation*}
y(i, j)=\sum_{(p, q) \in \mathbf{S}_{\mathbf{D}}} d(p, q) u(i-p, j-q)+v(i, j), \tag{29.53}
\end{equation*}
$$

where $\mathbf{S}_{\mathbf{D}}$ isthefinitesupport region of thedistortion filter. Weassumethat thearrays $y(i, j), u(i, j)$, and $v(i, j)$ are of size $N \times N$. By stacking them into $N^{2} \times 1$ vectors, Eq. (29.53) can be rewritten in matrix/vector form as[35]

$$
\begin{equation*}
\mathbf{y}=\mathbf{D} \mathbf{u}+\mathbf{v} \tag{29.54}
\end{equation*}
$$

where $\mathbf{D}$ is an $N^{2} \times N^{2}$ matrix.
The vector $\mathbf{u}$ is modeled as a zero-mean Gaussian random field. Its pdf is equal to

$$
\begin{equation*}
p(\mathbf{u})=|2 \pi \Lambda \mathbf{u}|^{-\mathbf{1} / \mathbf{2}} \exp \left\{\frac{-\mathbf{1}}{\mathbf{2}} \mathbf{u}^{\mathbf{H}} \Lambda_{\mathbf{u}} \mathbf{u}^{-\mathbf{1}} \mathbf{u}\right\}, \tag{29.55}
\end{equation*}
$$

where $\Lambda_{\mathbf{U}}$ is the covariance matrix of $\mathbf{u},{ }^{H}$ denotes the Hermitian (i.e. conjugate transpose) of a matrix and a vector, and $|\cdot|$ denotesthe determinant of a matrix. A special case of this representation
is when $u(i, j)$ is described by an autoregressive (AR) model. Then $\Lambda_{\mathbf{U}}$ can be parameterized in terms of the AR coefficients and the covariance of the driving noise [38, 57].

Equation (29.53) can be written in thecontinuousfrequency domain according to the convolution theorem. Since the discrete Fourier transform (DFT) will be used in implementing convolution, we assume that Eq. (29.53) represents circular convolution (2D sequences can be padded with zeros in such a way that the result of the linear convolution equals that of the circular convolution, or the observed image can be preprocessed around its boundaries so that Eq. (29.53) is consistent with the circular convolution of $\{d(p, q)\}$ with $\{u(p, q)\}$ [36]). Matrix $\mathbf{D}$ then becomes block circulant [35].

## Maximum Likelihood (ML) Parameter Identification

The assumed image and blur models are specified in terms of the deterministic parameters $\theta=\{\Lambda \mathbf{u}, \Lambda \mathbf{v}, \mathbf{D}\}$. Since $\mathbf{u}$ and $\mathbf{v}$ are uncorrelated, the observed image $\mathbf{y}$ is also Gaussian with pdf equal to

$$
\begin{align*}
p(\mathbf{y} / \theta)= & \left|2 \pi\left(\mathbf{D} \Lambda_{\mathbf{U}} \mathbf{D}^{\mathbf{H}}+\Lambda_{\mathbf{V}}\right)\right|^{-1 / 2} \\
& \exp \left\{\frac{-1}{2} \mathbf{y}^{T}\left(\mathbf{D} \Lambda_{\mathbf{U}} \mathbf{D}^{\mathbf{H}}+\Lambda_{\mathbf{V}}\right)^{-1} \mathbf{y}\right\}, \tag{29.56}
\end{align*}
$$

where the inverse of the matrix ( $\mathbf{D} \Lambda_{\mathbf{U}} \mathbf{D}^{\mathbf{H}}+\Lambda_{\mathbf{V}}$ ) is assumed to be defined since covariance matrices are symmetric positive definite.

Taking the logarithm of Eq. (29.56) and disregarding constant additive and multiplicative terms, the maximization of the log-likelihood function becomes the minimization of the function $L(\theta)$, given by

$$
\begin{equation*}
L(\theta)=\log \left|\mathbf{D} \Lambda_{\mathbf{U}} \mathbf{D}^{\mathbf{H}}+\Lambda_{\mathbf{v}}\right|+\left\{\mathbf{y}^{\mathbf{T}}\left(\mathbf{D} \Lambda_{\mathbf{U}} \mathbf{D}^{\mathbf{H}}+\Lambda_{\mathbf{V}}\right)^{-\mathbf{1}} \mathbf{y}\right\} . \tag{29.57}
\end{equation*}
$$

By studying the function $L(\theta)$ it is clear that if no structure is imposed on the matrices $\mathbf{D}, \Lambda_{\mathbf{u}}$, and $\Lambda_{\mathbf{v}}$, the number of unknowns involved is very large. With so many unknowns and only one observation (i.e., $\mathbf{y}$ ), the ML identification problem becomes unmanageable. Furthermore, the estimate of $\{d(p, q)\}$ is not unique, because the ML approach to image and blur identification uses only second order statistics of the blurred image, since all pdfs are assumed to be Gaussian. More specifically, the second order statistics of the blurred image do not contain information about the phase of theblur, which, therefore, isin general undetermined. In order to restrict the set of solutions and hopefully obtain a uniquesolution, additional information about the unknown parametersneeds to be incorporated into the solution process.

The structure we are imposing on $\Lambda_{\mathbf{U}}$ and $\Lambda_{\mathbf{v}}$ results from the commonly used assumptions in the field of image restoration [35]. First we assume that the additive noise $\mathbf{v}$ is white, with variance $\sigma_{\mathbf{V}}^{2}$, that is,

$$
\begin{equation*}
\Lambda_{\mathbf{V}}=\sigma_{\mathbf{V}}^{2} \mathbf{I} \tag{29.58}
\end{equation*}
$$

Further we assumethat therandom process $\mathbf{u}$ is stationary which results in $\Lambda_{\mathbf{U}}$ being a block Toeplitz matrix [35]. A block Toeplitz matrix is asymptotically equivalent to a block circulant matrix as the dimension of the matrix becomes large [37]. For average size images, the dimensions of $\Lambda_{\mathbf{U}}$ are large indeed; therefore, the block circulant approximation is a valid one. Associated with $\Lambda_{\mathbf{u}}$ are the 2D sequences $\{l \mathbf{u}(p, q)\}$. The matrix $\mathbf{D}$ in Eq. (29.54) was also assumed to be block circulant. Block circulant matrices can be diagonalized with a transformation matrix constructed from discrete Fourier kernels [35]. The diagonal matrices corresponding to $\Lambda_{\mathbf{U}}$ and $\mathbf{D}$ are denoted respectively by $\mathbf{Q}_{\mathbf{U}}$ and $\mathbf{Q}_{\mathbf{D}}$. They have as elements the raster scanned 2D DFT values of the 2D sequences $\{l \mathbf{u}(p, q)\}$ and $\{d(p, q)\}$, denoted respectively by $S_{\mathbf{U}}(m, n)$ and $\Delta(m, n)$.

Due to the above assumptions Eq. (29.57) can be written in the frequency domain as

$$
\begin{gather*}
L(\theta)=\sum_{m=0}^{N-1} \sum_{n=0}^{N-1} \\
\left\{\log \left(|\Delta(m, n)|^{2} S_{\mathbf{U}}(m, n)+\sigma_{\mathbf{V}}^{2}\right)+\frac{|Y(m, n)|^{2}}{|\Delta(m, n)|^{2} S \mathbf{u}(m, n)+\sigma_{\mathbf{V}}^{2}}\right\}, \tag{29.59}
\end{gather*}
$$

where $Y(m, n)$ is the 2D DFT of $y(i, j)$. Equation (29.59) more clearly demonstrates the already mentioned nonuniqueness of the ML blur solution, since only the magnitude of $\Delta(m, n)$ appears in $L(\theta)$. If the blur is zero-phase, as is the case with $\mathbf{D}$ modeling atmospheric turbulence with long exposure times and mild defocussing ( $\{d(p, q)\}$ is 2D Gaussian in this case), then a unique solution may be obtained. Nonuniqueness of the estimation of $\{d(p, q)\}$ can in general be avoided by enforcing the solution to satisfy a set of constraints. M ost PSFs of practical interest can be assumed to be symmetric, i.e., $d(p, q)=d(-p,-q)$. In this case the phase of the DFT of $\{d(p, q)\}$ is zero or $\pm \pi$. Unfortunately, uniqueness of the ML solution is not always established by the symmetry assumption, dueprimarily to the phaseambiguity. Therefore, additional constraints may alleviatethis ambiguity. Such additional constraints are the following: (1) The PSF coefficients are nonnegative, (2) the support $\mathbf{S}_{\mathbf{D}}$ is finite, and (3) the blurring mechanism preserves energy [35], which results in

$$
\begin{equation*}
\sum_{(i, j) \in \mathbf{S}_{\mathbf{D}}} d(i, j)=1 \tag{29.60}
\end{equation*}
$$

## The EM Iterations for the ML Estimation of $\theta$

The next step to be taken in implementing the EM algorithm is the determination of the mapping H in Eq. (29.2). Clearly Eq. (29.54) can be rewritten as

$$
\mathbf{y}=\left[\begin{array}{ll}
\mathbf{0} & \mathbf{I}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}  \tag{29.61}\\
\mathbf{y}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{D} & \mathbf{I}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{v}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{I} & \mathbf{I}
\end{array}\right]\left[\begin{array}{c}
\mathbf{D} \mathbf{u} \\
\mathbf{v}
\end{array}\right],
$$

where $\mathbf{0}$ and $\mathbf{I}$ represent the $N^{2} \times N^{2}$ zero and identity matrices, respectively. Therefore, according to Eq. (29.61), there arethree candidates for representing the complete data $\mathbf{x}$, namely, $\{\mathbf{u}, \mathbf{y}\},\{\mathbf{u}, \mathbf{v}\}$, and $\{\mathbf{D} \mathbf{u}, \mathbf{v}\}$. All three cases are analyzed in the following. However, as it will be shown, only the choice of $\{\mathbf{u}, \mathbf{y}\}$ as the complete data fully justifies the term "complete data", since it results in the simultaneous identification of all unknown parameters and the restoration of the image.

For the case when $\mathbf{H}$ in Eq. (29.2) is linear, as are the cases represented by Eq. (29.61), and the data $\mathbf{y}$ is modeled as a zero-mean Gaussian process, as is the case under consideration expressed by Eq. (29.56), the following general result holds for all three choices of the complete data [38, 39, 57].

The E-step of the algorithm results in the computation of $Q\left(\theta / \theta^{k}\right)=$ constant $-F\left(\theta / \theta^{k}\right)$ where

$$
\begin{align*}
F\left(\theta / \theta^{k}\right) & =\log |\Lambda \mathbf{x}|+\operatorname{tr}\left(\Lambda_{\mathbf{X}}^{-1} \mathbf{C}_{\mathbf{X} \mid \mathbf{y}}^{k}\right) \\
& =\log |\Lambda \mathbf{X}|+\operatorname{tr}\left(\Lambda_{\mathbf{X}}^{-1} \Lambda_{\mathbf{X} \mid \mathbf{y}}^{k}\right)+\mu_{\mathbf{X} \mid \mathbf{y}}^{(k) H} \Lambda_{\mathbf{X}}^{-1} \mu_{\mathbf{X} \mid \mathbf{y}}^{k}, \tag{29.62}
\end{align*}
$$

where $\Lambda_{\mathbf{X}}$ is the covariance of the complete data $\mathbf{x}$ which is also a zero-mean Gaussian process,

$$
\begin{align*}
& \mathbf{C}_{\mathbf{X} \mid \mathbf{y}}^{k}=\left\langle\mathbf{x} \mathbf{x}^{H} \mid \mathbf{y} ; \quad \theta^{k}\right\rangle=\Lambda_{\mathbf{X} \mid \mathbf{y}}^{k}+\mu_{X \mid y}^{k} \mu_{\mathbf{X} \mid \mathbf{y}}^{(k) H}, \\
& \mu_{\mathbf{X} \mid \mathbf{y}}^{k}=\left\langle\mathbf{x} \mid \mathbf{y} ; \quad \theta^{k}\right\rangle=\Lambda_{\mathbf{X Y}} \Lambda_{\mathbf{Y}}^{-1} \mathbf{y}=\Lambda_{\mathbf{X}} \mathbf{H}^{H}\left(\mathbf{H} \Lambda_{\mathbf{X} \mathbf{H}}^{H}\right)^{-1} \mathbf{y}, \tag{29.63}
\end{align*}
$$

and

$$
\begin{align*}
\Lambda_{\mathbf{x} \mid \mathbf{y}} & =\left\langle(\mathbf{x}-\mu \mathbf{x} \mid \mathbf{y})(\mathbf{x}-\mu \mathbf{X} \mid \mathbf{y})^{H} \mid \mathbf{y} ; \theta^{k}\right\rangle=\Lambda \mathbf{x}-\Lambda_{\mathbf{x} \mathbf{Y}} \Lambda_{\mathbf{Y}}^{-1} \Lambda_{\mathbf{Y} \mathbf{X}} \\
& =\Lambda \mathbf{x}-\Lambda_{\mathbf{x}} \mathbf{H}^{H}\left(\mathbf{H} \Lambda_{\mathbf{x}} \mathbf{H}^{H}\right)^{-1} \mathbf{H} \Lambda \mathbf{x} . \tag{29.64}
\end{align*}
$$

The M -step of the algorithm is described by the following equation

$$
\begin{equation*}
\theta^{(k+1)}=\arg \left\{\min _{\{\theta\}} F\left(\theta / \theta^{k}\right)\right\} \tag{29.65}
\end{equation*}
$$

In our formulation of the identification/restoration problem the original image is not one of the unknown parameters in the set $\theta$. However, as it will be shown in thenext section, the restored image will be obtained in the E-step of the iterative algorithm.
$\{u, y\}$ as the complete data (CD _uy algorithm)
Choosing the original and observed images as the complete data, we obtain $\mathbf{H}=\left[\begin{array}{ll}\mathbf{O} & \mathrm{I}\end{array}\right]$ and $\mathbf{x}=$ [ $\left.\mathbf{u}^{H} \mathbf{y}^{H}\right]^{H}$. The covariance matrix of $\mathbf{x}$ takes the form

$$
\Lambda \mathbf{x}=\left\langle\mathbf{x x}^{H}\right\rangle=\left[\begin{array}{cc}
\Lambda_{\mathbf{U}} & \Lambda_{\mathbf{U}} \mathbf{D}^{H}  \tag{29.66}\\
\mathbf{D} \Lambda_{\mathbf{U}} & \mathbf{D} \Lambda_{\mathbf{U}} \mathbf{D}^{H}+\Lambda_{\mathbf{v}}
\end{array}\right],
$$

and its inverse is equal to [40]

$$
\Lambda_{\mathbf{X}}^{-1}=\left[\begin{array}{cc}
\Lambda_{\mathbf{U}}^{-1}+\mathbf{D}^{H} \Lambda_{\mathbf{v}}^{-1} \mathbf{D} & -\mathbf{D}^{H} \Lambda_{\mathbf{v}}^{-1}  \tag{29.67}\\
-\Lambda_{\mathbf{v}}^{-1} \mathbf{D} & \Lambda_{\mathbf{v}}^{-1}
\end{array}\right]
$$

Substituting Eqs. (29.66) and (29.67) into Eqs. (29.62), (29.63), and (29.64), we obtain

$$
\begin{align*}
F\left(\theta / \theta^{k}\right) & =\log |\Lambda \mathbf{U}|+\log \left|\Lambda_{\mathbf{V}}\right|+\operatorname{tr}\left\{\left(\Lambda_{\mathbf{U}}^{-1}+\mathbf{D}^{H} \Lambda_{\mathbf{V}}^{-1} \mathbf{D}\right) \Lambda_{\mathbf{U} \mid \mathbf{y}}^{k}\right\} \\
& +\mu_{\mathbf{U} \mid \mathbf{y}}^{(k) \mathbf{H}}\left(\Lambda_{\mathbf{U}}^{-1}+\mathbf{D}^{H} \Lambda_{\mathbf{V}}^{-1} \mathbf{D}\right) \mu_{\mathbf{U} \mid \mathbf{y}}^{k} \\
& -2 \mathbf{y}^{H} \Lambda_{\mathbf{V}}^{-1} \mathbf{D} \mu_{\mathbf{U} \mid \mathbf{y}}^{k}+\mathbf{y}^{H} \Lambda_{\mathbf{V}}^{-1} \mathbf{y} \tag{29.68}
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{\mathbf{U} \mid \mathbf{y}}^{k}=\Lambda_{\mathbf{U}}^{k} \mathbf{D}^{(k) H}\left(\mathbf{D}^{k} \Lambda_{\mathbf{U}}^{k} \mathbf{D}^{(k) H}+\Lambda_{\mathbf{V}}^{k}\right)^{-1} \mathbf{y} \tag{29.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{\mathbf{U} \mid \mathbf{y}}^{k}=\Lambda_{\mathbf{U}}^{k}-\Lambda_{\mathbf{U}}^{k} \mathbf{D}^{(k) H}\left(\mathbf{D}^{k} \Lambda_{\mathbf{U}}^{k} \mathbf{D}^{(k) H}+\Lambda_{\mathbf{V}}^{k}\right)^{-1} \mathbf{D}^{k} \Lambda_{\mathbf{U}}^{k} \tag{29.70}
\end{equation*}
$$

Dueto the constraints on the unknown parameters described in the subsection Eq. (29.62) can be written in the discrete frequency domain, as follows

$$
\begin{align*}
F\left(\theta / \theta^{k}\right) & =N^{2} \log \sigma_{\mathbf{V}}^{2} \\
& +\frac{1}{\sigma_{\mathbf{V}}^{2}} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1}\left\{|\Delta(m, n)|^{2}\left(S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)+\frac{1}{N^{2}}\left|M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right|^{2}\right)\right. \\
& \left.+\frac{1}{N^{2}}\left(|Y(m, n)|^{2}-2 \operatorname{Re}\left[Y^{*}(m, n) \Delta(m, n) M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right]\right)\right\} \\
& +\sum_{m=0}^{N-1} \sum_{n=0}^{N-1}\left\{\log S_{\mathbf{U}}(m, n)+\frac{1}{S_{\mathbf{U}}(m, n)}\left(S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right.\right. \\
& \left.\left.+\frac{1}{N^{2}}\left|M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right|^{2}\right)\right\} \tag{29.71}
\end{align*}
$$

where

$$
\begin{gather*}
M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)=\frac{\Delta^{(k) *}(m, n) S_{\mathbf{U}}^{k}(m, n)}{\left|\Delta^{k}(m, n)\right|^{2} S_{\mathbf{U}}^{k}(m, n)+\sigma_{\mathbf{V}}^{2(p)}} Y(m, n),  \tag{29.72}\\
S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)=\frac{S_{\mathbf{U}}^{k}(m, n) \sigma_{\mathbf{V}}^{2(k)}}{\left|\Delta^{k}(m, n)\right|^{2} S_{\mathbf{U}}^{k}(m, n)+\sigma_{\mathbf{V}}^{2(k)}} . \tag{29.73}
\end{gather*}
$$

In Eq. (29.71), $Y(m, n)$ is the 2D DFT of the observed image $y(i, j)$ and $M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)$ is the 2D DFT of the unstacked vector $\mu_{\mathbf{U} \mid \mathbf{y}}^{k}$ into an $N \times N$ array. Taking the partial derivatives of $F\left(\theta / \theta^{k}\right)$ with respect to $S_{\mathbf{U}}(m, n)$ and $\Delta(m, n)$ and setting them equal to zero, we obtain the solutions that minimize $F\left(\theta / \theta^{k}\right)$, which represent $S_{\mathbf{U}}^{(k+1)}(m, n)$ and $\Delta^{(k+1)}(m, n)$. They are equal to

$$
\begin{align*}
S_{\mathbf{U}}^{(k+1)}(m, n) & =S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)+\frac{1}{N^{2}}\left|M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right|^{2},  \tag{29.74}\\
\Delta^{(k+1)}(m, n) & =\frac{1}{N^{2}} \frac{Y(m, n) M_{\mathbf{U} \mid \mathbf{y}}^{(k) *}(m, n)}{S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)+\frac{1}{N^{2}}\left|M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right|^{2}}, \tag{29.75}
\end{align*}
$$

where $M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)$ and $S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)$ arecomputed by Eqs. (29.72) and (29.73). Substituting Eq. (29.75) into Eq. (29.71) and then minimizing $F\left(\theta / \theta^{k}\right)$ with respect to $\sigma_{\mathbf{V}}^{2}$, we obtain

$$
\begin{align*}
\sigma_{\mathbf{V}}^{2(k+1)} & =\frac{1}{N^{2}} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1}\left\{\left|\Delta^{(k+1)}(m, n)\right|^{2}\left(S_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)+\frac{1}{N^{2}}\left|M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right|^{2}\right)\right. \\
& \left.+\frac{1}{N^{2}}\left(|Y(m, n)|^{2}-2 \operatorname{Re}\left[Y^{*}(m, n) \Delta^{(k+1)}(m, n) M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right]\right)\right\} \tag{29.76}
\end{align*}
$$

According to Eq. (29.72) the restored image (i.e., $M_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)$ ) is the output of a W iener filter, based on the available estimate of $\theta$, with the observed image as input.
$\{\mathbf{u}, \mathbf{v}\}$ as the complete data (CD_uv algorithm)
The second choice of the complete data is $\mathbf{x}=\left[\begin{array}{ll}\mathbf{u}^{H} & \mathbf{v}^{H}\end{array}\right]^{H}$, therefore, $\mathbf{H}=[\mathbf{D} \quad \mathbf{I}]$. Following similar steps as in the previous case it has been shown that the equations for evaluating the spectrum of the original image are the same as in the previous case, i.e., Eqs. (29.72), (29.73) and (29.74) hold true. The other two unknowns, i.e., the variance of the additive noise and the DFT of the PSF are given by

$$
\begin{equation*}
\sigma_{\mathbf{V}}^{2(k+1)}=\frac{1}{N^{2}} \sum_{m=0}^{N-1} \sum_{n=0}^{N-1}\left(S_{\mathbf{V} \mid \mathbf{y}}^{k}(m, n)+\frac{1}{N}\left|M_{\mathbf{V} \mid \mathbf{y}}^{k}(m, n)\right|^{2}\right), \tag{29.77}
\end{equation*}
$$

where

$$
\begin{gather*}
M_{\mathbf{V} \mid \mathbf{y}}^{k}(m, n)=\frac{\sigma_{\mathbf{V}}^{2(k)}}{\left|\Delta^{k}(m, n)\right|^{2} S_{\mathbf{U}}^{k}(m, n)+\sigma_{\mathbf{V}}^{2(k)}} Y(m, n),  \tag{29.78}\\
S_{\mathbf{V} \mid \mathbf{y}}^{k}(m, n)=\frac{\left|\Delta^{k}(m, n)\right|^{2} S_{\mathbf{U}}^{k}(m, n) \sigma_{\mathbf{V}}^{2(k)}}{\left|\Delta^{k}(m, n)\right|^{2} S_{\mathbf{U}}^{k}(m, n)+\sigma_{\mathbf{V}}^{2(k)}}, \tag{29.79}
\end{gather*}
$$

and

$$
\left|\Delta^{k}(m, n)\right|^{2}= \begin{cases}\frac{\frac{1}{N^{2}}|Y(m, n)|^{2}-\sigma_{\mathbf{V}}^{2(k)}}{S_{\mathbf{U}}^{k}(m, n)}, & \text { if } \frac{1}{N^{2}}|Y(m, n)|^{2}>\sigma_{\mathbf{V}}^{2(k)}  \tag{29.80}\\ 0, & \text { otherwise } .\end{cases}
$$

From Eq. (29.80) we observe that only the magnitude of $\Delta^{k}(m, n)$ is available, as was mentioned earlier. A similar observation can be madefor Eq. (29.75), according to which the phase of $\Delta(m, n)$ is equal to the phase of $\Delta^{0}(m, n)$.

In deriving the above expressions the set of unknown parameters $\theta$ was divided into two sets $\theta_{1}=\{\Lambda \mathbf{u}, \mathbf{\Lambda} \mathbf{v}\}$ and $\theta_{2}=\{\mathbf{D}\} . \quad F\left(\theta_{1} / \theta^{k}\right)$ was then minimized with respect to $\theta_{1}$, resulting in Eqs. (29.74) and (29.77). The likelihood function in Eq. (29.59) was then minimized directly with respect to $\Delta(m, n)$ assuming knowledge of $\theta_{1}^{k}$, resulting in Eq. (29.80). The effect of mixing the optimization procedure into theEM algorithm has not been completely analyzed theoretically. That is, the convergence properties of the EM algorithm do not necessarily hold, although the application of the resulting equations increases the likelihood function. Based on the experimental results, the algorithm derived in this section always converges to a stationary point. Furthermore, the results are comparable to the ones obtained with the CD uy algorithm.

## \{ Dx,v \} as the complete data (CD Dx,v algorithm)

The third choice of the complete data is $\mathbf{x}=\left[(\mathbf{D u})^{H}, \mathbf{v}^{H}\right]^{H}$. In this case, $\mathbf{D}$ and $\mathbf{x}$ cannot be estimated separately, since various combinations of $\mathbf{D}$ and $\mathbf{u}$ can result in the same $\mathbf{D u}$. The two quantities $\mathbf{D}$ and $\mathbf{u}$ are lumped into one quantity $\mathbf{t}=\mathbf{D} \mathbf{u}$.

Following similar steps as in the two previous cases it has been shown [38, 39, 57] that the variance of the additive noise is computed according to Eq. (29.77), while the spectrum of the noise free but blurred image $\mathbf{t}$ by the iterations

$$
\begin{equation*}
S_{\mathbf{T}}^{(k+1)}(m, n)=S_{\mathbf{T} \mid \mathbf{y}}^{k}(m, n)+\frac{1}{N^{2}}\left|M_{\mathbf{T} \mid \mathbf{y}}^{k}(m, n)\right|^{2}, \tag{29.81}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{\mathbf{T} \mid \mathbf{y}}^{k}(m, n)=\frac{S_{\mathbf{T}}^{k}(m, n)}{S_{\mathbf{T}}^{k}(m, n)+\sigma_{\mathbf{V}}^{2(k)}} Y(m, n), \tag{29.82}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathbf{T} \mid \mathbf{y}}^{k}(m, n)=S_{\mathbf{T}}^{k}(m, n)-\frac{S_{\mathbf{T}}^{(k) 2}(m, n)}{S_{\mathbf{T}}^{k}(m, n)+\sigma_{\mathbf{V}}^{2(k)}} Y(m, n) . \tag{29.83}
\end{equation*}
$$

## Iterative Wiener Filtering

In thissubsection, wedeviatesomewhat from theoriginal formulation of theidentification problem by assuming that the blur function is known. The problem at hand then is the restoration of the noisy-blurred image. Although there are a great number of approaches that can be followed in this case, theW iener filtering approach represents a commonly used choice. However, in Wiener filtering knowledge of the power spectrum of the original image $\left(\mathbf{S}_{\mathbf{u}}\right)$ and the additive noise $\left(\mathbf{S}_{\mathbf{v}}\right)$ is required. A standard assumption is that of ergodicity, i.e., ensemble averages are equal to spatial averages. Even in this case, the estimation of the power spectrum of the original image has to be based on the observed noisy-blurred image, since the original image is not available. Assuming that the noise is white, its variance $\sigma_{\mathbf{v}}^{2}$ needs also to be estimated from the observed image. Approaches, according to which the power spectrum of the original image is computed from images with similar statistical properties, have been suggested in the literature [35]. However, a reasonable idea is to successively usetheW iener-restored imageas an improved prototypefor updating the unknown $S_{U}$ and $\sigma_{\mathbf{V}}^{2}$. This idea is precisely implemented by the CD_uy algorithm.

M ore specifically, now that the blur function isknown, Eq. (29.75) is removed from the EM iterations. Thus, Eqs. (29.74) and (29.76) are used to estimate $\mathbf{S}_{\mathbf{u}}$ and $\sigma_{\mathbf{v}}^{2}$, respectively, while Eq. (29.72) is used to compute theW iener-filtered image. The starting point $\mathbf{S}_{\mathbf{U}}{ }^{0}$ for the Wiener iteration can be chosen to be equal to

$$
\begin{equation*}
S_{\mathbf{U}}^{0}(m, n)=\hat{S}_{\mathbf{Y}}(m, n), \tag{29.84}
\end{equation*}
$$

where $\hat{S}_{\mathbf{Y}}(m, n)$ is an estimate of the power spectral density of the observed image. The value of $\sigma_{\mathbf{V}}^{2(0)}$ can be determined from flat regions in the observed image, since this represents a commonly used approach for estimating the noise variance.

### 29.4.2 Multi-Channel Image Identification and Restoration

## Introduction

We use the term multi-channel images to define the multiple image planes (channels) which are typically obtained by an imaging system that measures the same scene using multiple sensors. M ulti-channel images exhibit strong between-channel correlations. Representative examples are multispectral images [41], microwave radiometric images [42], and image sequences [43]. In the first case such images are acquired for remotesensing and facilities/military surveillanceapplications. Thechannels arethedifferent frequency bands (color images represent a special case of great interest). In the last case the channels are the different time frames after motion compensation. M ore recent applications of multi-channel filtering theory include the processing of the wavelet decomposed single-channel image [44] and the reconstruction of a high resolution image from multiple low resolution images [45, 46, 47, 48].

Although the problem of single channel image restoration has been thoroughly researched, significantly less work has been done on the problem of multi-channel restoration. The multi-channel formulation of the restoration problem is necessary when cross-channel degradations exist. It can be useful, however, in the case when only within-channel degradations exist, since cross-correlation terms are exploited to achieve better restoration results [49, 50]. The cross-channel degradations may come in the form of channel crosstalks, leakage in detectors, and spectral blurs [51]. Work on restoring multi-channel images is reported in [42, 49, 50, 51, 52, 53, 54, 55], when the within- and cross-channel (where applicable) blurs are known.

### 29.4.3 Problem Formulation

The degradation process is modeled again as [35]

$$
\begin{equation*}
\mathbf{y}=\mathbf{D} \mathbf{u}+\mathbf{v} \tag{29.85}
\end{equation*}
$$

where $\mathbf{y}, \mathbf{u}$, and $\mathbf{v}$ are the observed (noisy and degraded) image, the original undistorted image, and the noise process, respectively, all of which have been lexicographically ordered, and $\mathbf{D}$ the resulting degradation matrix. The noise process is assumed to be whiteGaussian, independent of $\mathbf{u}$.

Let $P$ be the number of channels, each of size $N \times N$. If $\mathbf{u}_{i}, i=0,1, \ldots, P-1$, represents the $i$-th channel. Then using theordering of [56], themultichannel image u can berepresented in vector form as

$$
\begin{equation*}
\mathbf{u}=\left[u_{1}(0) u_{2}(0) \ldots u_{P}(0) u_{1}(1) \ldots u_{P}(1) \ldots u_{1}\left(N^{2}-1\right) \ldots u_{P}\left(N^{2}-1\right)\right]^{T} \tag{29.86}
\end{equation*}
$$

Defining $\mathbf{y}$ and $\mathbf{v}$ similarly to that of Eq. (29.86), wecan now usethedegradation model of Eq. (29.85), recognizing that $\mathbf{y}, \mathbf{u}$, and $\mathbf{v}$ are of size $P N^{2} \times 1$, and $\mathbf{D}$ is of size $P N^{2} \times P N^{2}$.

Assumingthat the distortion system is linear shift invariant, $\mathbf{D}$ is $P N^{2} \times P N^{2}$ matrix of theform

$$
\mathbf{D}=\left[\begin{array}{cccc}
\mathbf{D}(0) & \mathbf{D}(1) & . . & \mathbf{D}\left(N^{2}-1\right)  \tag{29.87}\\
\mathbf{D}\left(N^{2}-1\right) & \mathbf{D}(0) & . . & \mathbf{D}\left(N^{2}-2\right) \\
\vdots & \vdots & . . & \vdots \\
\mathbf{D}(1) & \mathbf{D}(2) & . . & \mathbf{D}(0)
\end{array}\right],
$$

where the $P \times P$ sub-matrices (sub-blocks) have the form

$$
\mathbf{D}(m)=\left[\begin{array}{cccc}
D_{11}(m) & D_{12}(m) & \cdot \cdot & D_{1 P}(m)  \tag{29.88}\\
D_{21}(m) & D_{22}(m) & \cdot \cdot & D_{2 P}(m) \\
\vdots & \vdots & \cdot . & \vdots \\
D_{P 1}(m) & D_{P 2}(m) & \cdot \cdot & D_{P P}(m)
\end{array}\right], 0 \leq m \leq N^{2}-1
$$

Note that $D_{i i}(m)$ represents the intrachannel blur, while $D_{i j}(m), i \neq j$ represents the interchannel blur. Thematrix D in Eq. (29.87) is circulant at theblock level. However, for $\mathbf{D}$ to beblock-circulant, each of its subblocks $\mathbf{D}(m)$ also needs to be circulant, which, in general, is not the case. M atrices of this form are called semiblock circulant (SBC) matrices [56]. The singular values of such matrices can be found with the use of the discrete Fourier transform (DFT) kernels. Equation (29.85) can therefore be written in the vector DFT domain [56].

Similarly, the covariance matrix of the original signal, $\Lambda_{\mathbf{U}}$, and the covariance matrix of the noise process, $\Lambda_{\mathbf{V}}$, are also semiblock circulant (assuming $\mathbf{u}$ and $\mathbf{v}$ are stationary). Note that $\Lambda_{\mathbf{u}}$ is not block-circulant because there is no justification to assume stationarity between channels (i.e., $\Lambda_{\mathbf{u}_{i} \mathbf{U}_{j}}(m)=E\left[\mathbf{u}_{i}(m) \mathbf{u}_{j}(m)^{*}\right]$ is not equal to $\Lambda_{\mathbf{U}_{i+p}} \mathbf{u}_{j+p}(m)=E\left[\mathbf{u}_{i+p}(m) \mathbf{u}_{j+p}(m)^{*}\right]$ [50], where $\Lambda_{\mathbf{U}_{i} \mathbf{U}_{j}}(m)$ is the $(i, j)^{t h}$ submatrix of $\left.\Lambda_{\mathbf{U}}\right)$. However, $\Lambda_{\mathbf{U}}$ and $\Lambda \mathbf{v}$ are semiblock circulant because $\mathbf{u}_{i}$ and $\mathbf{v}_{i}$ are assumed to be stationary within each channel.

### 29.4.4 The E-Step

We follow here similar steps to the ones presented in the previous section. We choose $\left[\mathbf{u}^{H} \mathbf{y}^{H}\right]^{H}$ as the complete data. Since the matrices $\Lambda_{U}, \Lambda_{V}$, and $D$, are assumed to be semi-block circulant, the E -step requires the evaluation of

$$
\begin{equation*}
F\left(\theta ; \theta^{k}\right)=\sum_{m=0}^{N-1} \sum_{n=0}^{N-1} J(m, n) \tag{29.89}
\end{equation*}
$$

where

$$
\begin{align*}
J(m, n) & =\log \left|\Theta_{\mathbf{U}}(m, n)\right|+\log \left|\Theta_{\mathbf{V}}(m, n)\right|+\operatorname{tr}\left\{\left(\Theta_{\mathbf{U}}^{-1}(m, n)\right.\right. \\
& \left.\left.+\Theta_{\mathbf{D}}^{H}(m, n) \Theta_{\mathbf{V}}^{-1}(m, n) \Theta_{\mathbf{D}}(m, n)\right) \Theta_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right\} \\
& +\frac{1}{N^{2}} \operatorname{tr}\left\{\left[\Theta_{\mathbf{U}}^{-1}(m, n)+\Theta_{\mathbf{D}}^{H}(m, n) \Theta_{\mathbf{V}}^{-1}(m, n) \Theta_{\mathbf{D}}(m, n)\right]\right. \\
& \left.\times \mathbf{M}_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n) \mathbf{M}_{\mathbf{U} \mid \mathbf{y}}^{(k) H}(m, n)\right\} \\
& -\frac{1}{N^{2}}\left(\mathbf{Y}^{H}(m, n) \Theta_{\mathbf{V}}^{-1}(m, n) \Theta_{\mathbf{D}}(m, n) \mathbf{M}_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)\right. \\
& \left.+\mathbf{M}_{\mathbf{U} \mid \mathbf{Y}}^{(k) H}(m, n) \Theta_{\mathbf{D}}^{H}(m, n) \Theta_{\mathbf{V}}^{-1}(m, n) \mathbf{Y}(m, n)\right) \\
& +\frac{1}{N^{2}} \mathbf{Y}^{H}(m, n) \Theta_{\mathbf{V}}^{-1}(m, n) \mathbf{Y}(m, n) . \tag{29.90}
\end{align*}
$$

The derivation of Eq. (29.90) is presented in detail in [48,57,58]. Equation (29.89) is the corresponding equation to Eq. (29.71) for the multichannel case.

In Eq. (29.90), $\Theta_{\mathbf{U}}(m, n)$ is the ( $m, n$ )-th component matrix of $\Theta_{\mathbf{U}}$, which is related to $\Lambda_{\mathbf{U}}$ by a similarity transformation using two-dimensional discrete Fourier kernels [56, 57]. To be more
specific, for $P=3$, the matrix,

$$
\Theta \mathbf{u}(m, n)=\left[\begin{array}{lll}
S_{11}(m, n) & S_{12}(m, n) & S_{13}(m, n)  \tag{29.91}\\
S_{21}(m, n) & S_{22}(m, n) & S_{23}(m, n) \\
S_{31}(m, n) & S_{32}(m, n) & S_{33}(m, n)
\end{array}\right],
$$

consists of all the ( $m, n$ )-th component of the power and cross power spectra of the original color image (without loss of generality in the subsequent discussion three channel examples will be used). It is worthwhile noting here that the power spectra $S_{i i}(m, n), i=1,2,3$, which are the diagonal entries of $\Theta_{\mathbf{U}}(m, n)$, are real-valued, while the cross power spectra (the off-diagonal entries) are complex. This illustrates one of the main differences between working with multichannel images as opposed to single-channel images. In addition to each frequency component being a $P \times P$ matrix versus a scalar quantity for the single-channel case, the cross power spectra is complex versus being real for the single-channel case. Similarly, the $(m, n)$-th component of the inverse of the noise spectrum matrix is given by

$$
\Theta \mathbf{v}^{-1}(m, n)=\left[\begin{array}{ccc}
z_{11}(m, n) & z_{12}(m, n) & z_{13}(m, n)  \tag{29.92}\\
z_{21}(m, n) & z_{22}(m, n) & z_{23}(m, n) \\
z_{31}(m, n) & z_{32}(m, n) & z_{33}(m, n)
\end{array}\right] .
$$

One simplifying assumption that we can make about Eq. (29.92) is that the noise is white within channels and zero across channels. This results in $\Theta \mathbf{v}(m, n)$ being the same diagonal matrix for all $(m, n)$.
$\Theta_{\mathbf{D}}(m, n)$ in Eq. (29.90) is equal to

$$
\Theta_{\mathbf{D}}(m, n)=\left[\begin{array}{lll}
\Delta_{11}(m, n) & \Delta_{12}(m, n) & \Delta_{13}(m, n)  \tag{29.93}\\
\Delta_{21}(m, n) & \Delta_{22}(m, n) & \Delta_{23}(m, n) \\
\Delta_{31}(m, n) & \Delta_{32}(m, n) & \Delta_{33}(m, n)
\end{array}\right]
$$

where $\Delta_{i j}(m, n)$ is the within-channel ( $i=j$ ) or cross-channel $(i \neq j$ ) frequency response of the blur system, and $\mathbf{Y}(m, n)$ is the ( $m, n$ )-th component of theDFT of the observed image. $\Theta_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)$ and $\mathbf{M}_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n)$ are the ( $m, n$ )-th frequency component matrix and vector of the multichannel counterparts of $\Lambda_{\mathbf{U} \mid \mathbf{y}}$ and $\mu_{\mathbf{U}_{\mid \mathbf{y}}}$, respectively, computed by

$$
\begin{align*}
\Theta_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n) & =\Theta_{\mathbf{U}}^{k}(m, n)-\Theta_{\mathbf{U}}^{k}(m, n) \Theta_{\mathbf{D}}^{(k) H}(m, n)\left[\Theta_{\mathbf{V}}^{k}(m, n)\right. \\
& \left.+\Theta_{\mathbf{D}}^{k}(m, n) \Theta_{\mathbf{U}}^{k}(m, n) \Theta_{\mathbf{D}}^{(k) H}(m, n)\right]^{-1} \Theta_{\mathbf{D}}^{k}(m, n) \Theta_{\mathbf{U}}^{k}(m, n) \tag{29.94}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{M}_{\mathbf{U} \mid \mathbf{y}}^{k}(m, n) & =\Theta_{\mathbf{U}}^{k}(m, n) \Theta_{\mathbf{D}}^{(k) H}(m, n)\left[\Theta_{\mathbf{V}}^{k}(m, n)\right. \\
& \left.+\Theta_{\mathbf{D}}^{k}(m, n) \Theta_{\mathbf{U}}^{k}(m, n) \Theta_{\mathbf{D}}^{(k) H}(m, n)\right]^{-1} \mathbf{Y}(m, n) \tag{29.95}
\end{align*}
$$

### 29.4.5 The M-Step

TheM-step requirestheminimization of $J(m, n)$ with respect to $\Theta_{\mathbf{U}}(m, n), \Theta \mathbf{v}(m, n)$ and $\Theta_{\mathbf{D}}(m, n)$. The resulting solutions become $\Theta_{\mathbf{U}}^{(k+1)}(m, n), \Theta_{\mathrm{V}}^{(k+1)}(m, n)$ and $\Theta_{\mathbf{D}}^{(k+1)}(m, n)$, respectively.

The minimization of $J(m, n)$ with respect to $\Theta_{\mathbf{U}}$ is straightforward, since $\Theta_{\mathbf{U}}$ is decoupled from $\Theta \mathbf{v}(\mathbf{m}, \mathbf{n})$ and $\Theta_{\mathbf{D}}$. An equation similar to Eq. (29.74) results. The minimization of $J(m, n)$ with
respect to $\Theta_{\mathbf{D}}$ is not as straightforward; $\Theta_{\mathbf{D}}$ is coupled with $\Theta_{\mathbf{v}}$. Therefore, in order to minimize $J(m, n)$ with respect to $\Theta_{\mathbf{D}}, \Theta_{\mathbf{v}}$ must besolved first in terms of $\Theta_{\mathbf{D}}$, substituted back into Eq. (29.90), and then minimized with respect to $\Theta_{\mathbf{D}}$.

It is shown in $[48,58]$ that two conditions must be met in order to obtain explicit equations for the blur. First, the noise spectrum matrix, $\Theta \mathbf{v}(m, n)$, must be a diagonal matrix, which is frequently encountered in practice. Second, all of the blurs must be symmetric, so that there is no phase when working in the discretefrequency domain. Thefirst condition arises from thefact that $\Theta \mathbf{v}(m, n)$ and $\Theta_{\mathbf{D}}(m, n)$ are coupled. The second condition arises from the Cauchy-Riemann theorem, and must be satisfied in order to guarantee the existence of a derivative at every point.

With these conditions, the iterations for $\Delta(m, n)$ and $\sigma_{\mathbf{v}}(m, n)$ are derived in [48, 58], which are similar respectively to Eqs. (29.75) and (29.76). Special cases are also analyzed in [48, 58], when the number of unknowns is reduced. For example, if $\Theta_{\mathbf{D}}$ is known, the multichannel Wiener filter results.

### 29.5 Experimental Results

The effectiveness of both the single channel and multi-channel restoration and identification algorithmsisdemonstrated experimentally. The red, green, and blue(RGB) channels of theoriginal Lena image used for this experiment are shown in Fig. 29.1. A $5 \times 5$ truncated Gaussian blur is used for each channel and Gaussian whitenoise is added resulting in a blurred signal-to-noise ratio (SNR) of 20 dB . The degraded channels are shown in Fig. 29.2. Three different experiments were performed with the available degraded data. Thesingle channel algorithm of Eqs. (29.74), (29.75), and (29.76) was first run for each of theRGB channels independently. The restored images are shown in Fig. 29.3. The corresponding multichannel algorithm was then run, resulting in the restored channels shown in Fig. 29.4. Finally the multichannel Wiener filter was also run, in demonstrating the upper bound of the al gorithm'sperformance, sincetheblurs are now exactly known. Theresulting restored images are shown in Fig. 29.5. The improvement in SNR for the three experiments and for each channel is shown in Table29.1. According to thistable, theperformance of thealgorithm increases from thefirst

TABLE 29.1 Improvement in SNR (dB)

| $\eta$ | Decoupled EM | Multichannel EM | Wiener |
| :--- | :---: | :---: | :---: |
| Red | 1.5573 | 2.1020 | 2.3420 |
| Green | 1.3814 | 2.0086 | 2.3181 |
| Blue | 1.1520 | 1.5148 | 1.8337 |

to the last experiment. This is to be expected, since in considering the multichannel algorithm over the single channel algorithm the correlation between channels is taken into account, which brings additional information into the problem.

A photographically blurred image is shown next in Fig. 29.6. The restorations of it by the CD_uy and CD uv algorithms are shown, respectively, in Figs. 29.7 and 29.8.

### 29.5.1 Comments on the Choice of Initial Conditions

The likelihood function which is optimized is highly nonlinear and a number of local minima exist. Although the incorporation of the various constraints, discussed earlier, restricts the set of possible solutions, a number of local minima still exist. Therefore, the final result depends on the initial conditions. Based on our experience in implementing the EM iterations of the previous sections for the single-channel and the multi-channel image restoration cases, the following comments and


FIGURE 29.1: Original RGB Lena.


FIGURE 29.2: Degraded RGB Lena, intra-channel blurs only, 20 dB SNR.


FIGURE 29.3: Restored RGB by the decoupled single channel EM algorithm.
observations are in order.
It was observed experimentally that the final results arequite insensitive to variations in the values of the noise variance(s) and the original image power spectra. An estimate of the noise variances from flat regions of the noisy and blurred images were used as initial condition. It was observed that using initial estimates of the noise variances larger than the actual ones produced good final results.

The final results are quite sensitive, however, to variations in the values of the PSF. Knowledge of the support of thePSF isquite important. In [38] after convergenceof theEM algorithm theestimate of the PSF was truncated, normalized, and used as an initial condition in restarting another iteration cycle.

### 29.6 Summary and Conclusion

In thischapter, wehavedescribed and illustrated how theEM algorithm can beused in imagerecovery problems. The basic approach can be summarized by the following steps.


FIGURE 29.4: Restored RGB Lena by the multi-channel EM algorithm.


FIGURE 29.5: Restored RGB Lena by the iterative multi-channel Wiener algorithm.


FIGURE 29.6: Photographically blurred image.


FIGURE 29.7: Restored image by the CD uy algorithm.


FIGURE 29.8: Restored image by the CD _uv algorithm.

1. Select a statistical model for the observed data and formulate the image recovery problem as an M LE problem.
2. If the likelihood function is difficult to optimize directly, the EM algorithm can be used by properly selecting the complete data.
3. Constraints on the parameters or image to be estimated, proper initial conditions, and multiple complete data spaces can be considered to improvethe uniqueness and convergence of the estimates.
4. Derive the equations for the E-step and M -step.

We end this chapter with several remarks. We want to emphasize again that the EM algorithm only guarantees convergence to a local optimum. Therefore, the initial conditions are quite critical, as is also discussed in the previous section. Depending on the number of the unknown parameters, one could consider evaluating in a systematic fashion the likelihood function directly at a number of points and use as initial condition the point which results in the largest value of the likelihood function. Improved results can be obtained potentially if the number of the unknown parameters is reduced by parameterizing the unknown functions. For example, separable and nonseparable exponential covariance models are used in [46, 47, 48], and an autoregressive model in [38, 57] to model theoriginal image, and parameterized blur models are discussed in [38]. We want to mention also that theEM algorithm can beimplemented in different domains. For example, it is implemented in both spatial and frequency domains, respectively, in sections 29.3 and 29.4. Other domains are also possible by applying proper transforms, e.g., the wavelet transform [59].

## References

[1] Jain, A.K., Fundamentals of Digital Image Processing, Prentice Hall, Englewood Cliffs, NJ, 1989.
[2] Yang, Y., Galatsanos, N.P., and Katsaggelos, A.K., Regularized image reconstruction to remove blocking artifacts from block discrete cosine transform compressed images, IEEE Trans. Circuits Syst. Video Technol., 3(6): 421-432, December, 1993.
[3] Yang, Y., Galatsanos, N.P., and Katsaggelos, A.K., Projection-based spatially-adaptive reconstruction of block transform compressed images, IEEE Trans. Image Process., 4(7): 896-908, July, 1995.
[4] Parker, A.J., Image Reconstruction in Radiology, CRC Press, Boca Raton, FL, 1990.
[5] Russ, J.C., The Image Processing H andbook, CRC Press, Boca Raton, FL, 1992.
[6] Snyder, D.L. and M iller, M .I., Random Processes in Time and Space, 2nd ed., Springer-Verlag, 1991.
[7] Shepp, L. and Vardi, Y., M aximum-likelihood reconstruction for emission tomography, IEEE Trans. M ed. Imag., 1: 113-122, Oct., 1982.
[8] Katsaggelos, A.K., Ed., Digital Image Restoration, Springer-Verlag, 1991.
[9] Lagendijk, R.L. and Biemond, J., Iterative Identification and Restoration of Images, Kluwer Academic Publishers, 1991.
[10] Cox, D.R and Hinkley, D.V., Theoretical Statistics, Chapman and H all, 1974.
[11] Dempster, A.P., Laird, N.M., and Rubin, D.B., M aximum likelihood from incomplete data via the EM algorithm, J. Roy. Soc. Statist., Series B, 39: 1-38, 1977.
[12] Hebert, T. and Leahy, R., A generalized EM algorithm for 3-D Bayesian reconstruction from Poisson data using Gibbs priors, IEEE Trans. M ed. Imaging, 8: 194-202, June, 1989.
[13] Green, P.J., On useof theEM algorithm for penalized likelihood estimation, J. Roy. Soc. Statist., Series B, 52: 443-452, 1990.
[14] Zhang, J., The mean field theory in EM procedures for Markov random fields, IEEE Trans. ASSP, 40: 2570-2583, October, 1992.
[15] Zhang, J., The mean field theory in EM procedures for blind Markov random field image restoration, IEEE Trans. Image Process., 2: 27-40, Jan., 1993.
[16] Feder, M. and Weinstein, E., Parameter estimation of superimposed signals using the EM algorithm, IEEE Trans. ASSP, 36: 477-489, April, 1988.
[17] Fessler, J.A. and H ero, A.O., Spacealternatinggeneralized expectation-maximization al gorithm, IEEE Trans. SP, 42: 2664-2678, Oct., 1994.
[18] Fessler, J.A. and H ero, A.O., Completedata space and generalized EM algorithm, Proc.ICASSP, Vol. IV, pp. 1-4, M ineappolis, M innesota, April 27-30, 1993.
[19] Hero, A. $O$ and Fessler, J.A., Convergence in norm for alternating expectation-maximization (EM) type algorithms, Statistica Sinica, 5: 41-54, Jan., 1995.
[20] Wu, J., On the convergence properties of the EM algorithm, The Annals of Statistics, 11: 95-103, 1983.
[21] Redner, R.A. and Walker, H.F., M ixture densities, maximum likelihood and the EM algorithm, SIAM Review, 26(2): 195-239, 1984.
[22] Besag, J., Spatial interaction and the statistical analysis of lattice systems, J. Roy. Statist. Soc., Series B, 36: 192-226, 1974.
[23] Geman, S. and Geman, D., Stochastic relaxation, Gibbs distribution, and the Bayesian restoration of images, IEEE Trans. PAM I, 6: 721-741, Nov., 1984.
[24] Chellappa, R. andJain, A., Eds., M arkov Random Fields- Theory and Applications, Academic Press, 1993.
[25] Chandler, D., Introduction to M odern Statistical M echanics, Oxford University Press, 1987.
[26] Bouman, C. and Sauer, K., M aximum likelihood scaleestimation for a class of M arkov random fields, Proc. ICASSP, pp. V537-540, Adelaide, Australia, April, 19-22, 1994.
[27] M etropolis, N ., et al., Equation of statecalculation by fast computing machines, J. Chem. Phys., 21: 1087-1092, 1953.
[28] Konrad, J. and Dubois, E., Comparison of stochastic and deterministic solution methods in Bayesian estimation of 2D motion, Image and Visual Computing, 8(4): 304-317, Nov., 1990.
[29] Cover, T. and Thomas, J., Elements of Information Theory, John Wiley \& Sons, 1992.
[30] Zhang, J., The application of the Gibbs-Bogoliubov-Feynmann inequality in the mean field theory for M arkov random fields, Preprint, 1995.
[31] Wu, C.-H. and Doerschuk, P.C., Cluster expansions for the deterministic computation of Bayesian estimators based on M arkov random fields, IEEE Trans. PAM I, 17: 275-293, M arch, 1995.
[32] Anderson, B.D.O. and Moore, J. B., Optimal Filtering, Prentice-H all, Englewood Cliffs, NJ, 1979.
[33] Banham, M.R. and Katsaggelos, A.K., Digital restoration of images, IEEE Signal Process. M ag., 14(2): 24-41, M ar., 1997.
[34] Tekalp, A.M., Kaufman, H., and Woods, J.W., IEEE Trans. ASSP-34: 963-972, 1986.
[35] Andrews, H.C. and Hunt, B.R., Digital Image Restoration, Prentice-Hall, Englewood Cliffs, NJ, 1977.
[36] Dudgeon, D.E. and Mersereau, R.M., Multidimensional Digital Signal Processing, PrenticeH all, Englewood Cliffs, NJ, 1984.
[37] Gray, R.M.,IEEE Trans. IT-18: 725-730, 1985.
[38] Katsaggelos, A.K. and Lay, K.T., Identification and restoration of images using the expectation maximization algorithm, in Digital ImageRestoration, Katsaggelos, A.K., Ed., Springer-Verlag, 1991.
[39] Lay, K.T. and Katsaggelos, A.K., Image identification and restoration based on the expectationmaximization algorithm, Opt. Eng., 29: 436-445, M ay, 1990.
[40] Kailath, T., Linear Systems, Prentice-H all, Englewood Cliffs, NJ, 1980.
[41] Lee, J.B., Woodyatt, A.S., and Berman, M., Enhancement of high spectral resolution remotesensing data by a noise adjusted principle component transform, IEEE Trans. Geosci. Remote Sens., 28(3): 295-304, 1990.
[42] Chin, R.T., Yeh, C.L., and Olson, W.S., Restoration of multichannel microwave radiometric images, IEEE Trans. Patt. Anal. M ach. Intell., PAMI-7(4): 475-484, July, 1985.
[43] Choi, M.G., Galatsanos, N.P., and Katsaggelos, A.K.,M ultichannel regularized iterativerestoration of image sequences, J. Visual Commun. Image Represent., 7(3): 244-258, Sept., 1996.
[44] Banham, M.R., Galatsanos, N.P., Gonzalez, H., and Katsaggelos, A.K., Multichannel restoration of single channel images using a wavelet-based subband decomposition, IEEE Trans. Image Process., 3(6): 821-833, Nov., 1994.
[45] Tsai, R.Y. and Huang, T.S., M ultiframeimagerestoration and registration, in Advances in Computer Vision and Registration, vol. 1, Image Reconstruction from Incomplete O bservations, Huang, T.S., Ed., pp. 317-339, JAI Press, 1984.
[46] Tom, B.C. and Katsaggelos, A.K., Reconstruction of a high resolution image from multiple degraded mis-registered low resolution images, Proc. SPIE, Visual Communicationsand Image Processing, Chicago, Vol. 2308, pt. 2, pp. 971-981, Sept., 1994.
[47] Tom, B.C., Katsaggelos, A.K., and Galatsanos, N.P., Reconstruction of a high resolution from registration and restoration of low resolution images, IEEE Proc. Int. Conf. Image Process., Austin, Vol. 3, pp. 553-557, Nov., 1994.
[48] Tom, B.C., Reconstruction of aHigh Resolution Imagefrom MultipleDegraded M is-Registered Low Resolution Images, Ph.D. thesis, N orthwestern University, Dept. of EECS, June, 1995.
[49] Hunt, B.R. and Kübler, O., Karhunen-Loeve multispectral image restoration, part I : theory, IEEE Trans. Acoust., Speech, Signal Process., ASSP-32(3): 592-600, June, 1984.
[50] Galatsanos, N.P. and Chin, R.T., Digital restoration of multichannel images, IEEE Trans. Acoust., Speech, Signal Process., ASSP-37(3): 415-421, M arch, 1989.
[51] Galatsanos, N.P. and Chin, R.T., Restoration of color images by multichannel Kalman filtering, IEEE Trans. Signal Process., 39(10): 2237-2252, Oct., 1991.
[52] Galatsanos, N.P., Katsaggelos, A.K., Chin, R.T., and Hillery, A.D., Least squares restoration of multichannel images, IEEE Trans. Signal Process., 39: 2222-2236, Oct., 1991.
[53] Tekalp, A.M. and Pavlovic, G., M ultichannel image modeling and Kalman filtering for multispectral image restoration, IEEE Trans. Signal Process., 19(3): 221-232, M arch, 1990.
[54] Kang, M.G. and Katsaggelos, A.K., Simultaneous multichannel image restoration and estimation of the regularization parameters, IEEE Trans. Image Process., 6(5) 774-778, M ay, 1997.
[55] Zhu, W., Galatsanos, N.P., and Katsaggelos, A.K., Regularized multichannel restoration using cross-validation, Graph. M odels Image Process., 57(1): 38-54, Jan., 1995.
[56] Katsaggelos, A.K., Lay, K.T., and Galatsanos, N.P., A general framework for frequency domain multichannel signal processing, IEEE Trans. Image Process., 2(3): 417-420, July, 1993.
[57] Lay, K.T., Blur Identification and Image Restoration Using the EM Algorithm, Ph.D. thesis, N orthwestern University, Dept. of EECS, Dec., 1991.
[58] Tom, B.C.S., Lay, K.T., and Katsaggelos, A.K., M ulti-channel image identification and restoration using the expectation-maximization algorithm, Optical Engineering, Special Issue on Visual Communications and Image Processing, 35(1): 241-254, Jan., 1996.
[59] Banham, M.R., Wavelet Based Image Restoration Techniques, Ph.D. thesis, Northwestern University, Dept. of EECS, June, 1994.

# Inverse Problems in Array Processing 

Kevin R. Farrell
T-N etix/SpeakEZ
30.1 Introduction
30.2 Background Theory

Wave Propagation • Spatial Sampling • Spatial Frequency
30.3 Narrowband Arrays

Look-Direction Constraint • Pilot Signal Constraint
30.4 Broadband Arrays
30.5 Inverse Formulations for Array Processing Narrowband Arrays•Broadband Arrays•Row-Action Projection Method
30.6 Simulation Results

Narrowband Results • Broadband Results
30.7 Summary

References

### 30.1 Introduction

Signal reception has numerous applications in communications, radar, sonar, and geoscience among others. However, the adverse effects of noise in these applications limit their utility. Hence, thequest for new and improved noise removal techniques is an ongoing research topic of great importance in a vast number of applications of signal reception.

When certain characteristics of noise are known, their effects can be compensated. For example, if the noise is known to have certain spectral characteristics, then a finite impulse response (FIR) or infinite impulse response (IIR) filter can be designed to suppress the noise frequencies. Similarly, if the statistics of the noise are known, then a Weiner filter can be used to alleviate its effects. Finally, if the noise is spatially separated from the desired signal, then multisensor arrays can be used for noise suppression. This last case is discussed in this article.

A multisensor array consists of a set of transducers, i.e., antennas, microphones, hydrophones, seismometers, geophones, etc. that are arranged in a pattern which can take advantage of the spatial location of signals. A two-element television antenna provides a good example. To improve signal reception and/or mitigate the effects of a noise source, the antenna pattern is manually adjusted to steer a low gain component of the antenna pattern towards the noise source. Multisensor arrays typically achieve this adjustment through the use of an array processing algorithm. M ost applications of multisensor arrays involve a fixed pattern of transducers, such as a linear array. Antenna pattern adjustments are made by applying weights to the outputs of each transducer. If the noise arrives from a specific non-changing spatial location, then the weights will be fixed. Otherwise,
if the noise arrives from random, changing locations then the weights must be adaptive. So, in a military communications application where a communications channel is subject to jamming from random spatial locations, an adaptive array processing algorithm would bethe appropriate solution. Commercial applications of microphone arrays include teleconferencing [6] and hearing aids [9].

There are several methods for obtaining the weight update equations in array processing. M ost of these are derived from statistically based formulations. The resulting optimal weight vector is then generally expressed in terms of the input autocorrelation matrix. An alternative formulation is to express the array processing problem as a linear system of equations to which iterative matrix inversion techniques can be applied. The matrix inverse formulation will bethe focus of this article.

Thefollowing section provides a background overview of wave propagation, spatial sampling, and spatial filtering. Next, narrowband and broadband beamforming arrays are described along with the standard algorithms used for these implementations. The narrowband and broadband algorithms are then reformulated in terms of an inverse problem and an iterative technique for solving this system of equations is provided. Finally, several examples are given along with a summary.

### 30.2 Background Theory

Array processing uses information regarding the spatial locations of signals to aid in interference suppression and signal enhancement. The spatial locations of signals may be determined by the wavefronts that areemanated by the signal sources. Somebackground theory regarding wave propagation and spatial frequency is necessary to fully understand the interference suppression techniques used within array processing. The following subsections provide this background material.

### 30.2.1 Wave Propagation

An adaptive array consists of a number of sensors typically configured in a linear pattern that utilizes the spatial characteristics of signals to improve the reception of a desired signal and/or cancellation of undesired signals. The analysis used in this chapter assumes that a linear array is being used, which corresponds to the sensors being configured along a line. Signals may be spatially characterized by their angle of arrival with respect to the array. The angle of arrival of a signal is defined as the angle between the propagation path of the signal and the perpendicular of the array. Consider the wavefront emanating from a point source as is illustrated in Fig. 30.1. Here, the angle of arrival is shown as $\theta$.

Note in Fig. 30.1 that wavefronts emanating from a point source may be characterized by plane waves (i.e., the locus of constant phase form straight lines) when originating from the far field or Fraunhofer, region. Thefar field approximation isvalid for signalsthat satisfy thefollowing condition:

$$
\begin{equation*}
s \geq \frac{D^{2}}{\lambda} \tag{30.1}
\end{equation*}
$$

where $s$ is the distance between thesignal and thearray, $\lambda$ is the wavelength of the signal, and $D$ isthe length of thearray. Wavefrontsthat originatecloser than $D^{2} / \lambda$ areconsidered to befrom thenear field or Fresnel, region. Wavefronts originating from the near field exhibit a convex shape when striking the array sensors. These wavefronts do not create linear phase shifts between consequetive sensors. However, the curvature of the wavefront allows algorithms to determine point source location in addition to direction of arrival [1]. The remainder of this article assumes that all wavefronts arrive from the far field region.


FIGURE 30.1: Propagating wavefront.

### 30.2.2 Spatial Sampling

In Fig. 30.1 it can be seen that the signal waveform experiences a time delay between crossing each sensor, assuming that it does not arrive perpendicular to the array. Thetimedelay, $\tau$, of thewaveform striking the first and then second sensors in Fig. 30.1 may be calculated as

$$
\begin{equation*}
\tau=\frac{d}{c} \sin \theta \tag{30.2}
\end{equation*}
$$

where $d$ is the sensor spacing, $c$ is the speed of propagation of the given waveform for a particular medium (i.e., $3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ for electromagnetic waves through air, $1.5 \times 10^{3} \mathrm{~m} / \mathrm{s}$ for sound waves through water, etc.), and $\theta$ is the angle of arrival of the wavefront. This time delay corresponds to a shift in phase of thesignal as observed by each sensor. The phase shift, $\phi$, or electrical angleobserved at each sensor due to the angle of arrival of the wavefront may be found as

$$
\begin{equation*}
\phi=\frac{2 \pi d}{\lambda_{o}} \sin \theta=\frac{\omega_{o} d}{c} \sin \theta . \tag{30.3}
\end{equation*}
$$

Here, $\lambda_{o}$ is the wavelength of the signal at frequency $f_{o}$ as defined by

$$
\begin{equation*}
\lambda_{o}=\frac{c}{f_{o}} \tag{30.4}
\end{equation*}
$$

Hence, a signal $x(k)$ that crosses the sensor array and exhibits a phase shift $\phi$ between uniformly spaced, consequetive sensors can be characterized by the vector $\mathbf{x}(k)$, where:

$$
\mathbf{x}(k)=x(k)\left[\begin{array}{c}
1  \tag{30.5}\\
e^{-j \phi} \\
e^{-2 j \phi} \\
\vdots \\
e^{-j(K-1) \phi}
\end{array}\right]
$$

Uniform sensor spacing is assumed throughout the remainder of this article.

### 30.2.3 Spatial Frequency

The angle of arrival of a wavefront defines a quantity known as the spatial frequency. Adaptive arrays use information regarding the spatial frequency to suppress undesired signals that originate from different locations than that of thetarget signal. The spatial frequency is determined from the periodicity that is observed across an array of sensors due to the phase shift of a signal arriving at some angle of arrival.

Signals that arrive perpendicular to the array (known as boresight) create identical waveforms at each sensor. The spatial frequency of such signals is zero. Signals that do not arrive perpendicular to the array will not create waveforms that are identical at each sensor assuming that there is no spatial aliasing due to insufficiently spaced sensors. In general, as the angle increases, so does the spatial frequency. It can also bededuced that retaining signals having an angleof arrival equal to zero degrees whilesuppressingsignalsfrom other directionsis equival ent to low passfilteringthe spatial frequency. This provides the motivation for conventional or fixed-weight beamforming techniques. Here, the sensor values can be computed via a windowing technique, such as a rectangular, Hamming, etc. to yield a fixed suppression of non-boresight signals. However, adaptive techniques can locate the specific spatial frequency of an interfering signal and position a null in that exact location to achieve greater suppression.

There are two types of beamforming, namely conventional, or "fixed weight", beamforming and adaptive beamforming. A conventional beamformer can bedesigned using windowing and FIR filter theory. They utilize fixed weights and are appropriate in applications where the spatial locations of noise sources are known and are not changing. Adaptive beamformers make no such assumptions regarding the locations of thesignal sources. The weights are adapted to accommodatethechanging signal environment.

Arrays that have a visible region of $-90^{\circ}$ to $+90^{\circ}$ (i.e., the azimuth range for signal reception) require that the sensor spacing satisfy the relation

$$
\begin{equation*}
d \leq \frac{\lambda}{2} . \tag{30.6}
\end{equation*}
$$

Theaboverelation for sensor spacing is analogousto theN yquist sampling rate for frequency domain analysis. For example, consider asignal that exhibits exactly oneperiod between consequetivesensors. In this case, the output of each sensor would be equivalent, giving the falseimpression that thesignal arrives normal to the array. In terms of the antenna pattern, insufficient sensor spacing results in grating lobes. Grating lobes are lobes other than the main lobe that appear in the visible region and can amplify undesired directional signals.

The spatial frequency characteristics of signals enable numerous enhancement opportunities via array processing algorithms. Array processing algorithms are typically realized through the implementation of narrowband or broadband arrays. These two arrays are discussed in the following sections.

### 30.3 Narrowband Arrays

Narrowband adaptive arrays are used in applications where signals can be characterized by a single frequency and thus occupy a relatively narrow bandwidth. A signal whose envelope does not change during the time their wavefront is incident on the transducers is considered to be narrowband. A narrowband adaptive array consists of an array of sensors followed by a set of adjustable gains, or weights. Theoutputs of theweighted sensorsaresummed to producethearray output. A narrowband array is shown in Fig. 30.2.

The input vector $\mathbf{x}(k)$ consists of the sum of the desired signal $\mathbf{s}(k)$ and noise $\mathbf{n}(k)$ vectors and is


FIGURE 30.2: Narrowband array.
defined as

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{s}(k)+\mathbf{n}(k) \tag{30.7}
\end{equation*}
$$

where $k$ denotes the time instant of the input vector. The noise vector $\mathbf{n}(k)$ will generally consist of thermal noise and directional interference. At each time instant, the input vector is multiplied with the weight vector to obtain the array output, which is given as

$$
\begin{equation*}
y(k)=\mathbf{x}^{T}(k) \mathbf{w}, \mathbf{x}, \mathbf{w} \in C^{K}, \tag{30.8}
\end{equation*}
$$

where $C^{K}$ is the complex space of dimension $K$. The array output is then passed to the signal processor which uses the previous value of the output and current values of the inputs to determine the adjustment to make to the weights. The weights are then adjusted and multiplied with the new input vector to obtain the next output. The output feedback loop allows the weights to be adjusted adaptively, thus accommodating nonstationary environments.

In Eq. (30.8), it is desired to find a weight vector that will allow the output $y$ to approximately equal the truetarget signal. For the derivation of the weight update equations, it is necessary to know what a priori information is being assumed. One form of a priori information could be the spatial location of thetarget signal, also known as the "look-direction". For example, many array processing algorithms assume that the target signal arrives normal to the array, or else a steering vector is used to make it appear as such. Another form of a priori information is to use a signal at the receiving end that is correlated with the input signal, i.e., a pilot signal. Each of these criteria will be considered in the following subsections.

### 30.3.1 Look-Direction Constraint

One of the first narrowband array algorithms was proposed by Applebaum [2]. This algorithm is known as the sidelobe canceler and assumes that the direction of the target signal is known. The algorithm does not attempt to maximize the signal gain, but instead adjusts the sidelobes so that interfering signals coincide with the nulls of the antenna pattern. This concept is illustrated in Fig. 30.3.

Applebaum derived the weight update equation via maximization of thesignal to interferenceplus thermal noise ratio (SINR). As derived in [2], this optimization results in the optimal weight vector as given by Eq. (30.9):

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}=\mu R_{x x}^{-1} \mathbf{t} \tag{30.9}
\end{equation*}
$$
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FIGURE 30.3: Sidelobe canceling.

In Eq. (30.9), $R_{x x}$ is the covariance matrix of the input, $\mu$ is a constant related to the signal gain, and $\mathbf{t}$ is a steering vector that corresponds to the angle of arrival of the desired signal. This steering vector is equivalent to the phase shift vector of Eq. (30.5). Note that if the angle of arrival of the desired signal is zero, then the $\mathbf{t}$ vector will simply contain ones.

A discretized implementation of the Applebaum algorithm appears as follows:

$$
\begin{equation*}
\mathbf{w}^{(j+1)}=\mathbf{w}^{(j)}+\alpha\left(\mathbf{w}_{q}-\mathbf{w}^{(j)}\right)-\beta \mathbf{x}(k) y(k) \tag{30.10}
\end{equation*}
$$

In Eq. (30.10), $\mathbf{w}_{q}$ represents the quiescent weight vector (i.e., when no interference is present), the superscript $j$ refers to the iteration, $\alpha$ is a gain parameter for the steering vector, and $\beta$ is a gain parameter controlling the adaptation rate and variance about the steady state solution.

### 30.3.2 Pilot Signal Constraint

Another form of a priori information is to use a pilot signal that is correlated with the target signal. Thisresults in a beamforming algorithm that will concentrateon maintaining a beam directed towards the target signal, as opposed to, or in addition to, positioning the nulls as in the case of the sidel obe canceler. Onesuch adaptivebeamformingalgorithm was proposed by Widrow [20, 21]. Theresulting weight update equation is based on minimizing the quantity $(y(k)-p(k))^{2}$ where $p(k)$ is the pilot signal. The resulting weight update equation is

$$
\begin{equation*}
\mathbf{w}^{(j+1)}=\mathbf{w}^{(j)}+\mu \epsilon(k) \mathbf{x}(k) . \tag{30.11}
\end{equation*}
$$

This corresponds to the least means square (LMS) algorithm, where $\epsilon$ is the current error, namely $(y(k)-p(k))$, and $\mu$ is a scaling factor.

### 30.4 Broadband Arrays

Narrowband arrays rely on the assumption that wavefronts normal to the array will create identical waveforms at each sensor and wavefronts arriving at angles not normal to the array will create a linear phase shift at each sensor. Signals that occupy a large bandwidth and do not arrive normal to the array violate this assumption since the phase shift is a function of $f_{o}$ and varying frequency will cause a varying phase shift. Broadband signals that arrive normal to the array will not be subject to frequency dependent phase shifts at each sensor as will broadband signals that do not arrive normal to the array. This is attributed to the coherent summation of the target signal at each sensor where the phase shift will be a uniform random variable with zero mean. A modified array structure,
however, is necessary to compensate the interference waveform inconsistencies that are caused by variations about the center frequency. This can be achieved by having the weight for a sensor being a function of frequency, i.e., a FIR filter, instead of just being a scalar constant as in the narrowband case. Broadband adaptive arrays consist of an array of sensors followed by tapped delay lines, which is the major implementation difference between a broadband and narrowband array. A broadband array is shown in Fig. 30.4.


FIGURE 30.4: Broadband array.

Consider thetransfer functionsfor a given sensor of thenarrowband and broadband arrays, shown by

$$
\begin{equation*}
H_{\text {narrow }}(w)=w_{1} \tag{30.12}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\text {broad }}(w)=w_{1}+w_{2} e^{-j w T}+w_{3} e^{-2 j w T}+\ldots+w_{J} e^{-j(J-1) w T} \tag{30.13}
\end{equation*}
$$

The narrowband transfer function has only a single weight that is constant with frequency. However, the broadband transfer function, which is actually a Fourier series expansion, is frequency dependent and allows for choosing a weight vector that may compensate phase variations due to signal bandwidth. This property of tapped delay lines provides the necessary flexibility for processing broadband signals. Note that typically four or five taps will be sufficient to compensate most bandwidth variances [14].

The broadband array shown in Fig. 30.4 obtains values at each sensor and then propagates these values through the array at each time interval. Therefore, if the values $x_{1}$ through $x_{K}$ are input at time instant one, then at timeinstant two, $x_{K+1}$ through $x_{2 K}$ will have the values previously held by $x_{1}$ through $x_{K}, x_{2 K+1}$ through $x_{3 K}$ will have the values previously held by $x_{K+1}$ through $x_{2 K}$, etc. Also, at each time instant, a scalar value $y$ will be calculated as the inner product of the input vector $\mathbf{x}$ and the weight vector $\mathbf{w}$. This array output is cal culated as

$$
\begin{equation*}
y(k)=\mathbf{x}^{T}(k) \mathbf{w}, \mathbf{x}, \mathbf{w} \in C^{J K}, \tag{30.14}
\end{equation*}
$$

where $C^{J K}$ is the complex space of dimension $J K$.
Although not shown in Fig. 30.4, a signal processor exists as in the narrowband array, which uses the previous output and current inputs to determine the adjustments to make to the weight vector
w. The output signal $y$ will approach the value of the desired signal as the interfering signals are canceled until it converges to the desired signal in the least squares sense.

Broadband arrayshavebeen analyzed by Widrow [20], Griffiths[10, 12], and Frost[7]. Widrow [20] proposed a LM S algorithm that minimizes the square of the difference between the observed output and the expected output, which was estimated with a pilot signal. This approach assumes that the angle of arrival and a pilot signal are availablea priori. Griffiths[10] proposed a LM S algorithm that assumes knowledge of the cross-correlation matrix between the input and output data instead of the pilot signal. Thismethod assumesthat theangle of arrival and second order signal statisticsareknown a priori. The methods proposed by Widrow and Griffiths are forms of unconstrained optimization. Frost [7] proposed a LM S algorithm that assumes a priori knowledge of the angle of arrival and the frequency band of interest. TheFrost algorithm utilizes a constrained optimization technique, which Griffithslater derived an unconstrained formulation that utilizes the same constraints[12]. TheFrost algorithm will be the focus of this section.

The Frost algorithm implements the look-direction and frequency response constraints as follows. For the broadband array shown in Fig. 30.4, a target signal waveform propagating normal to the array, or steered to appear as such, will create identical waveforms at each sensor. Since the taps in each column, i.e., $w_{1}$ through $w_{K}$, see the same signal, this array may be collapsed to a single sensor FIR filter. Hence, to constrain the frequency range of the target signal, one just has to constrain the sum of the taps for each column to be equal to the corresponding tap in a FIR filter having $J$ taps and the desired frequency response for thetarget signal.

These look-direction and frequency response constraints can be implemented by the following optimization problem:

$$
\begin{gather*}
\text { minimize : } \mathbf{w}^{T} \mathbf{R}_{x x} \mathbf{w}  \tag{30.15}\\
\text { subject to }: \mathbf{C}^{T} \mathbf{w}=\mathbf{h} \tag{30.16}
\end{gather*}
$$

where $\mathbf{R}_{x x}$ is the covariance matrix of the received signals, $\mathbf{h}$ is the vector of FIR filter coefficients defining the desired frequency response, and $\mathbf{C}^{T}$ is the constraint matrix given by

$$
\mathbf{C}^{T}=\left[\begin{array}{cccccccccc}
11 & \ldots & 1 & 00 & \ldots & 0 & \ldots & 00 & \ldots & 0 \\
00 & \ldots & 0 & 11 & \ldots & 1 & \ldots & 00 & \ldots & 0 \\
\vdots & & & & & & & & & \\
00 & \ldots & 0 & 00 & \ldots & 0 & \ldots & 11 & \ldots & 1
\end{array}\right]
$$

The number of rows in $\mathbf{C}^{T}$ is equal to the number of taps of the array and the number of ones in each row is equal to the number of sensors. Theoptimal weight vector $\mathbf{w}_{\text {opt }}$ will minimizetheoutput power of the noise sources subject to the constraint that the sum of each column vector of weights is equal to a coefficient of a FIR filter defining the desired impulse response of the array.

The Frost algorithm [7] is a constrained LM S method derived by solving Eqs. (30.15) and (30.16) via Lagrange M ultipliers to obtain an expression for the optimum weight vector, Frost [7] derived the constrained LMS algorithm for broadband array processing using Lagrange multipliers. The function to be minimized may be defined as

$$
\begin{equation*}
H(\mathbf{w})=\frac{1}{2} \mathbf{w}^{T} \mathbf{R}_{x x} \mathbf{w}+\lambda^{T}\left(\mathbf{C}^{T} \mathbf{w}-\mathbf{h}\right) \tag{30.17}
\end{equation*}
$$

where $\lambda$ is a Lagrange multiplier and $F$ is a vector representative of the desired frequency response. M inimizing thefunction $H(\mathbf{w})$ with respect to $\mathbf{w}$ will obtain the following optimal weight vector:

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}=\mathbf{R}_{x x}^{-1} \mathbf{C}\left(\mathbf{C}^{T} \mathbf{R}_{x x}^{-1} \mathbf{C}\right)^{-1} \mathbf{h} . \tag{30.18}
\end{equation*}
$$

An iterative implementation of this algorithm was implemented via the following equations:

$$
\begin{equation*}
\mathbf{w}^{(j+1)}=\mathbf{P}\left[\mathbf{w}^{(j)}-\mu \mathbf{R}_{x x} \mathbf{w}^{(j)}\right]+\mathbf{C}\left(\mathbf{C}^{T} \mathbf{C}\right)^{-1} \mathbf{h} \tag{30.19}
\end{equation*}
$$

where $\mu$ is a step size parameter and

$$
\begin{aligned}
\mathbf{P} & =\mathbf{I}-\mathbf{C}\left(\mathbf{C}^{T} \mathbf{C}\right)^{-1} \mathbf{C}^{T} \\
\mathbf{w}(0) & =\mathbf{C}\left(\mathbf{C}^{T} \mathbf{C}\right)^{-1} \mathbf{h}
\end{aligned}
$$

where $\mathbf{I}$ is the identity matrix and

$$
\mathbf{h}=\left[\begin{array}{llll}
h_{1} & h_{2} & \ldots & h_{J}
\end{array}\right] .
$$

### 30.5 Inverse Formulations for Array Processing

The array processing algorithms discussed thus far have all been derived through statistical analysis and/or adaptive filtering techniques. An alternative approach is to view the constraints as equations that can be expressed in a matrix-vector format. This allows for a simple formulation of array processing algorithms to which additional constraints can be easily incorporated. Additionally, this formulation allows for efficient iterative matrix inversion techniques that can be used to adapt the weights in real time.

### 30.5.1 Narrowband Arrays

Two algorithms were discussed for narrowband arrays, namely, the sidelobe canceler and pilot signal algorithms. We will consider the sidelobe canceler algorithm here. The derivation of the sidelobe canceler is based on the optimization of the SINR and yields an expression for the optimum weight vector as a function of the input autocorrelation matrix. We will use the same constraints as the sidelobe canceler to yield a set of linear equations that can be put in a matrix vector format.

Consider the narrowband array description provided in Section 30.3. In Eq. (30.7), $\mathbf{s}(k)$ is the vector representing the desired signal whose wavefront is normal to the array and $\mathbf{n}(k)$ is the sum of the interfering signals arriving from different directions. A weight vector is desired that will allow the signal vector $\mathbf{s}(k)$ to pass through the array undistorted while nulling any contribution of the noise vector $\mathbf{n}(k)$. An optimal weight vector $\mathbf{w}_{\text {opt }}$ that satisfies these conditions is represented by:

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}^{T} \mathbf{s}(k)=s(k) \tag{30.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{w}_{\mathrm{opt}}^{T} \mathbf{n}(k)=0 \tag{30.21}
\end{equation*}
$$

where $s(k)$ is the scalar value of the desired signal. Since the sidelobe canceler does not have access to $s(k)$, an alternative approach must be taken to implement the condition of Eq. (30.20). One method for finding this constraint is to minimize the expectation of the output power [7]. This expectation can be approximated by the quantity $y^{2}$, where $y=\mathbf{x}^{T}(k) \mathbf{w}$. M inimizing $y^{2}$ subject to the look-direction constraint will tend to cancel the noise vector whilemaintaining the signal vector. This criteria can be represented by the linear equation:

$$
\begin{equation*}
\mathbf{x}^{T}(k) \mathbf{w}=0 \tag{30.22}
\end{equation*}
$$

Note that Eq. (30.22) implies that the weight vector be orthogonal to the composite input vector as opposed to just the noise component. However, the look-direction constraint imposed by the following equation will maintain the desired signal

$$
\left[\begin{array}{llll}
1 & 1 & \ldots & 1 \tag{30.23}
\end{array}\right] \mathbf{w}=1 .
$$

This equation satisfies the look-direction constraint that a signal arriving perpendicular to the array will have unity gain in the output.

The constraints imposed by Eqs. (30.22) and (30.23) can be expressed in a matrix-vector form as follows:

$$
\left[\begin{array}{cccc}
x_{1}(k) & x_{2}(k) & \ldots & x_{K}(k)  \tag{30.24}\\
1 & 1 & \ldots & 1
\end{array}\right] \mathbf{w}=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

or, equivalently,

$$
\mathbf{A w}=\mathbf{b} .
$$

### 30.5.2 Broadband Arrays

The broadband array considered in this section will utilize the constraints considered by Frost [7], namely the look-direction and frequency range of the target signal. The linear equations that represent the Frost algorithm are similar to those used for the narrowband formulation derived in the previous section. Once again, the minimization of the cost function in Eq. (30.15) can be achieved by Eq. (30.22), assuming that the target signal arrives normal to the array. The constraint for the desired frequency response in the look direction can also be implemented in a similar fashion to that of the narrowband array in Eq. (30.23). Instead of constraining the sum of the weights to beone, as in thenarrowband array, thebroadband array implementation will constrain thesum of each column of weights to beequal to a corresponding tap valuein a FIR filter with the desired frequency response for the target signal.

Hence, the broadband array problem represented by Eqs. (30.15) and (30.16) can be expressed as a linear system of equations by creating a matrix that has the cost function given by Eq. (30.15) augmented with the linear constraint equations given by Eq. (30.16). The problem can now be expressed as:

$$
\begin{gather*}
{\left[\begin{array}{ccccccc}
x_{1} & . . & x_{K} & \ldots & x_{(J-1) K+1} & . . & x_{J K} \\
1 & . . & 1 & \ldots & 0 & . . & 0 \\
0 & . . & 0 & \ldots & 0 & . . & 0 \\
\vdots & & & & & & \\
0 & . . & 0 & \ldots & 1 & . . & 1
\end{array}\right] \cdot\left[\begin{array}{c}
w_{1} \\
w_{2} \\
\vdots \\
w_{J K}
\end{array}\right]=\left[\begin{array}{c}
0 \\
h_{1} \\
\vdots \\
h_{J}
\end{array}\right],} \\
\text { or } \mathbf{A w}=\mathbf{h}^{\prime} \tag{30.25}
\end{gather*}
$$

where $\mathbf{h}^{\prime}$ is the vector of FIR filter coefficients augmented with a zero.

### 30.5.3 Row-Action Projection Method

Thematrix-vector formulation for thenarrowband beamforming problem, asrepresented in Eq. (30.24) or the broadband array problem formulated in Eq. (30.25) can now beexpressed as an inverse problem. For example, if $\mathbf{A}$ is $\mathbf{n} \times \mathbf{n}$ and $\operatorname{rank}[\mathbf{A} \mid \mathbf{b}]=\operatorname{rank}[\mathbf{A}]$, then a unique solution for $\mathbf{w}$ can befound as

$$
\begin{equation*}
\mathbf{w}=\mathbf{A}^{-1} \mathbf{b} . \tag{30.26}
\end{equation*}
$$

If instead, $\mathbf{A}$ is $\mathbf{m} \times \mathbf{n}$, then a least squares solution can be implemented as

$$
\begin{equation*}
\mathbf{w}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{b} \tag{30.27}
\end{equation*}
$$

Another solution can beobtained by using theM oore-Penrosegeneralized inverse, or pseudo-inverse, of $\mathbf{A}$ via

$$
\begin{equation*}
\mathbf{w}^{\dagger}=\mathbf{A}^{\dagger} \mathbf{b} \tag{30.28}
\end{equation*}
$$

where $\mathbf{A}^{\dagger}$ and $\mathbf{w}^{\dagger}$ represent thepseudo-inverseof $\mathbf{A}$ and thepseudo-inversesolution for $\mathbf{w}$, respectively.
These methods all provide an immediate solution for the weight vector, $\mathbf{w}$, however, at the expense of requiring a matrix inversion along with any instabilities that may be apparent if the matrix is ill-conditioned. A more convenient approach to solve for the weights is to use an iterative approach. The method that we shall use here is known as the row-action projection (RAP) algorithm. The RAP algorithm is an iterative technique for solving a system of linear equations. The RAP method has found numerous applications in digital signal processing [16] and is applied here to adaptive beamforming.

The RAP method for iteratively solving the system in Eq. (30.24) is given by the update equation:

$$
\begin{equation*}
\mathbf{w}^{(j+1)}=\mathbf{w}^{(j)}+\mu \frac{\epsilon_{i}}{\left\|\mathbf{a}_{i}\right\|} \frac{\mathbf{a}_{i}^{T}}{\left\|\mathbf{a}_{i}\right\|} \tag{30.29}
\end{equation*}
$$

where $\epsilon_{i}$ is the error term for the $i$ th row defined as:

$$
\begin{equation*}
\epsilon_{i}=b_{i}-\mathbf{a}_{i} \mathbf{w}^{(k)} \tag{30.30}
\end{equation*}
$$

In Eqs. (30.29) and (30.30), the superscript $j$ denotes the iteration, the subscript $i$ refers to the row number of the matrix or vector, and $\mu$ is a gain parameter, which is known to be stable for values between zero and two. The choice of $\mu$ is important for performance characteristics and has the tradeoff that a large $\mu$ will provide faster convergence, while a small $\mu$ will provide greater accuracy. Also, note that choosing $\mu$ between one and two may, in some instances, prevent convergence to the LMS solution.

The RAP method operates by creating orthogonal projections in the space defined by the data matrix A in Eq. (30.24). A graphical representation of theRAP algorithm, as applied to a three sensor beamforming array, is illustrated in Fig. 30.5.

In Fig. 30.5, the target signal subspace consists of the plane represented by the look-direction constraint, namely $w_{1}+w_{2}+w_{3}=1$. The input signal subspace, given by $w_{1} x_{1}(k)+w_{2} x_{2}(k)+$ $w_{3} x_{3}(k)=0$, will consist of a different plane for each discrete time index $k$. The RAP method first creates an orthogonal projection to the input subspace (i.e., satisfying $\mathbf{w}^{T} \mathbf{x}(k)=0$ ). A projection is then made to thetarget signal subspace. This procedure will be repeated for the next input subspace, etc. Intuitively, this procedure will find a solution as "orthogonal as possible" to the different input subspaces, which lies in the target signal subspace. Since the RAP method consists of only row operations, it is convenient for parallel implementations. This technique, described by Eqs. (30.24), (30.29), and (30.30), comprises the RAP method for array processing.

### 30.6 Simulation Results

Several simulations were performed to compare the inverse formulation of the array processing problem to themoretraditional adaptivefiltering approaches. Thesesimulationscomparetheinverse formulation to the sidelobe canceler implementation of the narrowband array and to the Frost implementation of the broadband array.


FIGURE 30.5: Orthogonal projections in weight space.

### 30.6.1 Narrowband Results

The sidelobe canceler application is evaluated with both the Applebaum algorithm and the inverse formulation. Both arrays are simulated for a nine-sensor narrowband array. The RAP algorithm for the inverse formulation uses a gain value of $\mu=0.001$ and the Applebaum array uses values of $\alpha=0.25$ and $\beta=0.01$. The signal environment for the scenario consists of unit amplitude tones whose spectral and spatial characteristics are summarized by Table 30.1. The input spectrum of the narrowband scenario is shown in Fig. 30.6. The input and output spectrums for the inverse formulation and Applebaum al gorithm areshown in Figs. 30.6through 30.8. Theinverseformulation and Applebaum algorithms demonstrate similar performance for this example.

TABLE 30.1 Input Scenario for Narrowband
Experiment

| Signal | Angle (deg) | Frequency (KHz) |
| :---: | :---: | :---: |
| Target signal | 0 | 2.0 |
| Interference 1 | 28 | 3.0 |
| Interference 2 | 41 | 1.0 |
| Interference 3 | 72 | 4.0 |

### 30.6.2 Broadband Results

The broadband array application is also evaluated with both the inverse formulation and Frost algorithm. The algorithms are both evaluated for a broadband array that consists of nine sensors, each followed by five taps. The signal environment used for the scenario consists of several signals of varying spectral and spatial characteristics as summarized by Table 30.2.

The RAP algorithm used for the inverse has a gain value $\mu=0.5$ and the Frost algorithm uses the


FIGURE 30.6: Narrowband input spectrum.


FIGURE 30.7: Output spectrum for inverse formulation.


FIGURE 30.8: Output spectrum for Applebaum array.


FIGURE 30.9: Broadband input spectrum.


FIGURE 30.10: Output spectrum for inverse array.


FIGURE 30.11: Output spectrum for Frost array.

TABLE 30.2 Input Scenario for Broadband
Experiment

| Signal | Angle (deg) | Frequency (KHz) |
| :---: | :---: | :---: |
| Target signal | 0 | 3.0 |
| Interference 1 | 27 | 1.5 |
| Interference 2 | 41 | 4.0 |

gain value $\mu=0.05$. The $\mathbf{h}$ vector specifies a low pass frequency response with a passband up to 4 KHz . The input and output signal spectrums are shown in Figs. 30.9 through 30.11. The inverse formulation and Frost algorithms again demonstrate similar performance.

The broadband array processing algorithms are also evaluated for a microphone array application [5]. The simulation uses a microphone array with nine equispaced transducers each followed by 13 taps. The microphone spacing is chosen as 4.3 cm and the sampling rate for the speech signals is 16 KHz . Theh vector contains coefficients for a low pass FIR filter designed with a Hamming window for a passband of 0 to 4 KHz . The signal environment consists of two speech signals. The target signal arrives normal to the array. The interfering signal is applied to the array at uniformly spaced angles ranging from $-90^{\circ}$ to $+90^{\circ}$ in unit increments. Theinterference power is 2.6 dB greater than the desired signal. The resulting interference suppression observed in the array output is illustrated in Fig. 30.12. The maximum interference suppression (i.e., for interference arriving at $\pm 90^{\circ}$ ) is 11.0 dB for the RAP method and 11.2 dB for the Frost method.


FIGURE 30.12: Interference suppression.

### 30.7 Summary

This article has formulated the array processing problem as an inverse problem. Inverse formulations for both narrowband and broadband arrays were discussed. Specifically, the sidelobe canceler
algorithm for narrowband array processing and Frost algorithm for broadband array processing were analyzed. The inverse formulations provide a flexible, intuitive implementation of the constraints that are used by each algorithm. The inverse formulations were then solved through use of the RAP method. The RAP method is a simple technique for creating orthogonal projections within a space defined by a set of hyperplanes. The RAP method can easily be applied to unconstrained and constrained optimization problemswhosesolution lies in a convex set (i.e., no local maxima or minima). $M$ any array processing algorithms fall into this category and it has been shown that the RAP method is a viable solution for this application. Sincethe RAP method only involves row operations, it is also more convenient for parallel processing implementations such as systolic arrays [15].

These al gorithms havealso been simulated for both narrowband and broadband implementations. The narrowband simulation consisted of a set of tones arriving at different spatial locations. The broadband array was evaluated for a simulation of several signals with differing spatial locations and bandwidths, in addition to a speech enhancement application. For all scenarios, the inverse formulations were found to perform comparable to the traditional approaches.
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### 31.1 Introduction

In this article we examine the problem of communication channel equalization and how it relates to the inversion of a linear system of equations. Channel equalization is the process by which the effect of a band-limited channel may be diminished, i.e., equalized, at the sink of a communication system. Although there are many ways to accomplish this, we will concentrate on linear filters and adaptivefilters. It isthrough thelinear filter approach that the analogy to matrix inversion is possible. Regularized inversion refers to a process in which noise dominated modes of the observed signal are attenuated.

### 31.2 Discrete-Time Intersymbol Interference Channel Model

Intersymbol interference (ISI) is a phenomenon observed by the equalizer caused by frequency distortion of the transmitted signal. This distortion is usually caused by the frequency selective characteristics of thetransmission medium. However, it can also bedue to deliberatetimedispersion of the transmitted pulse to affect realizable implementations of the transmit filter. In any case, the purpose of the equalizer is to remove deleterious effects of the ISI on symbol detection. The ISI generation mechanism is described next with a description of equalization techniques to follow. The information transmitted by a digital communication system is comprised of a set of discrete symbols. Likewise, the ultimate form of the received information is cast into a discrete form. However, the intermediatecomponents of the digital communications system operate with continuous waveforms which carry the information. The major portions of the communications link are the transmitter
pulse shaping filter, the modulator, the channel, the demodulator, and the receiver filter. It will be advantageous to transform the continuous part of the communication system into an equivalent discrete time channel description for simulation purposes. The discrete formulation should be transparent to both the information source and the equalizer when evaluating performance. The equivalent discretetimechannel model is attained by combining the transmit filter, $p(t)$, thechannel filter, $g(t)$, and the receive filter, $w(t)$, into a single continuous filter, that is,

$$
\begin{equation*}
h(t)=w(t) * g(t) * p(t) \tag{31.1}
\end{equation*}
$$

Refer to Fig. 31.1. The effect of the sampler preceding the decision device is to discretize the aggre


FIGURE 31.1: The signal flow block diagram for the equivalent channel description. The equalizer observes $x(n T)$, a sampled version of the receive filter output $x(t)$.
gate filter. The equivalent discrete time channel as a means to simulate the performance of digital communications systems was advanced by Proakis [1] and has found subsequent use throughout the communications literature[2, 3].

It has been shown that a bandpass transmitted pulse train has an equivalent low pass representation [1]

$$
\begin{equation*}
s(t)=\sum_{n=0}^{\infty} A_{n} p(t-n T) \tag{31.2}
\end{equation*}
$$

where $\left\{A_{n}\right\}$ is the information bearing symbol set, $p(t)$ is the equivalent low pass transmit pulse waveform, and $T$ is the symbol rate. The observed signal at the input of the receiver is

$$
\begin{equation*}
r(t)=\sum_{n=0}^{\infty} A_{n} \int_{-\infty}^{+\infty} p(t-n T) g(t-n T-\tau) d \tau+n(t) \tag{31.3}
\end{equation*}
$$

where $g(t)$ is the equivalent low pass bandlimited impulse response of the channel and the channel noise, $n(t)$, is modeled as white Gaussian noise. The optimum receiver filter, $w(t)$, is the matched filter which is designed to give maximum correlation with the received pulse [4]. The output of the receiver filter, that is, the signal seen by the sampler, can be written as

$$
\begin{align*}
x(t) & =\sum_{n=0}^{\infty} A_{n} h(t-n T)+v(t)  \tag{31.4}\\
h(t) & =\int_{-\infty}^{+\infty}\left[\int_{-\infty}^{+\infty} p(t-n T) g(t-n T-\lambda) d \lambda\right] w(t-\tau) d \tau  \tag{31.5}\\
v(t) & =\int_{-\infty}^{+\infty} n(t) w(t-\tau) d \tau \tag{31.6}
\end{align*}
$$

where $h(t)$ is the response of the receiver filter to the received pulse, representing the overall impulse response between the transmitter and the sampler, and $\nu(t)=\int_{-\infty}^{+\infty} n(t) w(t-\tau) d \tau$ is a filtered
version of the channel noise. The input to the equalizer is a sampled version of Eq. (31.4), that is, sampling at times $t=k T$ produces

$$
\begin{equation*}
x(k T)=\sum_{n=0}^{\infty} A_{n} h(k t-n T)+v(k T) \tag{31.7}
\end{equation*}
$$

as the input to the discrete time equalizer. By normalizing with respect to the sampling interval and rearranging terms, Eq. (31.7) becomes

$$
\begin{equation*}
x_{k}=\underbrace{h_{0} A_{k}}_{\text {desired symbol }}+\underbrace{\sum_{\substack{n=0 \\ n \neq k}}^{\infty} A_{n} h_{k-n}}_{\text {intersymbol interference }}+v_{k} \tag{31.8}
\end{equation*}
$$

### 31.3 Channel Equalization Filtering

### 31.3.1 Matrix Formulation of the Equalization Problem

Thetask of finding theoptimum linear equalizer coefficients can be described by casting the problem into a system of linear equations,

$$
\begin{gather*}
{\left[\begin{array}{c}
\tilde{d}_{1} \\
\tilde{d}_{2} \\
\vdots \\
\tilde{d}_{L}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{x}_{1}^{T} \\
\boldsymbol{x}_{2}^{T} \\
\vdots \\
\boldsymbol{x}_{L}^{T}
\end{array}\right] \boldsymbol{c}+\left[\begin{array}{c}
e_{1} \\
e_{2} \\
\vdots \\
e_{L}
\end{array}\right]}  \tag{31.9}\\
\boldsymbol{x}_{k}=\left[x_{k+N-1}, \ldots, x_{k-1}\right]^{T} \tag{31.10}
\end{gather*}
$$

where $(\cdot)^{T}$ denotes thetransposeoperation. Thereceived sampleat time $k$ is $x_{k}$, which consists of the channel output corrupted by additive noise. Theelements of the $N \times 1$ vector $\boldsymbol{c}_{k}$ are the coefficients of the equalizer filter at time $k$. The equalizer is said to bein decision directed modewhen $\tilde{d}_{k}$ is taken as the output of the nonlinear decision device. The equalizer is in training, or reference directed, mode when $\tilde{d}_{k}$ is explicitly made identical to the transmitted sequence $A_{k}$. In either case, $e_{k}$ is the error between the desired equalizer output, $\tilde{d}_{k}$, and the actual equalizer output, $\boldsymbol{x}_{k}^{T} \boldsymbol{c}$. We will assume that $\tilde{d}_{k}=A_{k+N}$, then the notation in Eq. (31.9) can be written in the compact form,

$$
\begin{equation*}
d=X c+e \tag{31.11}
\end{equation*}
$$

by defining $\boldsymbol{d}=\left[\tilde{d}_{1}, \ldots, \tilde{d}_{L}\right]^{T}$ and by making the obvious associations with Eq. (31.9). Note that the parameter $L$ determines the number of rows of the time varying matrix $\boldsymbol{X}$. Therefore, choosing $L$ is analogous to choosing an observation interval for the estimation of the filter coefficients.

### 31.4 Regularization

We seek a solution for the filter coefficients of the form $\boldsymbol{c}=\boldsymbol{Y} \boldsymbol{d}$, where $\boldsymbol{Y}$ is in some sense an inverse of the data matrix $\boldsymbol{X}$. The least squares solution requires that

$$
\begin{equation*}
\boldsymbol{Y}=\left[\boldsymbol{X}^{T} \boldsymbol{X}\right]^{-1} \boldsymbol{X}^{T} \tag{31.12}
\end{equation*}
$$

where $\boldsymbol{X}^{\#} \triangleq\left[\boldsymbol{X}^{T} \boldsymbol{X}\right]^{-1} \boldsymbol{X}^{T}$ represents the M oore-Penrose (M -P) inverse of $\boldsymbol{X}$. If one or more of the eigenvalues of the matrix $\boldsymbol{X}^{T} \boldsymbol{X}$ is zero, then the M oore-Penrose inverse does not exist.

To investigate the behavior of the inverse, we will decompose the data matrix into the form $\boldsymbol{X}=$ $\boldsymbol{X}_{S}+\boldsymbol{X}_{N}$, where $\boldsymbol{X}_{S}$ is the signal component and $\boldsymbol{X}_{N}$ is the noise component. Generally, the noise data matrix is full rank and the signal data matrix may be nearly rank deficient from the spectral nulls in the transmission channel. This is illustrated by examining the smallest eigenvalue of $\boldsymbol{X}_{S}^{T} \boldsymbol{X}_{S}$

$$
\begin{equation*}
\lambda_{\min }=S_{R \min }+\mathrm{O}\left(N^{-k}\right) \tag{31.13}
\end{equation*}
$$

where $S_{R}$ is the continuous PSD of the received data $x_{k}, S_{R \text { min }}$ is the minimum value of the PSD, $k$ is the number of non-vanishing derivatives of $S_{R}$ at $S_{R \text { min }}$, and $N$ is the equalizer filter length. Any spectral loss in the signal caused by the channel is directly translated into a corresponding decrease in the minimum eigenvalue of the received signal. If $\lambda_{\text {min }}$ becomes small, but nonzero, the data correlation matrix $\boldsymbol{X}^{T} \boldsymbol{X}$ becomes ill-conditioned and its inversion becomes sensitive to the noise. The sensitivity is expressed in the quantity

$$
\begin{equation*}
\delta \triangleq \frac{\|\tilde{\boldsymbol{c}}-\boldsymbol{c}\|}{\|\boldsymbol{c}\|} \leq \frac{\sigma_{n}^{2}}{\lambda_{\min }}+0\left(\sigma_{n}^{4}\right) \tag{31.14}
\end{equation*}
$$

where the noiseless least squares filter coefficient vector solution, $\boldsymbol{c}$, has been perturbed by adding a white noise to the data with variance $\sigma_{n}^{2} \ll 1$, to produce the least squares solution $\tilde{\boldsymbol{c}}$. Substituting Eq. (31.13) into Eq. (31.14) yields

$$
\begin{equation*}
\delta \leq \frac{\sigma_{n}^{2}}{S_{R \min }+\mathrm{O}\left(N^{-k}\right)}+\mathrm{O}\left(\sigma_{n}^{4}\right) \approx \frac{\sigma_{n}^{2}}{S_{R \min }} \tag{31.15}
\end{equation*}
$$

The relation in Eq. (31.15) is an indicator of the potential numerical problems in solving for the equalizer filter coefficients when the data is spectrally deficient.

We see that direct inversion of the data matrix is not recommendable when the channel has severe spectral nulls. This situation is equivalent to stating that the original estimation problem $\boldsymbol{d}=\boldsymbol{X} \boldsymbol{c}$ is ill-posed. That is, the equalizer is asked to reproduce components of the channel input that are unobservable at the channel output or are obscured by noise. Thus, it is reasonable to ascertain the modes of the input dominated by noise and givethem little weight, relative to the signal dominated components, when solving for the equalizer filter coefficients. This process of weighting is called regularization.

Regularization can be described by relying on a generalization of the M-P inverse that depends on the singular value decomposition (SVD) of the data matrix

$$
\begin{equation*}
\boldsymbol{X}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{T} \tag{31.16}
\end{equation*}
$$

where $\boldsymbol{U}$ is an $L \times N$ unitary matrix, $\boldsymbol{V}$ is an $N \times N$ unitary matrix, $\boldsymbol{\Sigma}=\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{N}\right)$ is a diagonal matrix of singular values where $\sigma_{i} \geq 0, \sigma_{1}>\sigma_{2}>\cdots>\sigma_{N}$. It is assumed in Eq. (31.16) that $L>N$, which is typical in the equalization problem.

We define the generalized pseudo-inverse of $\boldsymbol{X}$ as

$$
\begin{equation*}
\boldsymbol{X}^{\dagger}=\boldsymbol{V} \boldsymbol{\Sigma}^{\dagger} \boldsymbol{U}^{T} \tag{31.17}
\end{equation*}
$$

where $\boldsymbol{\Sigma}^{\dagger}=\operatorname{diag}\left(\sigma_{1}^{\dagger}, \sigma_{2}^{\dagger}, \ldots, \sigma_{N}^{\dagger}\right)$ and

$$
\sigma_{i}^{\dagger}=\left\{\begin{array}{cc}
\sigma_{i}^{-1} & \sigma_{i} \neq 0  \tag{31.18}\\
0 & \sigma_{i}=0
\end{array}\right.
$$

The M-P inverse can be reformulated using the SVD as follows

$$
\begin{equation*}
\boldsymbol{X}^{\#}=\left[\boldsymbol{V} \boldsymbol{\Sigma}^{2} \boldsymbol{V}^{T}\right]^{-1} \boldsymbol{V} \boldsymbol{\Sigma} \boldsymbol{U}^{T}=\boldsymbol{V} \boldsymbol{\Sigma}^{-1} \boldsymbol{U}^{T} \tag{31.19}
\end{equation*}
$$

Upon examination of Eq. (31.17) and Eq. (31.19), wenotethat $\boldsymbol{X}^{\#}=\boldsymbol{X}^{\dagger}$ only if all thesingular values of $\boldsymbol{X}$ are nonzero, $\sigma_{i} \neq 0$. Another item to note is that $\boldsymbol{V} \boldsymbol{\Sigma}^{2} \boldsymbol{V}^{T}$ is the eigenvalue decomposition of $\boldsymbol{X}^{T} \boldsymbol{X}$, which implies that the eigenvalues of $\boldsymbol{X}^{T} \boldsymbol{X}$ are the squares of the singular values of $\boldsymbol{X}$.

The generalized pseudo-inverse in Eq. (31.17) provides an eigenvalue spectral weighting given by Eq. (31.18), which differs from the M-P inverse only when one or more of the eigenvalues of $\boldsymbol{X}^{T} \boldsymbol{X}$ are identically zero. However, this form of regularization is rather restrictive since complete annihilation of the spectral components is rarely encountered in practice. A more likely condition for theeigenvalues of $\boldsymbol{X}^{T} \boldsymbol{X}$ isthat a small band of signal eigen-modes are much smaller in magnitude than the corresponding noise modes. Direct inversion of these eigen-modes, although well-defined mathematically, leads to noise enhancement at the equalizer output and to noise sensitivity in the filter coefficient solution. An alternative to the generalized pseudo-inverse is to use a regularized inverse wherein the eigen-modes are weighted prior to inversion [5]. This approach leads to a trade off between the noise immunity of the equalizer filter weights and the signal fidelity at the equalizer filter output. To demonstrate this trade-off, let

$$
\begin{equation*}
c=X^{\dagger} d \tag{31.20}
\end{equation*}
$$

be the least squares solution. Let the regularized inverse be $\boldsymbol{Y}_{n}$ such that $\lim _{n \rightarrow \infty} \boldsymbol{Y}_{n}=\boldsymbol{X}^{\dagger}$. The regularized estimate for an observation perturbed by a random noise vector, $\boldsymbol{n}$, is

$$
\begin{equation*}
c_{n}=Y_{n}(d+n) \tag{31.21}
\end{equation*}
$$

The effects of the regularized inverse and the noise vector are indicated by

$$
\begin{equation*}
\left\|\boldsymbol{c}_{n}-\boldsymbol{c}\right\|=\left\|\boldsymbol{Y}_{n} \boldsymbol{n}+\left(\boldsymbol{Y}_{n}-\boldsymbol{X}^{\dagger}\right) \boldsymbol{d}\right\| \leq\left\|\boldsymbol{Y}_{n} \boldsymbol{n}\right\|+\left\|\boldsymbol{Y}_{n}-\boldsymbol{X}^{\dagger}\right\|\|\boldsymbol{d}\| \tag{31.22}
\end{equation*}
$$

Theterm $\left\|\boldsymbol{Y}_{n} \boldsymbol{n}\right\|$ isthe part of the coefficient error dueto thenoiseand is likely to increase as $n \rightarrow \infty$. The term $\left\|\boldsymbol{Y}_{n}-\boldsymbol{X}^{\dagger}\right\|$ represents the contribution due to the regularization error in approximating the pseudo-inverse. This error tendsto zero as $n \rightarrow \infty$. Thetrade-off between noiseattenuation and regularization error is evident upon inspection of Eq. (31.22), which also points out an idiosyncratic property of the regularization process. At first, the equalizer output error tends to decrease, due to decreasing regularization error, $\left\|\boldsymbol{Y}_{n}-\boldsymbol{X}^{\dagger}\right\|$. Then, as $n$ increases further, the output error is likely to increase due to the noise amplification component, $\left\|\boldsymbol{Y}_{n} \boldsymbol{n}\right\|$. This behavior leads to the question regarding the best choice for the parameter $n$. A widely accepted procedure is to use the discrepancy principle, which states that $n$ should satisfy

$$
\begin{equation*}
\left\|X c_{n^{\prime}}-(d+n)\right\|=\|n\| \tag{31.23}
\end{equation*}
$$

Letting $n>n^{\prime}$ usually results in noise amplification at the equalizer output.

### 31.5 Discrete-Time Adaptive Filtering

We will next examinethree adaptiveal gorithms in terms of their regularization properties in deriving the equalizer filter. These algorithms are the normalized least mean squares (NLM S) algorithm, the recursive least squares (RLS) algorithm, and the block-iterative NLM S (BINLMS) algorithm. These algorithms are representative of the wider class of adaptive algorithms of which they belong.

### 31.5.1 Adaptive Algorithm Recapitulation

## NLMS

The NLM S algorithm update is given by

$$
\begin{equation*}
\boldsymbol{c}_{n}=\boldsymbol{c}_{n-1}+\mu\left(d_{n}-\boldsymbol{x}_{n}^{T} \boldsymbol{c}_{n-1}\right) \frac{\boldsymbol{x}_{n}}{\left\|\boldsymbol{x}_{n}\right\|^{2}} \tag{31.24}
\end{equation*}
$$

for $n=1, \ldots, L$. This is rewritten as

$$
\begin{equation*}
\boldsymbol{c}_{n}=\left(\boldsymbol{I}-\mu \frac{\boldsymbol{x}_{n} \boldsymbol{x}_{n}^{T}}{\left\|\boldsymbol{x}_{n}\right\|^{2}}\right) \boldsymbol{c}_{n-1}+\mu \frac{d_{n} \boldsymbol{x}_{n}}{\left\|\boldsymbol{x}_{n}\right\|^{2}} \tag{31.25}
\end{equation*}
$$

Define $\boldsymbol{P}_{n} \triangleq\left(\boldsymbol{I}-\mu \boldsymbol{x}_{n} \boldsymbol{x}_{n}^{T} /\left\|\boldsymbol{x}_{n}\right\|^{2}\right)$ and $\boldsymbol{p}_{n} \triangleq \mu d_{n} \boldsymbol{x}_{n} /\left\|\boldsymbol{x}_{n}\right\|^{2}$, then Eq. (31.25) becomes

$$
\begin{equation*}
c_{L}=Q c_{0}+\boldsymbol{q} \tag{31.26}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{Q}=\boldsymbol{P}_{L} \boldsymbol{P}_{L-1} \cdots \boldsymbol{P}_{1} \tag{31.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{q}=\left[\boldsymbol{P}_{L} \cdots \boldsymbol{P}_{2}\right] \boldsymbol{p}_{1}+\left[\boldsymbol{P}_{L} \cdots \boldsymbol{P}_{3}\right] \boldsymbol{p}_{2}+\cdots+\boldsymbol{P}_{L} \boldsymbol{p}_{L-1}+\boldsymbol{p}_{L} \tag{31.28}
\end{equation*}
$$

## BINLMS

The BINLMS algorithm relies on observing the entire block of filter vectors $\boldsymbol{x}_{n}, 1 \leq n \leq L$, in Eq. (31.9). The BIN LM S update procedure is

$$
\begin{equation*}
\boldsymbol{c}_{n+1}=\boldsymbol{c}_{n}+\mu\left(d_{j}-\boldsymbol{x}_{j}^{T} \boldsymbol{c}_{n}\right) \frac{\boldsymbol{x}_{j}}{\left\|\boldsymbol{x}_{j}\right\|^{2}} \tag{31.29}
\end{equation*}
$$

where $j=n \bmod L$. The update in Eq. (31.29) is related to the NLMS update by considering Eq. (31.26). That is, Eq. (31.29) is equivalent to

$$
\begin{equation*}
\boldsymbol{c}_{n \cdot L}=\boldsymbol{Q} \boldsymbol{c}_{(n-1) \cdot L}+\boldsymbol{q} \tag{31.30}
\end{equation*}
$$

where $L$ updates of Eq. (31.29) are compacted into a single update in Eq. (31.30). Note that only $L$ updates are possible using Eq. (31.24) compared to an arbitrary number of updates in Eq. (31.29).

## RLS

The update procedure for the RLS algorithm is

$$
\begin{align*}
\boldsymbol{g}_{n} & =\frac{\lambda^{-1} \boldsymbol{Y}_{n-1} \boldsymbol{x}_{n}}{1+\lambda^{-1} \boldsymbol{x}_{n}^{T} \boldsymbol{Y}_{n-1} \boldsymbol{x}_{n}}  \tag{31.31}\\
e_{n} & =d_{n}-\boldsymbol{c}_{n-1}^{T} \boldsymbol{x}_{n}  \tag{31.32}\\
\boldsymbol{c}_{n} & =\boldsymbol{c}_{n-1}+e_{n} \boldsymbol{g}_{n}  \tag{31.33}\\
\boldsymbol{Y}_{n} & =\lambda^{-1}\left[\boldsymbol{Y}_{n-1}-\boldsymbol{g}_{n} \boldsymbol{x}_{n}^{T} \boldsymbol{Y}_{n-1}\right] \tag{31.34}
\end{align*}
$$

where $\boldsymbol{g}_{n}$ is called the gain vector, $\boldsymbol{Y}_{n}$ is the estimate of $\left[\boldsymbol{X}_{n}^{T} \boldsymbol{X}_{n}\right]^{-1}$ using thematrix inversion lemma, and $\boldsymbol{X}_{n}$ represents the first $n$ rows of $\boldsymbol{X}$ in Eq. (31.9). Theforgetting factor $0<\lambda \ll 1$ allows the RLS algorithm to weight more recent samples providing a tracking capability for time varying channels. The matrix inversion recursion is initialized with $\boldsymbol{Y}_{0}=\delta^{-1} \boldsymbol{I}$, where $0<\delta \ll 1$. The initialization constant transforms the data correlation matrix into

$$
\begin{equation*}
\boldsymbol{X}_{n}^{T} \boldsymbol{\Lambda}_{n} \boldsymbol{X}_{n}+\lambda^{n} \delta \boldsymbol{I} \tag{31.35}
\end{equation*}
$$

where $\boldsymbol{\Lambda}_{n}=\operatorname{diag}\left(1, \lambda, \ldots, \lambda^{n-1}\right)$.

### 31.5.2 Regularization Properties of Adaptive Algorithms

In this section weexaminehow each of theadaptivealgorithms achieveregularization of theequalizer filter solution. We begin with the BINLM S and will subsequently take the NLM S as a special case. The BIN LM S update of Eq. (31.30) is equivalent to

$$
\begin{equation*}
\boldsymbol{c}_{l}=\boldsymbol{Q} \boldsymbol{c}_{l-1}+\boldsymbol{q} \tag{31.36}
\end{equation*}
$$

wherean increment in $l$ is equivalent to $L$ increments of $n$ in Eq. (31.29). Therecursion in Eq. (31.36) is also equivalent to

$$
\begin{equation*}
\boldsymbol{c}_{l}=\boldsymbol{B}_{l} \boldsymbol{d} \tag{31.37}
\end{equation*}
$$

where $\lim _{l \rightarrow \infty} \boldsymbol{B}_{l}=\boldsymbol{X}^{\dagger}$. Let $\hat{\sigma}_{k, l}$ represent the singular values of $\boldsymbol{B}_{l}$, then the relationship among the singular values of $\boldsymbol{B}_{l}$ and the singular values of $\boldsymbol{X}$ is [6]

$$
\hat{\sigma}_{k, l}=\left\{\begin{array}{ccc}
\frac{1}{\sigma_{k}}\left[1-\left(1-\frac{\mu}{N} \sigma_{k}^{2}\right)^{l+1}\right] & , & \sigma_{k} \neq 0  \tag{31.38}\\
0 & , & \sigma_{k}=0
\end{array}\right.
$$

The regularization property of the BINLM S depends on both $\mu$ and $l$. Since the step size parameter $\mu$ is chosen to guarantee convergence, i.e., $0<\left(1-\frac{\mu}{N} \sigma_{1}^{2}\right)<1$, the regularization is primarily controlled by the iteration index $l$. The regularization behavior of the BINLM S given by Eq. (31.38) is that the signal dominant modes are inverted first, followed by the weaker noise dominant modes, as the index $l$ increases.

Theregularization behavior of theN LM S algorithm is directly derived from theBIN LM Sby setting $l=1$ in Eq. (31.38). We see that the only control over theregularization for theNLM Salgorithm is to decreasethe step size $\mu$. However, this leads to a potentially undesirable reduction in the convergence rate of the adaptive equalizer filter.

TheRLS algorithm weighting of thesingular values is derived upon inspection of Eq. (31.35). The RLS equalizer filter coefficient estimate is

$$
\begin{equation*}
\boldsymbol{c}_{L S}=\left[\boldsymbol{X}^{T} \boldsymbol{\Lambda}_{L} \boldsymbol{X}+\lambda^{L} \delta \boldsymbol{I}\right]^{-1} \boldsymbol{X}^{T}\left(\boldsymbol{\Lambda}_{L}^{1 / 2}\right)^{T} \boldsymbol{d} \tag{31.39}
\end{equation*}
$$

Let $\hat{\sigma}_{L S, k}$ represent the singular values of the effective inverse used in the RLS algorithm, then

$$
\begin{equation*}
\hat{\sigma}_{L S, k}=\frac{\sqrt{\lambda_{k}} \sigma_{k}}{\lambda_{k} \sigma_{k}^{2}+\lambda^{L} \delta} \tag{31.40}
\end{equation*}
$$

There are several points to noteabout Eq. (31.40). In the absence of the forgetting factor, $\lambda=1$, and the initialization constant, $\delta=0$, the RLS algorithm provides the exact inverse of the singular values, as expected. The constant $\delta$ prevents the dominator of Eq. (31.40) from getting too small. H owever, this regularization is lost if $\lambda^{L} \rightarrow 0$, which is the case when the observation interval $L$ becomes large.

The behavior of the regularization functions (31.38) and (31.40) is illustrated in Fig. 31.2.

### 31.6 Numerical Results

A numerical example of the regularization characteristics of the adaptive equalization algorithms discussed is now presented. A data matrix $\boldsymbol{X} \boldsymbol{X}$ is constructed with dimensions $L=50$ and $N=11$, which has the singular value matrix $\boldsymbol{\Sigma}=\operatorname{diag}(1.0,0.9, \ldots 0.1,0.0)$. Thestep size $\mu=0.2$ is chosen. Since the RLS algorithm computes an estimate of $\left[\boldsymbol{X}^{T} \boldsymbol{X}\right]^{-1}$, it is sensitive to the eigenvalues of


FIGURE 31.2: The regularization functions of the NLM S, BINLM S, and RLS algorithms.


FIGURE 31.3: The regularization behavior of theNLM S, BINLM S, and theRLS adaptive algorithms is shown. The BINLM S curves represent block iterations of 5, 10, 15, and 20. The RLS algorithm uses $\lambda=1.0$ and $\lambda=0.96$.
$\boldsymbol{X}^{T} \boldsymbol{X}$. A graph similar to Fig. 31.2 is produced with the exception that the eigenvalue inverses of $\boldsymbol{X}^{T} \boldsymbol{X}$ are plotted for the RLS algorithm. These results are shown in Fig. 31.3 using the eigenvalues of $X$ given by $\sigma_{i}^{2}=(1-(i-1) / 10)^{2}$ for $1 \leq i \leq 10$ and $\sigma_{11}^{2}=0$. The RLS algorithm exhibits large dynamic range in the eigenvalue inverse using the matrix inversion lemma, which may lead to unstable operation of the adaptive equalizer filter.

### 31.7 Conclusion

A short introduction to the basic concepts of regularization analysis are presented in this article. Some further development in the application of this analysis to decision-feedback equalization may be found in [6]. The choice of which adaptive algorithm to use is application-dependent and each one comes with its associated advantages and disadvantages. The LM S-type algorithms are lowcomplexity solutions that have relatively slow convergence. The RLS-type algorithms have much faster convergence but are typically plagued by stability problems associated with error propagation and unregularized matrix inversion. Circumventing these stability problems tends to lead to more complex algorithm implementation. The BINLM S algorithm is a trade-off between the convergence speed of the RLS-type algorithms and the stability of the LM S-type algorithms. A disadvantage of the BINLM S algorithm is that instantaneous throughput may be high due to the block-processing required.
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### 32.1 Introduction: Dereverberation Using Microphone Arrays

An acoustic enclosure usually reduces the intelligibility of the speech transmitted through it because the transmission path is not ideal. Apart from the direct signal from the source, the sound is also reflected off one or moresurfaces (usually walls) beforereaching thereceiver. Theresulting signal can beviewed astheoutput of a convolution in thetimedomain of thespeech signal and theroom impulse response. This phenomenon affects the quality of the transmitted sound in important applications such as teleconferencing, cellular telephony, and automatic voice activated systems (speaker and speech recognizers). Room reverberation can be perceptually separated into two broad classes. Early room echoes are manifested as irregularities or "ripples" in the amplitude spectrum. This effect dominates in small rooms, typically offices. Long-term reverberation is typically exhibited as an echo "tail" following the direct sound [1].

If the transfer function $G(z)$ of the system is known, it might be possible to removethe deleterious multi-path effects by inverse filtering the output using a filter $H(z)$ where

$$
\begin{equation*}
H(z)=\frac{1}{G(z)} . \tag{32.1}
\end{equation*}
$$

Typically $G(z)$ is the transform of the impulse response of the room $g(n)$. In general, the transfer function of a reverberant environment is a non-minimum phase function, i.e., all the zeros of the function do not necessarily lie inside $|z|=1$. A minimum phasefunction has a stable causal inverse, while the inverse of a non-minimum phase function is acausal and, in general, infinite in length.

In general, $G(z)$ can be expressed as a product of a minimum-phasefunction and a non-minimum phase function:

$$
\begin{equation*}
G(z)=G_{\min }(z) \cdot G_{\max }(z) . \tag{32.2}
\end{equation*}
$$

M any approaches havebeen proposed for dereverberating signals. Theaim of all the compensation schemes is to bring theimpulse response of the system after dereverberation as close as possible to an impulsefunction. Homomorphic filtering techniques wereused to estimatetheminimum phase part of $G(z)[2,3]$. In [2], the minimum phase component was estimated by zeroing out the cepstrum for negativefrequencies. Then theoutput signal wasfiltered by theinverseof theminimum phasetransfer function. But this technique still did not remove the reverberation contributed by the maximumphase part of the room response. In [3], the inverse of the maximum-phase part was also estimated from the delayed and truncated version of the acausal inverse. But, the delay can be inordinate and care must be taken to avoid temporal aliasing.

An alternate approach to dereverberation is to calculate, in someform, the least squares estimate of the inverse of the transmission path, i.e., calculate the least squares solution of the equation

$$
\begin{equation*}
h(n) * g(n)=d(n), \tag{32.3}
\end{equation*}
$$

where $d(n)$ is the impulse function and $*$ denotes convolution. Assuming that the system can be modeled by an FIR filter, Eq. (32.3) can be expressed in matrix form as:

$$
\left(\begin{array}{cccc}
g(0) & & &  \tag{32.4}\\
g(1) & g(0) & & \\
\vdots & g(1) & \cdots & 0 \\
g(m) & \vdots & \cdots & g(0) \\
0 & g(m) & \cdots & g(1) \\
0 & 0 & \cdots & \vdots \\
& & & g(m)
\end{array}\right)\left(\begin{array}{c}
h(0) \\
h(1) \\
\vdots \\
h(i)
\end{array}\right)=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right)
$$

or,

$$
\begin{equation*}
G H=D, \tag{32.5}
\end{equation*}
$$

where $D$ is the unity matrix and $G, H$ and $D$ are matrices of appropriate dimensions as shown in Eq. (32.4). The least squares method finds an approximate solution given by

$$
\begin{equation*}
\hat{H}(z)=\left(G^{T} G\right)^{-1} G^{T} D \tag{32.6}
\end{equation*}
$$

Thus, the error vector can be written as

$$
\begin{aligned}
\epsilon & =[D-G \hat{H}] \\
& =\left[I-G\left(G^{T} G\right)^{-1} G^{T}\right] D \\
& =E D,
\end{aligned}
$$

where $E=\left[I-G\left(G^{T} G\right)^{-1} G^{T}\right]$. The mean square error or the energy in the error vector is

$$
\begin{equation*}
\|\epsilon\|_{2}=\|E D\|_{2} \leq|E|\|D\|_{2} \leq \frac{\lambda_{\max }}{\lambda_{\min }}\|D\|_{2}, \tag{32.7}
\end{equation*}
$$

where $|E|$ is the norm of $E$ and $\lambda_{\max }$ and $\lambda_{\min }$ are the maximum and minimum eigenvalues of $E$. The ratio between the maximum and minimum eigenvalues is called the condition number of a matrix and it specifies the noise amplification of the inversion process [4].


FIGURE 32.1: M odeling a room with a microphone array as a multiple output FIR system.

Typically, theoperation is doneon the full-band signal. Sub-band approaches havebeen proposed in $[5,7,8]$. All these approaches use a single microphone.

The amplitude spectrum of the room response has "ripples" which produce pronounced notches in the signal output spectrum. As the location of the microphone in the room changes, the room response for the same source changes and, as a result, the position of the notches in the amplitude spectrum varies. This property was used to advantage in [1]. In this method, multiple microphones were located in the room. Then, the output of each microphone was divided into multiple bands of equal bandwidth. For each band, by choosing the microphone whose output has the maximum energy, the ripples were reduced. In [9], the signals from all the microphones in each band were first co-phased, and then weighted by a gain calculated from a normalized cross-correlation function calculated based on the outputs of different microphones. Since the reverberation tails are uncorrelated, the cross-correlation-based gain turned off the tail of the signal. These techniques have had modest success in combating reverberation.

In recent years, great progress has been made in the quality, availability, and cost of high performance microphones. Fast digital signal processors that permit complex algorithms to operatein real time have been developed. These advances have enabled the use of large microphone arrays that deploy more sophisticated algorithms for dereverberation. Figure 32.1 shows a generic microphone array system which can "invert" the room acoustics. Different choices of $H_{i}(z)$ lead to different algorithms, each with their own advantages and disadvantages. In this report, we shall discuss single and multiple beamforming, matched filtering, and Diophantine inverse filtering through multiple input-output (MINT) modeling. In all cases we assume that the source location and the room configuration or, alternatively, the $G_{i}(z) \mathrm{S}$, are known.

### 32.2 Simple Delay-and-Sum Beamformers

Arrays that form a single beam directed towards the source of the sound have been designed and built[11]. In thesesimpledelay-and-sum beamformers, theprocessingfilter hastheimpulseresponse

$$
\begin{equation*}
h_{i}(n)=\delta\left(n-n_{i}\right), \tag{32.8}
\end{equation*}
$$

where $n_{i}=d_{i} / c, d_{i}$ is the distance of the $i$ th microphone from the source and $c$ is the speed of sound in air. Sound propagation in the room can be modeled by a set of successive reflections off the surfaces (typically the walls) [10]. Figure 32.2 illustrates the impulse response of a single
beamformer. The delay at the output of each microphone coheres the sound that arrives at the microphone directly from the source. It can be seen from Fig. 32.2 that in the resulting response, the strength of the coherent pulse is $N$ and there are $N(K-1)$ distributed pulses. So, ideally, the signal-to-reverberant noise ratio (measured as the ratio of undistorted signal power to reverberant noise power) is $N^{2} / N(K-1)$ [13]. In a highly reverberant room, as the number of images $K$ increases towards infinity, the SNR improvement, $N / K-1$, falls to zero.


FIGURE 32.2: A single beamformer. (Source: Flanagan, J.L., Surendran, A.C., and Jan, E.-E., Spatially selective sound capture for speech and audio processing, Speech Commun., 13: 207-222, 1993. With kind permission of Elsevier Science- NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands).

The single-beamforming system reported in [11] can automatically determinethe direction of the source and rapidly steer the array. But, as the beam is steered away from the broadside, the system exhibits a reduction in spatial discrimination because the beam pattern broadens [12]. Further, beamwidth varies with frequency, so an array has an approximate "useful bandwidth" given by the upper and lower frequencies [12]:

$$
\begin{equation*}
f_{\text {upper }}=\frac{c}{d\left|\cos \phi-\cos \phi^{\prime}\right| \max }, \tag{32.9}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{\text {lower }}=\frac{f_{\text {upper }}}{N}, \tag{32.10}
\end{equation*}
$$

where $c$ is the speed of sound in air, $N$ is the number of sensors in the array, $d$ is the sensor spacing, $\phi^{\prime}$ is the steering angle measured with respect to the axis of the array, and $\phi$ is the direction of the source.

For example, consider an array with seven microphones and a sensor spacing of 6.5 cm . Further, suppose the desired range of steering is $\pm 30^{\circ}$ from broadside. Then, $\left|\cos \phi-\cos \phi^{\prime}\right| \max =1.5$ and hence $f_{\text {upper }} \approx 3500 \mathrm{~Hz}$ and $f_{\text {lower }} \approx 500 \mathrm{~Hz}$. So, to cover the bandwidth of speech, say from 250 Hz to 7 kHz , three harmonically nested arrays of spacing $3.25,6.5$, and 13 cm can be used. Further, the beamwidth also depends on the frequency of the signal as well as the steering direction. If the beam is steered to an angle $\phi^{\prime}$, then the direction of the source for which the beam response falls to half its power is [12]

$$
\begin{equation*}
\phi_{3 d B}=\cos ^{-1}\left\{\cos \phi^{\prime} \pm \frac{2.8}{N \omega d}\right\} \tag{32.11}
\end{equation*}
$$

where $\omega=2 \pi f$ and $f$ is the frequency of the signal.
Equation 32.11 shows that the smaller the array, the wider the beam. Since most of the energy of a typical room interfering noise lies at lower frequencies, it would be advantageous to build arrays that have higher directivity (smaller beamwidth) at lower frequencies. This, combined with the fact that the array spacing is larger for lower frequency bands, gives yet another reason to harmonically nest arrays (see Fig. 32.3).


FIGURE 32.3: Harmonically nested array that covers three frequency ranges.

Just as linear one-dimensional arrays display significant fattening of the beams when steered towards the axis of the array, two-dimensional arrays exhibit widening of the beams when steered at angles acute to the plane of the array. Three-dimensional microphonearrays can be constructed [13] that have essentially a constant beamwidth over $4 \pi$ steradians. Multiple beamforming using threedimensional arrays of sensorsnot only provides selectivity in azimuth and elevation but also selectivity in the direction of the beam, i.e., it provides range selectivity.

The performance of single beamformers can degrade severely in the presence of other interfering noise sources, especially if they fall in the direction of the sidelobes. This problem can be mitigated using adaptive arrays. Adaptive arrays are briefly discussed in the next section.

### 32.2.1 A Brief Look at Adaptive Arrays

Adaptive signal processing techniques can be used to form a beam at the desired source while simultaneously forming a null in the direction of the interfering noise source. Such arrays are called
"adaptive arrays". Though adaptive arrays are not effective under conditions of severe reverberation, they are included here because problems in adaptive arrays can be formulated as inverse problems. Hence, we shall discuss adaptive arrays briefly without providing a quantitative analysis of them. Broadband arrays have been analyzed in $[14,15,16,17,18,19]$. In all these methods, the direction of arrival of the signal is assumed to be known.

Let thearray have $N$ sensors and $M$ delay taps per sensor. If $X(k)=\left[x_{1}(k) \ldots x_{i}(k) \ldots x_{N M}(k)\right]^{T}$ (see Fig. 32.4) is the set of signals observed at the tap points, then $X(k)=S(k)+N(k)$, where


FIGURE 32.4: General form of an adaptive filter.
$S(k)$ is the contribution of the desired signal at the tap points and $N(k)$ is the contribution of the unknown interfering noise. The inputs to the sensors, $x_{(j M+1)}(k), j=0, \ldots,(N-1)$, are the noisy versions of $g(k)$, the actual signal at the source. Now, thefilter output $y(k)=W^{T} X(k)$, where $W^{T}=\left[w_{11}, \ldots, w_{1 M}, w_{21}, \ldots, w_{2 M}, \ldots, w_{N 1}, \ldots, w_{N M}\right]$ is the set of weights at the tap points. The goal of the system is to make the output $y(k)$ as close as possible to the source $g(k)$. One way of doing this is to minimize the error $E\left\{(g(k)-y(k))^{2}\right\}$. The weight $W^{*}$ that achieves this least mean square (LMS) error is also called the Weiner filter, and is given by

$$
\begin{equation*}
W^{*}=R_{X X}^{-1} C_{g X}, \tag{32.12}
\end{equation*}
$$

where $R_{X X}$ is the autocorrelation of $X(k)$ and $C_{g X}$ is the set of cross-correlations between $g(k)$ and each element of $X(k)$. If $g(k)$ and $N(k)$ are uncorrelated, then

$$
\begin{aligned}
C_{g X} & =E\{g(k) X(k)\}=E\{g(k) S(k)\}+E\{g(k) N(k)\} \\
& =E\{g(k) S(k)\}
\end{aligned}
$$

and

$$
\begin{aligned}
R_{X X} & =E\left\{X(k) X^{T}(k)\right\}=E\left\{(S(k)+N(k))(S(k)+N(k))^{T}\right\} \\
& =R_{S S}+R_{N N},
\end{aligned}
$$

where $R_{S S}$ and $R_{N N}$ are the autocorrelation matrices for the signal and noise.
Usually $R_{N N}$ is not known. In such cases, the exact inverse cannot be calculated and an iterative approach to update the weights is needed. In Widrow's approach [15], a known pilot-signal $g(k)$
is injected into the array. Then, the weights are updated using the Widrow-Hopf algorithm that increments the weight vector in the direction of the negative gradient of the error:

$$
W^{k+1}=W^{k}+\mu[g(k)-y(k)] X(k),
$$

where $W^{k+1}$ is the weight vector after the $k$ th update and $\mu$ is the step size. Griffiths' method also uses the LM S approach, but minimizes the mean square error based on the autocorrelation and the cross-correlation values between the input and the output, rather than the signals themselves. Since the mean square error can be written as

$$
E\left\{(g(k)-y(k))^{2}\right\}=R_{g g}-2 C_{g S}^{T} W+W^{T} R_{X X} W
$$

where $R_{g g}$ istheauto-correlation matrix of $g(k)$ and $C_{g S}$ istheset of cross-correlation matrix between $g(k)$ and each element of $S(k)$, the weight update can also be done by

$$
\begin{align*}
W^{k+1} & =W^{k}+\mu\left[C_{g S}-R_{X X} W^{k}\right]  \tag{32.13}\\
& =W^{k}+\mu\left[C_{g S}-X(k) X^{T}(k) W^{k}\right]  \tag{32.14}\\
& =W^{k}+\mu\left[C_{g S}-y(k) X(k)\right] \tag{32.15}
\end{align*}
$$

In the above methods, significant distortion is observed in the primary beam due to null-steering. Constrained LMS techniques which place constraints on the performance of the main lobe can be used to reduce distortion [18, 19]. By specifying the broad-band response and the array beam characteristics as constraints, morerobust beamscan beformed. Theproblem now can beformulated as an optimization techniquethat minimizes the output power of the system. Given that the output power is

$$
\begin{aligned}
E\left\{y^{2}(k)\right\} & =E\left\{W^{T} X(k) X^{T}(k) W\right\}=W^{T} R_{X X} W \\
& =W^{T} R_{S S} W+W^{T} R_{N N} W
\end{aligned}
$$

if $W$ can be chosen such that $W^{T} R_{N N} W=0$, the noise can be eliminated. It was proposed [18] that once the array is steered towards the source with appropriate delays, minimizing the output power is equivalent to removing directional interference, since in-phase signals add coherently. In an accurately steered array, the wavefronts arriving from the direction of steering generate identical signals at each sensor. Hence, the array may be collapsed to a single sensor implementation which is equivalent to an FIR filter [18], i.e., the columns of the broadband array sum to an FIR filter. Additional constraints can be placed on thisFIR filter. If the weights of the filters can be written as a matrix:

$$
\hat{W}=\left(\begin{array}{cccc}
w_{11} & w_{12} & \ldots & w_{1 M} \\
\vdots & \vdots & \vdots & \vdots \\
w_{N 1} & w_{N 2} & \ldots & w_{N M}
\end{array}\right)
$$

then it can be specified that $\sum_{i=1}^{N} w_{i j}=f_{j}, j=1, \ldots, M$, where $f_{j}, j=1, \ldots, M$ are the taps of an FIR filter that provides the desired filter response. Hence, using this method, directional interference can be suppressed by minimizing the output power and spectral interference can be suppressed by constraining the columns of the weight coefficients.

Thus, the problem can beformulated as

$$
\begin{array}{ll}
\text { Minimize: } & W^{T} R_{X X} W \\
\text { subject to: } & C^{T} W=F, \tag{32.17}
\end{array}
$$

where $F$ is the desired FIR filter and

$$
C=\left(\begin{array}{cccccccccccccccc}
1 & 0 & 0 & \ldots & 0 & 1 & 0 & 0 & \ldots & 0 & \ldots & 1 & 0 & 0 & \ldots & 0  \tag{32.18}\\
0 & 1 & 0 & \ldots & 0 & 0 & 1 & 0 & \ldots & 0 & \ldots & 0 & 1 & 0 & \ldots & 0 \\
& & & \vdots & & & & & \vdots & & \vdots & & & & \vdots & \\
0 & 0 & 0 & \ldots & 1 & 0 & 0 & 0 & \ldots & 1 & \ldots & 0 & 0 & 0 & \ldots & 1
\end{array}\right) .
$$

$C$ has $M$ rows with $N M$ entries on each row. The first row of $C$ in Eq. 32.18 has ones in positions $1,(M+1), \ldots,(N-1) * M+1$; thesecond row hasonesin positions $2,(M+2), \ldots,(N-1) * M+2$, etc. Equation 32.17 can be solved using Lagrange multipliers [18]. This optimization problem can alternatively be posed as an inverse problem.

### 32.2.2 C onstrained Adaptive Beamforming Formulated as an I nverse Problem

Using a similar cost function and the same constraint, the system can be formulated as an inverse problem [19]. The function to be optimized, $W^{T} R_{X X} W=0$, can be approximated by $X^{T} W=0$. This, combined with the constraint in Eq. 32.17 is written as:

$$
\left(\begin{array}{ccccccc}
x_{1} & \ldots & x_{M} & \ldots & x_{(N-1) * M+1} & \ldots & x_{N * M}  \tag{32.19}\\
1 & \ldots & 0 & \ldots & 1 & \ldots & 0 \\
& \vdots & & \vdots & & \vdots & \\
0 & \ldots & 1 & \ldots & 0 & \ldots & 1
\end{array}\right) *\left(\begin{array}{c}
w_{11} \\
\vdots \\
w_{1 M} \\
\vdots \\
w_{N 1} \\
\vdots \\
w_{N M}
\end{array}\right)=\left(\begin{array}{c}
0 \\
f_{1} \\
\vdots \\
f_{M}
\end{array}\right)
$$

$$
\begin{equation*}
A W=F \tag{32.20}
\end{equation*}
$$

This equation can besolved with any techniquethat can invert a matrix. Thereareseveral problems in solving Eq. 32.20. In general, the equation can be inconsistent. In addition, the system is rank deficient. Further, traditional methodsused to solveEq. 32.20 arenot robust to errors such as roundoff errors in digital computers, measurement inaccuracies, and noise corruption. In the least squares solution (Eq. 32.6), the noise amplification is dictated by the condition number of the error matrix, i.e., the ratio of the highest and the lowest eigenvalues of $E$. In the extreme case when $\lambda_{\min }=0$, the system is rank-deficient. In such cases, the pseudo-inverse solution can be used.

Any matrix $A$ can be written using the singular value decomposition as

$$
A=U D V^{T}
$$

where

$$
D=\left(\begin{array}{cccc}
\sigma_{1} & 0 & \ldots & 0 \\
0 & \sigma_{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma_{N}
\end{array}\right)
$$

then,

$$
A^{-1}=V D^{-1} U^{T}
$$

where

$$
D^{-1}=\left(\begin{array}{cccc}
\frac{1}{\sigma_{1}} & 0 & \ldots & 0 \\
0 & \frac{1}{\sigma_{2}} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \frac{1}{\sigma_{N}}
\end{array}\right)
$$

$\sigma_{i}^{2}, i=1, \ldots, N$ aretheeigenvalues of $A A^{T}$. Thematrices $U$ and $V$ aremadeup of the eigenvectors of $A A^{T}$ and $A^{T} A$, respectively.

Extending this definition to rank-deficient matrices, the pseudo-inverse can be written as

$$
A^{\dagger}=V D^{\dagger} U^{T},
$$

where

$$
D^{\dagger}=\left(\begin{array}{cccccc}
\frac{1}{\sigma_{1}} & 0 & & \ldots & & 0 \\
0 & \frac{1}{\sigma_{2}} & & \ldots & & 0 \\
0 & 0 & \ldots & \frac{1}{\sigma_{r}} & & \ldots \\
& & & & 0 & \\
& & & & & 0
\end{array}\right)
$$

where $r$ is the rank of the matrix $A$.
The rank-deficient system has infinite number of solutions. The pseudo-inverse solution can be shown to bethe least squares solution with minimum energy. It can also be viewed as the projection of the least squares solution in the range space of $A$. An iterative technique called the Row Action Projection (RAP) algorithm [4, 19] can be used to solve Eq. 32.20.

## Row Action Projection

An effective way to find a solution for Eq. 32.20 is to use the RAP method [4], which has been shown to be effective in providing a fast and stable solution to a system of simultaneous equations. Traditional least squares methods need a block of data to calculate the estimate. M ost of these methods demand a lot of memory and processing power. RAP operates on only one row at a time, which makes it a useful sample-by-samplemethod in adaptivesignal processing. Further, the matrix $A$ in Eq. 32.20 is a sparse matrix. RAP has been shown to be effective in solving systems with sparse matrices [4].

For a given system of equations,

$$
\begin{aligned}
a_{01} w_{1}+a_{02} w_{2}+\ldots+a_{0, N M} w_{N M} & =f_{0} \\
a_{11} w_{1}+a_{12} w_{2}+\ldots+a_{1, N M} w_{N M} & =f_{1} \\
\ldots & =\ldots \\
a_{M 1} w_{1}+a_{M 2} w_{2}+\ldots+a_{M, N M} w_{N M} & =f_{M},
\end{aligned}
$$

each equation can be viewed as a "hyperplane" in $N M$ dimensional space. If a unique solution exists, then it is at the point of intersection of all the hyperplanes. If the equations are inconsistent or ill-defined, then the solution set is a region in space.

The RAP method defines an iterative method to arrive at a point in the solution set and is as follows: Starting from an initial guess $W^{0}$, the algorithm iterates over all the equations by repeatedly projecting the solution on the hyperplanes represented by the equations. At step $i+1$ the weight vector is updated as:

$$
\begin{equation*}
W^{i+1}=W^{i}+\lambda \frac{e_{i}}{\left\|\mathbf{a}_{p}\right\|^{2}} \mathbf{a}_{p} \tag{32.21}
\end{equation*}
$$

where $\mathbf{a}_{\mathbf{p}}$ is the $p$ th row of $A, \lambda$ is the step size, and

$$
\begin{equation*}
e_{i}=f_{p}-\mathbf{a}_{\mathbf{p}}^{\top} \mathbf{w}^{\mathbf{i}} \tag{32.22}
\end{equation*}
$$

is the error at the $i$ th iteration. At the $i$ th iteration, we use the $p$ th row, where $p=i \bmod (M+1)$, i.e., we cycle over all the equations.

The RAP method is a special case of the Projection onto Convex Sets (POCS) algorithm.
The geometrical interpretation of the above algorithm is given in Fig. 32.5. Each equation is modeled as a hyperplane in the solution space. Here, in the figure, it is shown as a line. The initial


FIGURE 32.5: Geometrical interpretation of RAP.
guess is projected onto the first hyperplane to obtain the second guess. This point is again projected onto the next hyperplane to get the third guess. It can be shown that by repeated projection on to the hyperplanes, the point converges to the solution [4]. $\lambda(0 \leq \lambda \leq 1)$ is called the relaxation parameter. It dictates how far we should proceed along the direction of the estimate. It is also a measure of confidence in the estimate, i.e., if the measurements are noisy, then usually $\lambda$ is given
a small value; if the values are relatively less noisy, then a larger value of $\lambda$ can be used to speed up convergence. The algorithm is guaranteed to converge to the actual solution (if it exists). If a solution does not exist, then the "guess" is guaranteed to converge to the pseudo-inverse solution. The pseudo-inverse solution is the least squares solution which minimizes the energy in the solution vector. The RAP method provides stable estimates at each iteration. Since the method uses only one row at a time, the system can be made adaptive, i.e., as the source moves around in the room, the system response can be varied.

For a detailed discussion of adaptive arrays, the reader is referred to [20].

### 32.2.3 Multiple Beamforming

In a highly reverberant environment, many images of the sound source fall along the bore of the beam of a single beamformer. Hence, delay-and-sum single beamformers have limited success in combating reverberation [13]. As shown earlier, the SNR improvement is poor under severe reverberation. Instead of forming a single beam on the source, many beams can be formed, each directed towards the source and its major images [13]. This is called multiple beamforming. In a multiple beamformer (Fig. 32.6), the signal-to-reverberant-noise ratio is $\frac{(B N)^{2}}{B N(K-1)}=\frac{B N}{(K-1)}$. As $B$, the number of beams, approaches $K$, the number of images, the SNR approaches $N$, or the number of microphones. Multiple beamforming, when $B=K$, can be shown to be equivalent to matched filtering.

### 32.3 Matched Filtering

Matched filtering techniques can be applied to microphone arrays for dereverberation. In this technique, each microphone output is filtered by a causal approximation of the time reverse of the impulse response to that microphone[13]. Thus, if $g_{i}(n)$ istheimpulse responseto microphone $i$, then

$$
\begin{equation*}
h_{i}(n)=g_{i}\left(n_{0}-n\right), \tag{32.23}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{i}(z)=z^{-n_{0}} G_{i}\left(\frac{1}{z}\right) . \tag{32.24}
\end{equation*}
$$

Since it is desirable for the delay $n_{0}$ to be suitably small, the time-reversed response is typically truncated. But careful choice of $n_{0}$ leads to a good compromise between delay of the system and high SNR. The matched filter can also be viewed as a special case of a multiplebeamformer, when a beam is directed at every image, and when the output of the $i$ th microphone contributing to the beam directed to the $j$ th image is weighted by $\frac{1}{d_{i j}}$, where $d_{i j}$ is the distance of the $i$ th microphonefrom the $j$ th image. Figure 32.7 shows the principle of a matched filter. The SNR analysis of a matched filter is similar to the multiple beamformer when $B=K$.

Thus, for a source $s(n)$ located at the focal point, the output of the system is

$$
\begin{equation*}
o(n)=s(n) *\left\{\sum_{i=1}^{N} g_{i}(n) * g_{i}\left(n_{0}-n\right)\right\} \tag{32.25}
\end{equation*}
$$

and the output for a source away from the focus is

$$
\begin{equation*}
o(t)=s(t) *\left\{\sum_{i=1}^{N} g_{i}^{\prime}(n) * g_{i}\left(n_{0}-n\right)\right\}, \tag{32.26}
\end{equation*}
$$



## Output of B beams for impuise source at focus.



FIGURE 32.6: A multiple beamformer. (Source: Flanagan, J.L., Surendran, A.C., and Jan, E.-E., Spatially selective sound capture for speech and audio processing, Speech Commun., 13: 207-222, 1993. With kind permission of Elsevier Science- NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands).


FIGURE 32.7: Principle of a matched filter. (Source: Flanagan, J.L., Surendran, A.C., and Jan, E.-E., Spatially selective sound capture for speech and audio processing, Speech Commun., 13: 207-222, 1993. With kind permission of Elsevier Science- NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands).
where $g_{i}^{\prime}(n)$ is the impulse response for a source located away from the focus. So, additional to mitigating reverberation, matched filters provide volume selectivity, i.e., a focal volume of retrieval, which depends on the spatial correlation of the impulse responses $g_{i}(n)$. Using microphone arrays instead of a single microphone provides not only a smoother frequency response [22], but also a higher SNR improvement, which, even in the worst case, asymptotically approaches $N$, the number of sensors used [13]. Since each individual matched filter seeks to smooth out the spectral minima dueto other matched filters, it is desirablethat the matched filters at each microphone be as different as possible. This is a motivation to use a random distribution of sensors [22].

The aim of the matched filter is to maximize the power of the output of the array for a source located at the focus and minimize the power of off-focus sources. This is an important property, which we shall contrast with the exact inverse discussed in the next section.

The power of matched filtering in mitigating reverberation and suppressing interfering noise is demonstrated through examples in Section 32.5 . Figure 32.11 shows the response of a matched filter system. It is clear that thematched filter response is similar to, but cannot beexactly, an ideal impulse, i.e., it cannot provide an exact inverse to the room transfer function. Next, we discuss a method that can provide an exact inverse to the room transfer function.

### 32.4 Diophantine Inverse Filtering Using the Multiple Input-Output (MINT) Model

M iyoshi and Kaneda [23] proposed a novel method to find the exact inverse of a point in a room by using multiple inputs and outputs, each input-output pair modeled by an FIR system. For example, a two-input single-output system is described by the two speaker-to-single-microphone responses, $G_{1}(z)$ and $G_{2}(z)$. The inputs need to be pre-processed by the two FIR filters, $H_{1}(z)$ and $H_{2}(z)$, such that

$$
\begin{equation*}
H_{1}(z) G_{1}(z)+H_{2}(Z) G_{2}(Z)=1 \tag{32.27}
\end{equation*}
$$

This is a Diophantine equation which has an infinite number of solutions. That is, if $H_{1}(z)$ and $\mathrm{H}_{2}(z)$ satisfy Eq. 32.27, then

$$
\begin{align*}
& H_{1}^{\prime}=H_{1}(z)+G_{2}(z) K(z)  \tag{32.28}\\
& H_{2}^{\prime}=H_{2}(z)-G_{1}(z) K(z), \tag{32.29}
\end{align*}
$$

where $K(z)$ is an arbitrary polynomial, is also a solution for Eq. 32.27. But, if $G_{1}(z)$ and $G_{2}(z)$ do not have common zeros in the z-plane, and if the orders of $H_{1}(z)$ and $H_{2}(z)$ are less than that of $G_{2}(z)$ and $G_{1}(z)$, respectively, by Euclid's theorem, a unique solution is guaranteed to exist [23, 24].

The above system can be used with a microphone array for dereverberation (Fig. 32.1). The problem is to find $H_{i}(z), i=1,2, . ., N$ such that

$$
\begin{equation*}
G_{1}(z) H_{1}(z)+G_{2}(z) H_{2}(z)+\ldots+G_{N}(z) H_{N}(z)=1 . \tag{32.30}
\end{equation*}
$$

As the number of microphones in the array increases, thechances that all the $G_{i}(z)$ ssharea common zero in the z-plane diminishes. This assures that the multiple microphone system yields a unique and exact solution.

In time domain, the previous expression can be written as:

$$
\begin{equation*}
d(k)=g_{1}(k) * h_{1}(k)+\cdots+g_{N}(k) * h_{N}(k), \tag{32.31}
\end{equation*}
$$

where $N$ is the number of microphones. Now,

$$
\left(\begin{array}{ccccccc}
g_{1}(0) & & & & g_{N}(0) & & \\
g_{1}(1) & & & & g_{N}(1) & &  \tag{32.33}\\
\vdots & \cdots & 0 & \cdots & \vdots & \cdots & 0 \\
g_{1}(m) & \cdots & g_{1}(0) & \cdots & g_{N}(l) & \cdots & g_{N}(0) \\
0 & \cdots & g_{1}(1) & \cdots & 0 & \cdots & g_{N}(1) \\
0 & \cdots & \vdots & \cdots & 0 & \cdots & \vdots \\
& & g_{1}(m) & & & & g_{N}(l)
\end{array}\right)\left(\begin{array}{c}
h_{1}(0) \\
\vdots \\
h_{1}(i) \\
\vdots \\
h_{N}(0) \\
\vdots \\
h_{N}(k)
\end{array}\right)=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right),\left(\begin{array}{lll}
G_{1} & \cdots & \left.G_{N}\right)\left(\begin{array}{c}
H_{1} \\
\vdots \\
H_{N}
\end{array}\right)=D
\end{array}\right.
$$

Thus,

$$
\left(\begin{array}{c}
H_{1}  \tag{32.34}\\
\vdots \\
H_{N}
\end{array}\right)=\left(\begin{array}{lll}
G_{1} & \cdots & \left.G_{N}\right)^{-1} D
\end{array}\right.
$$

TheRAP algorithm described on page 32-9 is an effectivemethod to solveEq. 32.34. In the M INT modeling, even if the different $G_{i}(z)$ share a common zero, RAP can provide a stable inverse. Even if the data are "noisy", or if the system is ill-conditioned, the algorithm is guaranteed to converge. From computer simulations, it can be shown that the solution converges very fast (see Fig. 32.8). Hence, the system can adapt to the varying conditions without having to recal culate the FIR filters.

Figure 32.8 shows the rate of convergence of theRAP algorithm when the number of microphones in the array is varied. The results suggest that increasing the number of microphones used in the array increases the speed of convergence and also provides more accurate results.

### 32.5 Results

In this section, computer simulations are presented to demonstrate the effect of matched filtering and the Diophantine inverse filtering method. A room ( $20 \times 16 \times 5 \mathrm{~m}$ in size) was simulated using the image model [10]. The source was located at ( $14,9.5,1.7$ ) m. 5th order images were assumed and wall reflectivity was assumed to be $\alpha=0.1$. Sensor spacing was considered to be 40 cm . A large spacing between sensors was chosen to make the impulse responses as dissimilar as possible.

The SN R of the output was calculated using the formula:

$$
\begin{equation*}
S N R(d B)=10 \log _{10} \frac{\sum s(n)^{2}}{\sum(y(n)-s(n))^{2}} \tag{32.35}
\end{equation*}
$$

where $s(n)$ is the input speech signal and $y(n)$ is the output speech signal. The two signals are sufficiently staggered to account for the delay in the processing.

The signal-to-noise ratios were calculated as follows:

| No. of mics | SNR |
| :---: | :---: |
| 2 | 15 dB |
| 3 | 27 dB |
| 4 | 37 dB |



FIGURE 32.8: Rate of convergence of RAP for calculating the exact inverse filters.

For comparison, the SNR gains of a single beamforming, multiple beamforming, and matched filter linear arrays using five microphones are presented below. The multiple beamformer has one beam directed at each image of the source.

| M ethod | SNR |
| :---: | :---: |
| Single beamformer | -1 dB |
| Multiple beamformer | 11 dB |
| M atched filter | 13 dB |

Figure 32.9 shows the impulse response of the room using an unsteered array system consisting of four microphones. Figures 32.10 and 32.11 are the system responses of a single beamformer and the matched filter. The matched filter system response is a much better approximation of an ideal impulse than the single beamformer. But the tail of the response is still significant compared to the exact inverse system (Fig. 32.12) whose final response is very close to an ideal impulse.


FIGURE 32.9: Impulse response of a room (images up to 5th order are used).

For obtaining the same SN R gain, the exact inverse requires a lesser number of microphones than either the matched filter or the multiple beamformer. The Diophantine inverse filtering method does not suffer from the effects of spatial aliasing that may affect traditional beamformers using periodically spaced microphones. Finding the exact inverse is also more computationally intensive than matched filtering or multiple beamforming.

### 32.5.1 Speaker Identification

A simple speaker identification experiment was done to test the acoustic fidelity of the exact inverse system. The dimensions of the simulated room, the location of the source and the other conditions was assumed to be identical to the experiment reported in the previous section. A part of the TIMIT database with 38 speakers, all from the New England area, was used. Five sentences were used for


FIGURE 32.10: Response of a single beamformer for a source located on the axis.
training and five were used for testing. Twelve cepstral vectors were used and a Learning Vector Quantizer (LVQ) was used for identification [25].

| Speaker identification accuracy for the exact inverse system: |  |  |  |
| :---: | :---: | :---: | :---: |
| Testing data |  |  |  |
| Training data | CLS (\%) | One mic (\%) | Array output (\%) |
| CLS | 91.6 | 36.3 | 90 |
| Array output |  |  | 92.6 |


| Speaker identification accuracy for the exact inverse system when an interfering Gaussian noise source at <br> 15 dB signal-to-competing noise ratio is present: |  |  |  |
| :---: | :---: | :---: | :---: |
| Testing data |  |  |  |
| Training data | CLS (\%) | One mic (\%) | Array output (\%) |
| CLS | 91.6 | 14.2 | 9.5 |
| Array output |  |  | 49 |

The identification accuracy when trained and tested on clean speech recorded through a close talking microphone (CLS) was $91.6 \%$. The performance dropped to $36.3 \%$ when the same system was tested on a single microphone located at the center of the array. Once the Diophantine inverse filtering was used to clean up the speech, the performance jumped back to $90 \%$. The identification accuracy when the system was trained and tested on the Diophantine inverse filtered output was 92.6\%.

But the performance was poor even in the presence of modest interference. When a Gaussian noise source at 15 dB signal-to-competing noise ratio levels was introduced at ( $3.0,5.0,1.0$ ) m , the performance on the output of the exact inverse filtering system (9.5\%) was worse than the single


FIGURE 32.11: Response of a matched filtering system for a source located at the focus.
microphone( $14.2 \%$ ). Under matched training and testing conditions, the performance of the exact inverse system was significantly lower (49\%).

Recently, speaker identification results were reported on the output of a matched-filtered system [26]. The room dimensions and conditions were similar to the ones in this report and the data sets used for training and testing were the same. The performance under matched conditions for close talking microphone was $94.7 \%$ and for the matched filtered output was $88.4 \%$. In the presence of an interfering sourceproducing Gaussian noise at 15 dB signal-to-competing noiseratio levels, the performance when trained on close talking microphone and tested on the matched filtered output was $80 \%$; the performance when trained and tested on the matched filtered output in the presence of noise was approximately 88\% [26].

From these results, it is clear that though the exact inverse filtering outperforms the matched filter under clean conditions, it performs significantly poorer when there are interfering noise sources. This can be attributed to the fact that the exact inverse system attempts to maximize the signal-toreverberant noiseratio (SRNR) for a source at the focus. Though it maximizes theSRNR for a source at the focus and lowers the SRNR for any source located away from the focus, it does not guarantee that the contribution of interfering source to the output power will also be lowered. Figure 32.13 showstheimpulseresponse of theexact inversesystem for thelocation of theinterfering noise source. It is clear that the SNR of the source at this location would be poor (the effective response does not look like an ideal impulse). But the signal is effectively amplified. On the other hand, the matched filter maximizes the output power for a source located at the focus and minimizes the output power for all other sources thus providing lower signal-to-noise ratio improvement, but higher levels of spatial discrimination.


FIGURE 32.12: Response of the Diophantine inverse filtering system (the delay involved is not shown).


FIGURE 32.13: Response of the Diophantine inverse filtering system for a source located away from the focus.

### 32.6 Summary

M icrophone arrays can be successfully used in "inverting" room acoustics. A simple single beamformer is not effective in combating room reverberation, especially in the presence of interfering noise sources. Adaptive algorithms that project a null in the direction of the interferer can be used, but they introduce significant distortion in the main signal. Constrained adaptive arrays mitigate this problem but they are of limited capability in severely reverberant environments. Processing algorithms such as multiple beamforming and matched filtering, combined with three-dimensional array of sensors, though only providing an approximation to the inverse, give robust dereverberant systemsthat provideselectivity in a spatial volumeand thusimmunity from interfering noise sources. An exact inverse using Diophantine inverse filtering using the M INT model can be found. Though this method provides a higher signal-to-noise ratio for a source at the focus, it does not provide immunity from noise interference that the matched filtering can offer. Speaker identification results are provided that substantiate the performance analysis of these systems.
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### 33.1 Introduction

A synthetic aperture radar (SAR) is a radar sensor that provides azimuth resolution superior to that achievablewith its real beam by synthesizing alongapertureusing platform motion. Thegeometry for theproduction of theSAR imageisshown in Fig. 33.1. TheSAR isused to generatean electromagnetic map of the surface of the earth from an airborne or spaceborne platform. This electromagnetic map of thesurfacecontainsinformation that can beused to distinguish different types of objectsthat make up the surface. The sensor is called a synthetic aperture radar because a synthetic aperture is used to achieve the narrow beamwidth necessary to get a high cross-range resolution. In SAR imagery the two dimensions are range (perpendicular to the sensor) and cross-range (parallel to the sensor). The range resolution is achieved using a high bandwidth pulsed waveform. The cross-range resolution is achieved by making use of the forward motion of the radar platform to synthesize a long aperture giving a narrow beamwidth and high cross-range resolution. The pulse returns collected along this synthetic aperture are coherently combined to create the high cross-range resolution image. A SAR sensor is advantageous compared to an optical sensor because it can operate day and night through clouds, fog, and rain, as well as at very long ranges. At very low nominal operating frequencies, less than 1 GHz , the radar even penetrates foliage and can image objects below the tree canopy. The resolution of a SAR ground map is also not fundamentally limited by the range from the sensor to the ground. If a given resolution is desired at a longer range, the synthetic aperture can simply be made longer to achieve the desired cross-range resolution.

A SAR imagemay contain "speckle" or coherent noisebecauseit resultsfrom coherent processing of the data. This speckle noise is a common characteristic of high frequency SAR imagery and reducing speckle, or building algorithms that minimize speckle, is a major part of processing SAR imagery beyond the image formation stage. Traditional techniques averaged the intensity of adjacent pixels, resulting in a smoother but lower resolution image. Advanced SAR sensors can collect multiple polarimetric and/or frequency channels where each channel contains unique information about the


FIGURE 33.1: SAR imaging geometry.
surface. Recent systems have also used elevation angle diversity to produce 3-D SAR images using interferometric techniques. In all of these techniques, some sort of averaging is employed to reduce the speckle.

The largest consumers of SAR sensors and products are the defense and intelligence communities. These communities use SAR to locate and target relocatable and fixed objects. M anmade objects, especially ones with sharp corners, have very bright signals in SAR imagery, making these objects particularly easy to locatewith aSAR sensor. A technology similar to SAR is inversesynthetic aperture radar (ISAR) which employs motion of the platform to image the target in cross-range. The ISAR data can be collected from a fixed radar platform since the target motion creates the viewing angle diversity necessary to achieve a given cross-range resolution. ISAR systems have been used to image ships, aircraft, and ground vehicles.

In addition to the defenseand intelligenceapplicationsof SAR, thereareseveral commercial remote sensing applications. Because a SAR sensor can operate day and night and in all weather, it provides the ability to collect data at regular intervals uninterrupted by natural influences. This stable source of ground mapping information is invaluable in tracking agriculture and other natural resources. SAR sensors have also been used to track oil spills (oil-coated water has a different backscatter than natural water), image underground rock formations (at some frequencies the radar will penetrate some soils), track ice conditions in the Arctic, and collect digital terrain elevation data.

Radar is an abbreviation for RAdio Detection And Ranging. Radar was developed in the 1930s and 1940s to detect and track ships and aircraft. These surveillance and tracking radars were designed so that a target was contained in a single resolution cell. The size of the resolution cell was a critical design parameter. Smaller resolution cells allowed one to determine the location of a target more accurately and increased the target-to-clutter ratio, improving the ability to detect a target. In the

1950s it was observed that one could map the ground (an extended target that takes up more than one resolution cell) by mounting the radar on the side of an aircraft and building a surface map from the radar returns. High range resolution was achieved by using a short pulse or high bandwidth waveform. The cross-range resolution was limited by the size of the antenna, with the cross-range resolution roughly proportional to $R / L_{a}$ where $R$ is the range from the sensor to the ground and $L_{a}$ is the length of the antenna. The physical length of the antenna was constrained, limiting the resolution. In 1951, Carl Wiley of the Goodyear Aircraft Corporation noted that the reflectionsfrom two fixed targets in the antenna beam, but at different angular positions relative to the velocity vector of the platform, could be resolved by frequency analysis of the along track (or cross-range) signal spectrum. Wiley simply observed that each target had different Doppler characteristics because of its relative position to the radar platform and that one could exploit theDoppler to separatethe targets. The Doppler effect is, of course, the change in frequency of a signal transmitted or received from a moving platform discovered by Christian J. Doppler in 1853:

$$
f_{d}=\nu / \lambda
$$

where $f_{d}$ is the Doppler shift, $v$ is the radial velocity between the radar and target, and $\lambda$ is the radar wavelength. While the Doppler effect had been used in radar processing before the 1950s to separate moving targets from stationary ground clutter, Wiley's contribution was to discover that with a sidelooking airborne radar (SLAR), Doppler could beused to improve the cross-range spatial resolution of the radar. Other early work on SAR was done independently of Wiley at the University of Illinois and the University of Michigan during the 1950s. Thefirst demonstration of SAR mapping was done in 1953 by the University of Illinois by performing frequency analysis of data collected by a radar operating at a $3-\mathrm{cm}$ wavelength from a C-46 aircraft. Much work has been accomplished perfecting SAR hardware and processing algorithms since the first demonstration. For a much more detailed description of the history of SAR including the development of focused SAR, phase compensation techniques, calibration techniques, and autofocus, see the recent book by Curlander and McDonough [1].

Before offering a brief description of some processing approaches for forming, enhancing, and interpreting SAR imagery, we give two examples of existing SAR systems and their applications. The firstsystem istheShuttleImagingRadar (SIR) developed by theNASA Jet Propulsion Laboratory (JPL) and flown on several space shuttle missions. This system was designed for non-military collection of geographic data. The second example is the Advanced Detection Technology Sensor (ADTS) built by the Loral Corporation for the MIT Lincoln Laboratory. The ADTS sensor was designed to demonstrate the capability of a SAR to detect and classify military targets. Table 33.1 contains the basic parameters for theADTS and SIR SAR systems al ong with details on several other SAR systems.

Figure 33.2 shows an exampleimageformed from data collected by theSIR SAR. TheJPL engineers describethis image as follows:

Thisisaradar imageof M ount Rainier in Washington state... Thisimagewasacquired by the Spaceborne Imaging Radar-C and X-band Synthetic Aperture Radar (SIR-C/XSAR) aboard the space shuttle Endeavor on its 20th orbit on October 1, 1994. The area shown in the image is approximately 59 kilometers by 60 kilometers ( 36.5 miles by 37 miles). North is toward the top left of the image, which was composed by assigning red and green colors to the L-band, horizontally transmitted and vertically received, and theL-band, horizontally transmitted and vertically received. Blue indicates theC-band, horizontally transmitted and vertically received. In addition to highlightingtopographic slopes facing the space shuttle, SI R-C records rugged areas as brighter and smooth areas as darker. The scene was illuminated by the shuttle's radar from the northwest so that northwest-facing slopes are brighter and southeast-facing slopes are dark. Forested regions are pale green in color; clear cuts and bare ground are bluish or purple; ice is

TABLE 33.1 Example SAR Systems

| Platform | Bands polarization | $\begin{aligned} & \text { Resolution } \\ & (\mathrm{m}) \end{aligned}$ | Swath width | Interferometry |
| :---: | :---: | :---: | :---: | :---: |
| JPL AIRSAR | C, L, P-Full | 4 | 10-18 km | Cross track L,C <br> Along track L,C |
| SIR-C/X-SAR | C, L-Full, X - VV | $30 \times 30$ | 15-90 | Multi-pass |
| ERIM IFSARE | X-HH | $2.5 \times 0.8$ | 10 km | Cross track |
| ERIM DCS | X-Full | $<1$ | 1 km | Cross track |
| M IT LL ADTS | Ka (33 GHz)-Full | 0.33 | 400 m | Multi-pass |
| NORDEN G11 | Ku-VV | 1,3 | 5 km | 3 Along track 3 Cross track Phase centers |
| SRI UWB | $100-300 \mathrm{M} \mathrm{Hz}$, | $1 \times 1$ | 400-600 m | None |
| FOLPEN 2 | $\begin{aligned} & 200-400 \mathrm{M} \mathrm{~Hz} \\ & 300-500 \mathrm{M} \mathrm{~Hz} \\ & \mathrm{HH} \end{aligned}$ |  |  |  |
| LORAL UHF M SAR | $\begin{aligned} & 500-800 \mathrm{MHz}, \\ & \text { Full } \end{aligned}$ | $0.6 \times 0.6$ | 280 m | None |
| NAWC P-3 | C, L, X-Full | $1.5 \times 0.7$ | 5 km | Along track X, C |
| NAWC P-3 UWB Upgrade | $\begin{aligned} & 600 \mathrm{M} \mathrm{~Hz} \text {-Full } \\ & \text { tunableover 200- } \\ & 900 \mathrm{MHz} \end{aligned}$ | $0.33 \times 0.66$ | 930 km | None |
| $\begin{aligned} & \text { Tier II + UAV } \\ & \text { SAR } \end{aligned}$ | X | 1 and 0.3 | 10 km | None |


#### Abstract

dark green and white. The round cone at the center of the image is the 14,435 -foot (4,399-meter) active volcano, Mount Rainier. On the lower slopes is a zone of rock ridges and rubble (purple to reddish) above coniferous forests (in yellow/green). The western boundary of M ount Rainier National Park isseen asa transition from protected, old-growth forest to heavily logged private land, a mosaic of recent clear cuts (bright purple/blue) and partially regrown timber plantations (pale blue).


Figure 33.3 is an example image collected by the ADTS system. The ADTS system operates at a nominal frequency of 33 GHz and collects fully polarimetric, $1-\mathrm{ft}$ resolution data. This image was formed using the polarimetric whitening filter (PWF) combination of three polarimetric channels to reduce the speckle noise. The output of thePWF is an estimate of radar backscatter intensity. The imagedisplayed in Fig. 33.3 is based on a false color map which maps low intensity to black followed by green, yellow, and finally white. The color map simply gives the non-color radar sensor output false colorsthat makethe low intensity shadows look black, the grass look green, the trees look yellow, and bright objects look white. This sample image was collected near Stockbridge, New York, and is of a house with an aboveground swimming pool and several junked cars in the backyard. The radar is at the top of the image looking down at a $20^{\circ}$ depression angle. The scene contains large areas of grass or crops and some foliage. Note the bright returns from the manmade objects, including the circular above-ground swimming pool, and strong corner reflector scattering from some of the cars in the backyard. Also note the relatively strong return from the foliage canopy. At this frequency the radar does not penetrate the foliage canopy. Note the shadows behind the trees where there is no radar illumination.
In this chapter on SAR algorithms, we give a brief introduction to the image formation process in Section 33.2. We review a few simple algorithms for reducing speckle noise in SAR imagery and automatic detection of manmade objects in Section 33.3. We review a few simple automatic object classification algorithms for SAR imagery in Section 33.4. This brief introduction to SAR only contains a few example algorithms. In the Section "Further Reading", we recommend some starting


FIGURE 33.2: SAR image of $M$ t. Rainier in Washington State taken from shuttle imaging radar.
points for further reading on SAR algorithms, and discuss several open issues under current research in the SAR community.

### 33.2 Image Formation

In this section, we discuss some basic principles of SAR image formation. For more detailed information about SAR image formation, the reader is directed to the references given at the end of this chapter. One fundamental scenario under which SAR data is collected is shown in Fig. 33.1. An aircraft flies in a straight path at a constant velocity and collects radar data at a boresight of $90^{\circ}$. In practice it is impossible for an aircraft to fly in a perfectly straight line at a constant velocity (at least within a wavelength), so motion (phase) compensation of the received radar signal is needed to account for aircraft perturbations. The radar on the aircraft transmits a short pulsed waveform or uses frequency modulation to achieve high range resolution imaging of the surface. The pulses collected from several positions along thetrajectory of theaircraft arecoherently combined to synthesizealong synthetic aperture in order to achieve a high cross-range resolution on the surface. In this section, we first discuss SLAR where only range processing is performed. Next, we discuss unfocused SAR where both range and cross-range processing are executed. Finally, we discuss focused SAR where "focusing" is performed in addition to range and cross-range processing to achieve the highest resoIution and best image quality. At the end of this section we briefly mention several other important


FIGURE 33.3: SAR image near Stockbridge, New York, collected by the ADTS.

SAR imageformation topicssuch as phasecompensation, clutter-lock, autofocus, spotlightSAR, and ISAR. The details of these topics can befound in [1]-[3].

### 33.2.1 Side-Looking Airborne Radar (SLAR)

SLAR is the earliest radar system for remote surveillance of a surface. These radar systems could only perform range processing to form the 2-D reflectivity map of the surface, so the cross-range resolution is limited by the real antenna beamwidth. These SLAR systems typically operated at high frequencies (microwave or millimeter-wave) to maximizethecross-range resolution. We cover SLAR systems because SLAR performs the same range processing as SAR, and the limitations of a SLAR motivate the need for SAR processing.

The resolution of a SLAR system is limited by the radar pulse width in the range dimension, and the beamwidth and slant range in the cross-range dimension:

$$
\begin{aligned}
\delta_{r} & =c T / 2 \cos \eta \\
\delta_{c r} & =R \lambda / L_{a}
\end{aligned}
$$

where we represent the approximate $3-\mathrm{dB}$ beamwidth of the antenna by $\lambda / L_{a}, \delta_{r}$ is the range resolution, $\delta_{c r}$ is the cross-range resolution, $c$ is the speed of wave propagation, $T$ is the compressed pulse width, $\eta$ is the angle between the radar beam and the surface, $R$ is the slant range to the surface, $\lambda$ is the wavelength, and $L_{a}$ is the length of the antenna.

The goal is to design theSLAR with a narrow beamwidth, short slant range, and a short pulsewidth to achievehigh resolution. In practice, the pulsewidth of the radar is limited by hardware constraints and the amount of "energy on target" required to get sufficient signal-to-noise ratio to obtain a good
image. To achieve a high range resolution without a short pulse, frequency modulation can be used to synthesize an effectively short pulse. This process of generating a narrow synthetic pulsewidth is called pulse compression. The approach is to introduce a modulation on the transmitted pulse, and then pass the received signal through a filter matched to the transmit signal modulation. The most common transmit waveforms used for pulse compression arelinear FM (or chirp) and phase coded. Some radars use a digital version of linear FM called a stepped frequency waveform.

We illustrate pulse compression with the ideal application of the linear FM waveform. The square pulse is modulated by a linear FM signal, and the resulting transmit signal is

$$
s(t)=\left\{\begin{array}{cl}
\cos \left(\omega_{0 \dagger}-\frac{1}{2} \mu \dagger^{2}\right) & |\dagger| \leq T / 2 \\
0 & |\dagger|>T / 2
\end{array}\right.
$$

where the bandwidth (frequency deviation) introduced by the linear FM is

$$
\Delta f=T \mu / 2 \pi
$$

If this transmit pulseis perfectly reflected from a stationary point target, range losses areignored, and we shift in timeto removethetwo-way delay; thereceived signal is exactly the same as the transmitted signal. The matched filter response for the transmitted signal is

$$
h(t)=\left(\frac{2 \mu}{\pi}\right)^{1 / 2} \cos \left(\omega_{0} \dagger+\frac{1}{2} \mu \dagger^{2}\right)
$$

The output of the received signal applied to the matched filter is:

$$
\Psi(\dagger)=\left(\frac{\mu T^{2}}{2 \pi}\right)^{1 / 2} \frac{\sin \left(\mu T_{\dagger} / 2\right)}{(\mu T \dagger / 2)} \operatorname{Re}\left[e^{j\left(\omega_{0} \dagger+\frac{1}{2} \mu \dagger^{2}+\pi / 4\right)}\right]
$$

This output has a mainlobe that has a $4-\mathrm{dB}$ beamwidth of $1 / \Delta f$. The resulting compressed pulse can besignificantly narrower than the width of the transmitted pulse with a pulse compression ratio of $T \Delta f$. The range resolution of the radar has been increased by this pulse compression factor and is now given by:

$$
\delta_{r} \approx c / 2 \Delta f \cos \eta
$$

Note that the range resolution in the ideal case is now completely independent of the physical width of the transmitted pulse. Performing range compression against real radar targets that Doppler shift the frequency of the receive signal introduces ambiguities resulting in additional signal processing issues that must be addressed. There is a trade-off between the ability of a radar waveform to resolve a target in range and frequency. The performance of a waveform in range-frequency space is given by its ambiguity. The ambiguity function is the output of the matched filter for the signal for which it is matched and for frequency shifted versions of that signal. The references contain a much more detailed description of ambiguity functions and radar waveform design.

Using pulse compression, a SLAR system can achieve a very high range resolution on the order of 1 ft or less, but the cross-range resolution of the SLAR is limited by the physical beamwidth of the antenna, the operating frequency, and the slant range. This cross-range resolution limitation of SLAR motivates the use of a synthetic array antenna to increase the cross-range resolution.

### 33.2.2 Unfocused Synthetic Aperture Radar

Figure 33.1 provides a good geometric description of SAR. As with SLAR, the radar platform moves along a straight linecollecting radar data from thesurface. TheSAR system goes onestep further than

SLAR by coherently combining pulses collected along the flight path to synthesize a long synthetic array. Thebeamwidth of thissynthetic apertureissignificantly narrower than the physical beamwidth (real beam) of the real antenna. The ideal synthetic beamwidth of this synthetic aperture is

$$
\theta_{B}=\lambda / 2 L_{\theta}
$$

The factor of two results from the two-way propagation from the moving platform. The unfocused SAR can beimplemented by performingFFT processingin thecross-rangedimension for thesamples in each range bin. This is simply the conventional beamformer for an array antenna. The difference between SAR and real beam radar is that the aperture samples that comprise the SAR are collected at different times by a moving platform. There are several design constraints on a SAR system, including:

- The speed of the platform and pulse repetition rate (PRF) of the radar must be mutually selected so that the sample points of the synthetic array are separated by less than $\lambda / 2$ to avoid grating lobes.
- The PRF must be selected so that the swath width is unambiguously sampled.
- A point on theground must bevisibleto theradar real beam across theentirelength of the synthetic array. This limits thesize of the real beam antenna. This constraint leads to the observation that with SAR, the smaller the real-beam antenna, the better the resolution, whereas with SLAR the larger the real-beam antenna, the better the resolution.
- The SAR assumes that a ground target has an isotropic signal across the collection angle of the radar platform as it flies along the synthetic array.

Theresolution of theunfocused SAR islimited because theslant rangeto a scatterer at afixed location on the surface changes along the synthetic aperture. If we limit the synthetic aperture to a length so that the range from every array point in the aperture to a fixed surface location differs by less than $\lambda / 8$, then the cross-range resolution of the unfocused SAR is limited to:

$$
\delta_{c r}=\sqrt{R \lambda / 2}
$$

### 33.2.3 Focused Synthetic Aperture Radar

The cross-range limitation of an unfocused SAR can be removed by focusing the data, as in optics. The focusing procedure for the SAR involves adjusting the phase of the received signal for every range sample in the image so that all of the points processed in cross-range through the synthetic beamformer appear to be at the same range. The phase error at each range sample used to form the SAR image is

$$
\Delta \phi=\frac{2 \pi}{\lambda}\left(\frac{d_{n}^{2}}{R}\right) \text { radiar }
$$

where $d_{n}$ is the cross-range distance from the beam center, $R$ is the slant range to the point on the ground from the beam center, and $\lambda$ is the wavelength. The range samples can be focused before cross-range processing by removing this phase error from the phase history data. N otethat each data point has a different phase correction based on the along-track position of the sensor and the point's range from the sensor.

When focusing is performed, the resulting SAR image resolution is independent of the slant range between the sensor and ground. This can be shown as follows:

$$
\delta_{c r}=R \theta_{s}
$$

where,

$$
\theta_{s} \approx \frac{\lambda}{2 L_{e}} \text { and } L_{e} \approx \frac{R \lambda}{L_{a}}
$$

therefore,

$$
\delta_{c r} \approx L_{a} / 2
$$

The effective beamwidth of the synthetic aperture is approximately $\lambda / 2 L_{e}$ where the factor of two comes from the two-way propagation of the energy (the exact effective beamwidth depends on the synthetic array taper used to control sidelobes). The length of the effective aperture ( $L_{e}$ ) is limited by the fact that a given scatterer on the surface must be in the mainbeam of the real radar beam for every position along the synthetic aperture. The result is that the resolution of the SAR when the data is focused is approximately $L_{a} / 2$.

SAR processing can also be developed by considering the Doppler of the radar signal from the surface as first done by Wiley in 1951. When the real beamwidth of the SAR is small, a point on the surface has an approximately linearly decreasing Doppler frequency as it passes through the main beam of the real SAR beamwidth. Thistime varying Doppler frequency has been shown to be approximately:

$$
f_{d}(t)=\frac{2 \nu^{2}\left|t-t_{0}\right|}{\lambda R}
$$

where $v$ is the velocity of the platform and $t_{0}$ is the time that the point scatterer is in the center of the main beam. The change in Doppler frequency as the point passes through the main beam is $2 v^{2} T_{d} / \lambda R$, and $T_{d}$ isthetimethat thepoint isin themain beam. Aswith linear FM pulsecompression, covered in Section 33.2.1, this Doppler signal can be processed through a filter to produce a higher cross-range resolution signal which is limited by the size of the real aperture just as with the synthetic antenna interpretation ( $\delta_{c r}=L_{a} / 2$ ). In a modern SAR system, typically both pulse compression (synthetic rangeprocessing) and asynthetic aperture(synthetic cross-rangeprocessing) areemployed. In most cases, these transformations are separable where the range processing is referred to as "fast time" processing and the cross-range processing is referred to as "slow-time" processing.

A modern SAR system requires several additional signal processing algorithms to achieve high resolution imagery. In practice, the platform does not fly a straight and level path, so the phase of the raw receive signal must be adjusted to account for aircraft perturbations, a procedure called motion compensation. In addition, since it is difficult to exactly estimate the platform parameters necessary to focustheSAR image, an autofocusalgorithm isused. This algorithm derivestheplatform parameters from the raw SAR data to focus the imagery. There is also an interpolation algorithm that converts from polar to rectangular formats for the imagery display. M ost modern SAR systems form imagery digitally using either an FFT or a bank of matched filters. Typically, a SAR will operate in either a stripmap or spotlight mode. In the stripmap mode, the SAR antenna is typically pointed perpendicular to the flight path (although it may be squinted slightly to one side). A stripmap SAR keeps its antenna position fixed and collects SAR imagery along a swath to one side of the platform. A spotlight SAR can move its antenna to point at a position on the ground for a longer period of time(thus actually achieving cross-rangeresolutions even greater than the aperture length over two). M any SAR systems support both stripmap and spotlight modes, using the stripmap mode to cover large areas of the surface in a slightly lower resolution mode, and spotlight modes to perform very high resolution imaging of areas of high interest.

### 33.3 SAR Image Enhancement

In this section we review a few techniques for removing speckle noise from SAR imagery. Removing the speckle can make it easier to extract information from SAR imagery and improves the visual quality.

Coherent noiseor specklecan bea major distortion in high resolution, high frequency SAR imagery. The speckle is caused when the intensity of a resolution cell results from the coherent combination of many wavefronts resulting from randomly oriented clutter surfaces within a resolution cell. These wavefronts can combine constructively or destructively resulting in intensity variations across the image. When the number of wavefronts approaches infinity (i.e., large resolution cell collected by a high frequency radar) the Rayleigh clutter model can be used to represent the speckleunder theright statistical assumptions. When thenumber of wavefronts is less than infinity, the $K$-distribution and other product models do a better job of theoretically and empirically modeling the clutter.

When the combination of the radar system design and clutter properties results in images that contain largeamounts of speckle, it isdesirableto perform additional processingto reducethespeckle. One approach for speckle reduction is to noncoherently spatially average adjacent resolution cells, sacrificing resolution for the speckle reduction. This spatial averaging can be performed as a part of the image formation analogous to the Bartlett method of spectral estimation. Another approach for reducing speckle is to average across polarimetric channels if multiple polarimetric channels are available.

The polarimetric whitening filter (PWF) reduces the speckle content while preserving the image resolution. The PWF was derived by Novak et al. [5] as a quadratic filter that minimizes a specific speckle metric (defined as the ratio of the clutter standard deviation to its mean). The PWF first whitens the polarimetric data with respect to the clutter's polarimetric covariance, and then noncoherently averages across the polarimetric channels. This whitening filter essentially diagonalizes the covariance matrix of the complex backscatter vector $[H H, H V, V V]^{T}$, such that the resulting new linear polarization basis $\left[H H^{\prime}, H V^{\prime}, V V^{\prime}\right]^{T}$ has equal power in each component, where:

$$
\left[\begin{array}{c}
H H^{\prime}  \tag{33.1}\\
H V^{\prime} \\
V V^{\prime}
\end{array}\right]=\left[\begin{array}{c}
H H \\
\frac{H V}{\sqrt{\varepsilon}} \\
\frac{V V-\rho^{*} \sqrt{\gamma} H H}{\sqrt{\gamma\left(1-|\rho|^{2}\right)}}
\end{array}\right]
$$

where

$$
\begin{equation*}
\varepsilon=\frac{E\left(|H V|^{2}\right)}{E\left(|H H|^{2}\right)}, \gamma=\frac{E\left(|W|^{2}\right)}{E\left(|H H|^{2}\right)}, \rho=\frac{E\left(H H \cdot W^{*}\right)}{\sqrt{E\left(|H H|^{2}\right) \cdot E\left(|W|^{2}\right)}} \tag{33.2}
\end{equation*}
$$

The polarization scattering matrix (using a linear-polarization basis) can then be expressed as

$$
\left.\sum=\sigma_{H H} \begin{array}{c}
\lceil  \tag{33.3}\\
\\
\mid \\
\\
\lfloor \\
\\
\rho^{*} \sqrt{\gamma} \\
\hline
\end{array}\right)
$$

The pixel intensity (power) is then derived through non-coherent averaging of the power in each of the new polarization components,

$$
\begin{equation*}
Y=|H H|^{2}+\left|\frac{H V}{\sqrt{\varepsilon}}\right|^{2}+\left|\frac{W-\rho^{*} \sqrt{\gamma} H H}{\sqrt{\gamma\left(1-|p|^{2}\right)}}\right|^{2} \tag{33.4}
\end{equation*}
$$

yielding a minimal speckle image at the original image resolution. Novak et al. [5] have shown that on the ADTS SAR data, the PWF reduces the clutter standard deviation by 2.0 to 2.7 dB compared with the standard deviation of single-polarimetric-channel data. The PWF has a dramatic effect on the visual quality of the SAR imagery and the performance of automatic detection and classification
algorithms applied to SAR images. The PWF does not take into account the effect of the speckle reduction operation on target signals. It only minimizes the clutter. There has been recent work on polarimetric speckle reduction filters that both reduce the clutter speckle while preserving the target signal. Fig. 33.4 shows the three polarimetric channels and the resulting PWF image for an ADTS SAR chip of a target-like object.


FIGURE 33.4: Polarimetric processing of SAR data to reduce speckle.

### 33.4 Automatic Object Detection and Classification in SAR Imagery

SAR algorithmic tasks of high interest to the defenseand intelligence communities include automatic target detection and recognition (ATD/R). Since SAR imagery has very different target and clutter characteristics as compared with visual and infrared imagery, uniquely designed ATD/R algorithms are required for SAR data. In this section, we describe a few basic ATD/R algorithms that have been developed for high resolution, high frequency SAR imagery ( 10 GHz or above) [6, 7, 8].

Performing target detection and classification against remote sensing imagery and, in particular, SAR imagery is very different from the classical pattern recognition problem. In theclassical pattern recognition problem, we have models defining $N$ classes, and the goal is to design a classifier to separate sensor data into one of the $N$ classes. In SAR target classification, the imagery contains regions of diffuse clutter which can be represented to some degree by models, but the imagery also contains a possibly uncountable set of target-like discrete unknown and unmodelable objects. The goal is to reject both the diffuse clutter and the unknown discrete objects and to classify the target
objects. This need to handle the unknown object means that the classifier must have the unknown class as a possible outcome of the classifier. Since the unknown class cannot be modeled, most SAR ATR systems solve the problem by employing a distance metric to compare the sensor data with models for each target of interest, and if the distance is too great, the data is classified as an unknown object.

Another design issuefor aSAR ATD/R system istheneed to process hundreds of square kilometers of data in near real-time to be of practical benefit. One widely used approach for solving this computational problem is to use a simple focus-of-attention or pre-detection algorithm to reject most of the diffuse clutter and pass only regions of interest (ROI), including all of the targets. These ROIs arethen processed through a set of computationally more complicated classifiers which classify objects in the ROIs as one of the targets or as an unknown object.

In high frequency SAR imagery most target signatures have extremely bright peaks caused by physical corners on the target. One effective pre-detection technique involves applying a single pixel detector to find the bright pixels caused by corner reflectors on the targets. Since the background clutter power is unknown and varies across the image, we cannot simply use a thresholding operation to find these bright pixels. One approach for handling the unknown clutter power is to estimate it from clutter samples surrounding a test pixel. This approach for target detection is referred to as a constant false alarm rate (CFAR) detector because with the proper clutter and target models, it can be shown that the output of the detector has a constant false alarm rate in the presence of unknown clutter parameters. Fig. 33.5 depicts one design for a CFAR template. The clutter parameters are estimated using the auxiliary samples along a box with a test sample in the center. This test sample may or may not be on a target. The size of the box containing the auxiliary samples is sized so that the auxiliary samples do not overlap a target when the test sample is on the target. We also need to keep the size of the box containing the auxiliary samples as small as possible, so that we get a good local estimate of the clutter parameters. With these design constraints, a good choice for the CFAR template is just over twice the maximum dimension of the targets of interest.


FIGURE 33.5: CFAR template.

One of theseCFAR algorithms, first developed by Goldstein [9], is referred to as thetwo parameter CFAR or the log- $t$ test:

$$
\frac{\log x-\frac{1}{N} \sum_{i=1}^{N} \log y_{i}}{\sqrt{\frac{1}{N-1} \sum_{i=1}^{N}\left(\log y_{i}-\frac{1}{N} \sum_{i=1}^{N} \log y_{i}\right)^{2}}} \stackrel{\begin{array}{c}
H_{1} \\
> \\
H_{0}
\end{array} t . t+{ }_{c}}{H_{0}}
$$

where $x$ is the test sample, and $y_{1}, \ldots, y_{N}$ are the auxiliary samples. This test is performed for
every pixel in the SAR scene and the output is thresholded with the threshold $t$. When $N$ is large, the test statistic is approximately Gaussian if the SAR data is log normally distributed. In this case, Gaussian statistics can be used to determine the threshold for a given probability of false alarm. In practice, it is much more accurate to determine the threshold with a set of training data. This is primarily a corner reflector detector, and the output will almost always get morethan one detection per target. In practice, a simple clustering algorithm can be used based on the size of the targets and the expected spacing of targets to get one detection per target and reduce the number of false alarms which are usually also clustered. The two-parameter CFAR test is one example of a simple SAR target detector. Researchers have also developed more sophisticated ordered statistic detectors, multi-polarimetric channel detectors, and feature-based discriminators to get improved SAR target detector performance [6, 7, 8].

This simple pre-detector gets a large number of false alarms (hundreds per square kilometer in single polarimetric channel, one foot resolution imagery) [5]. In order to further reduce the false alarm rate and classify the targets, further processing is necessary on the output of the predetector. One widely used approach for performing this classification operation is to apply a linear filter bank classifier to the ROIs identified by the pre-detector. Researchers have developed a large number of approaches for designing these linear filter bank classifiers including spatial matched filters [7], synthetic discriminant functions [7], and vector quantization/learning vector quantization [8]. The simplest approach is to build the spatial matched filters by breaking the target into angle subclasses, and averaging the training signatures in a given angle subclass to represent that subclass. In practice, thetemplates must benormalized becausethe absolute energy of a given target signatureis unknown. The exact location of a target in the ROI is also unknown, so the matched filter must be applied for every possible spatial position of the target. This is performed more efficiently in the frequency domain as follows:

$$
\rho_{i j}=\max \left\{F F T^{-1}\left[F F T\left(\mathbf{t}_{i j}\right) \cdot F F T(\mathbf{x})^{*}\right]\right\}
$$

where $\mathbf{x}$ is a ROI and $\mathbf{t}_{i j}$ is the spatial matched filter representing the $i$ th target and the $j$ th angle subclass of that target. The $\rho_{i j}$ is computed for every anglesubclass of every target, and themaximum represents the estimate of the correct target and angle subclass. The output can be thresholded to reject false alarms. In practice the level of the threshold is determined by testing on both target and false alarm data.

In this section, we have reviewed a few basic concepts in SAR ATD/R. For a much more detailed treatment of this topic, consult the references and the recommended further reading given below.
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## Further Reading and Open Research Issues

A very brief overview of SAR with afew examplealgorithmsisgiven here. Theitemsin thereferencelist give a more detailed treatment of thetopics covered in this chapter. SAR is a very activeresearch topic. Articles on SAR algorithms are regularly published in many journals and conferences, including:

Journals
IEEE Transactions on Aerospace and Electronic Systems, IEEE Transactions on Geoscience and Remote Sensing, IEEE Transactions on Antennas and Propagation, IEEE Transactions on Signal Processing, and IEEE Transactions on Image Processing.

## Conferences

IEEE National Radar Conference, IEEE International Radar Conference, and the International Society for Optical Engineering (SPIE) has several SAR Conferences.

There are numerous open areas of research on SAR signal processing al gorithms including:

- Still developing an understanding of the utility and applications of multi-polarimetric, multi-frequency, and 3-D SAR.
- Performance/robustness of model-based image formation not completely understood.
- Performance/robustness of different detection, discrimination, and classification algorithms given radar, clutter, and target parameters not completely understood.
- No fundamental theoretical understanding of performancelimitations given radar, clutter, and target parameters (i.e., no Shannon theory).
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### 34.1 Introduction

In this chapter we consider a class of iterative restoration algorithms. If $\boldsymbol{y}$ is the observed noisy and blurred signal, $\boldsymbol{D}$ the operator describing the degradation system, $\boldsymbol{x}$ the input to the system, and $\boldsymbol{n}$ the noise added to the output signal, the input-output relation is described by [3,51]

$$
\begin{equation*}
y=D x+n . \tag{34.1}
\end{equation*}
$$

Henceforth, boldface lower-case letters represent vectors and boldface upper-case letters represent a general operator or a matrix. Theproblem, therefore, to besolved istheinverse problem of recovering $\boldsymbol{x}$ from knowledge of $\boldsymbol{y}, \boldsymbol{D}$, and $\boldsymbol{n}$. Although the presentation will refer to and apply to signals of any dimensionality, the restoration of greyscale images is the main application of interest.

There are numerous imaging applications which are described by Eq. (34.1) [3, 5, 28, 36, 52]. D, for example, might represent a model of the turbulent atmosphere in astronomical observations with ground-based telescopes, or a model of the degradation introduced by an out-of-focus imaging device. $\boldsymbol{D}$ might also represent the quantization performed on a signal, or a transformation of it, for reducing the number of bits required to represent the signal (compression application).

The success in solving any recovery problem depends on the amount of the available prior information. This information refers to properties of the original signal, the degradation system (which is in general only partially known), and the noise process. Such prior information can, for example, be represented by the fact that the original signal is a sample of a stochastic field, or that the signal is "smooth," or that the signal takes only nonnegative values. Besides defining the amount of prior information, the ease of incorporating it into the recovery algorithm is equally critical.

After the degradation model is established, the next step is theformulation of a solution approach. This might involve the stochastic modeling of the input signal (and the noise), the determination of the model parameters, and the formulation of a criterion to be optimized. Alternatively it might involve the formulation of a functional to be optimized subject to constraints imposed by the prior information. In the simplest possible case, the degradation equation defines directly the solution approach. For example, if $\boldsymbol{D}$ is a square invertible matrix, and the noise is ignored in Eq. (34.1), $\boldsymbol{x}=\boldsymbol{D}^{-1} \boldsymbol{y}$ isthedesired uniquesolution. In most cases, however, thesolution of Eq. (34.1) represents an ill-posed problem [56]. Application of regularization theory transforms it to a well-posed problem which provides meaningful solutions to the original problem.

There are a large number of approaches providing solutionsto the image restoration problem. For recent reviews of such approaches refer, for example, to [5,28]. The intention of this chapter is to concentrate only on a specific type of iterative algorithm, the successive approximation algorithm, and its application to thesignal and image restoration problem. The basic form of such an algorithm is presented and analyzed first in detail to introduce the reader to the topic and address the issues involved. M ore advanced forms of the algorithm are presented in subsequent sections.

### 34.2 Iterative Recovery Algorithms

Iterative algorithms form an important part of optimization theory and numerical analysis. They date back at least to the Gauss years, but they also represent a topic of active research. A large part of any textbook on optimization theory or numerical analysis deals with iterative optimization techniques or algorithms [43, 44]. In this chapter we review certain iterative algorithms which have been applied to solving specific signal recovery problems in the last 15 to 20 years. We will briefly present some of the more basic algorithms and also review some of the recent advances.

A very comprehensivepaper describingthevarioussignal processinginverseproblemswhich can be solved bythesuccessiveapproximationsiterativealgorithm isthepaper by Schafer et al. [49]. Thebasic idea behind such an algorithm isthat the solution to theproblem of recovering a signal which satisfies certain constraints from its degraded observation can be found by the alternate implementation of the degradation and the constraint operator. Problems reported in [49] which can be solved with such an iterative algorithm are the phase-only recovery problem, the magnitude-only recovery problem, thebandlimited extrapolation problem, theimagerestoration problem, and thefilter design problem [10]. Reviews of iterative restoration algorithms are also presented in [7, 25]. There are certain advantages associated with iterative restoration techniques, such as [25, 49]: (1) there is no need to determine or implement the inverse of an operator; (2) knowledge about the solution can be incorporated into the restoration process in a relatively straightforward manner; (3) the solution process can be monitored as it progresses; and (4) the partially restored signal can be utilized in determining unknown parameters pertaining to the solution.

In the following we first present the development and analysis of two simple iterative restoration algorithms. Such algorithms are based on a simpler degradation model, when the degradation is linear and spatially invariant, and thenoiseis ignored. Thedescription of such algorithms is intended to provide a good understanding of the various issues involved in dealing with iterative algorithms. We then proceed to work with the matrix-vector representation of the degradation model and the iterative algorithms. The degradation systems described now arelinear but not necessarily spatially
invariant. The relation between the matrix-vector and scalar representation of the degradation equation and theiterative solution is also presented. Various forms of regularized solutions and the resulting iterations are briefly presented. As it will become clear, the basic iteration is the basis for any of the iterations to be presented.

### 34.3 Spatially Invariant Degradation

### 34.3.1 Degradation Model

Let us consider the following degradation model

$$
\begin{equation*}
y(i, j)=d(i, j) * x(i, j), \tag{34.2}
\end{equation*}
$$

where $y(i, j)$ and $x(i, j)$ represent, respectively, the observed degraded and original image, $d(i, j)$ the impulse response of the degradation system, and $*$ denotes two-dimensional (2D) convolution. We rewrite Eq. (34.2) as follows

$$
\begin{equation*}
\Phi(x(i, j))=y(i, j)-d(i, j) * x(i, j)=0 . \tag{34.3}
\end{equation*}
$$

The restoration problem, therefore, of finding an estimate of $x(i, j)$ given $y(i, j)$ and $d(i, j)$ becomes the problem of finding a root of $\Phi(x(i, j))=0$.

### 34.3.2 Basic Iterative Restoration Algorithm

The following identity holds for any value of the parameter $\beta$

$$
\begin{equation*}
x(i, j)=x(i, j)+\beta \Phi(x(i, j)) \tag{34.4}
\end{equation*}
$$

Equation (34.4) forms the basis of the successive approximation iteration by interpreting $x(i, j)$ on the left-hand side as the solution at the current iteration step and $x(i, j)$ on the right-hand side as the solution at the previous iteration step. That is,

$$
\begin{align*}
x_{0}(i, j) & =0 \\
x_{k+1}(i, j) & =x_{k}(i, j)+\beta \Phi\left(x_{k}(i, j)\right) \\
& =\beta y(i, j)+(\delta(i, j)-\beta d(i, j)) * x_{k}(i, j), \tag{34.5}
\end{align*}
$$

where $\delta(i, j)$ denotes the discrete delta function and $\beta$ the relaxation parameter which controls the convergence as well as the rate of convergence of the iteration. Iteration (34.5) is the basis of a large number of iterative recovery algorithms, some of which will be presented in the subsequent sections $[1,14,17,31,32,38]$. This is the reason it will be analyzed in quite some detail. What differentiates the various iterative algorithms is the form of the function $\Phi(x(i, j))$. Perhaps the earliest reference to iteration (34.5) was by Van Cittert [61] in the 1930s. In this case the gain $\beta$ was equal to one. Jansson et al. [17] modified the Van Cittert algorithm by replacing $\beta$ with a relaxation parameter that depends on the signal. Also Kawataet al. [31, 32] used Eq. (34.5) for image restoration with a fixed or a varying parameter $\beta$.

### 34.3.3 Convergence

Clearly if a root of $\Phi(x(i, j))$ exists, this root is a fixed point of iteration (34.5), that is $x_{k+1}(i, j)=$ $x_{k}(i, j)$. It is not guaranteed, however, that iteration (34.5) will converge even if Eq. (34.3) has one or more solutions. Let us, therefore, examine under what conditions (sufficient conditions) iteration (34.5) converges. Let us first rewrite it in the discrete frequency domain, by taking the 2D discreteFourier transform (DFT) of both sides. It should bementioned here that the arrays involved in iteration (34.5) are appropriately padded with zeros so that the result of 2D circular convolution equals the result of 2D linear convolution in Eq. (34.2). The required padding by zeros determines the size of the 2D DFT. Iteration (34.5) then becomes

$$
\begin{align*}
X_{0}(u, v) & =0 \\
X_{k+1}(u, v) & =\beta Y(u, v)+(1-\beta D(u, v)) X_{k}(u, v) \tag{34.6}
\end{align*}
$$

where $X_{k}(u, v), Y(u, v)$, and $D(u, v)$ represent respectively the 2D DFT of $x_{k}(i, j), y(i, j)$, and $d(i, j)$, and $(u, v)$ the discrete 2D frequency lattice. We express next $X_{k}(u, v)$ in terms of $X_{0}(u, v)$. Clearly,

$$
\begin{align*}
X_{1}(u, v)= & \beta Y(u, v) \\
X_{2}(u, v)= & \beta Y(u, v)+(1-\beta D(u, v)) \beta Y(u, v) \\
= & \sum_{\ell=0}^{1}(1-\beta D(u, v))^{\ell} \beta Y(u, v) \\
& \cdots \cdots \cdots \\
\cdots & \cdots \cdots, \sum_{\ell=0}^{k-1}(1-\beta D(u, u))^{\ell} \beta Y(u, v) \\
X_{k}(u, v)= & \frac{1-(1-\beta D(u, v))^{k}}{1-(1-\beta D(u, v))} \beta Y(u, v)  \tag{34.7}\\
= & \left(1-(1-\beta D(u, v))^{k}\right) X(u, v)
\end{align*}
$$

if $D(u, v) \neq 0$. For $D(u, v)=0$,

$$
\begin{equation*}
X_{k}(u, v)=k \cdot \beta Y(u, v)=0 \tag{34.8}
\end{equation*}
$$

since $Y(u, v)=0$ at the discretefrequencies $(u, v)$ for which $D(u, v)=0$. Clearly, from Eq. (34.7) if

$$
\begin{equation*}
|1-\beta D(u, v)|<1 \tag{34.9}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} X_{k}(u, v)=X(u, v) \tag{34.10}
\end{equation*}
$$

Having a closer look at the sufficient condition for convergence, Eq. (34.9), it can be rewritten as

$$
\begin{align*}
|1-\beta \operatorname{Re}\{D(u, v)\}-\beta \operatorname{Im}\{D(u, v)\}|^{2} & <1 \\
\Rightarrow(1-\beta \operatorname{Re}\{D(u, v)\})^{2}+(\beta \operatorname{Im}\{D(u, v)\})^{2} & <1 . \tag{34.11}
\end{align*}
$$

Inequality (34.11) defines the region inside a circle of radius $1 / \beta$ centered at $c=(1 / \beta, 0)$ in the $(\operatorname{Re}\{D(u, v)\}, \operatorname{Im}\{D(u, v)\})$ domain, as shown in Fig. 34.1. From this figure it is clear that the left half-plane is not included in the region of convergence. That is, even though by decreasing $\beta$ thesize


FIGURE 34.1: Geometric interpretation of the sufficient condition for convergence of the basic iteration, where $c=(1 / \beta, 0)$.
of the region of convergence increases, if the real part of $D(u, v)$ is negative, the sufficient condition for convergence cannot be satisfied. Therefore, for the class of degradations that this is the case, such as the degradation due to motion, iteration (34.5) is not guaranteed to converge.

The following form of (34.11) results when $\operatorname{Im}\{D(u, v)\}=0$, which means that $d(i, j)$ is symmetric

$$
\begin{equation*}
0<\beta<\frac{2}{D_{\max }(u, v)}, \tag{34.12}
\end{equation*}
$$

where $D_{\max }(u, v)$ denotes the maximum value of $D(u, v)$ over all frequencies $(u, v)$. If we now also take into account that $d(i, j)$ is typically normalized, i.e., $\sum_{i, j} d(i, j)=1$, and represents a low pass degradation, then $D(0,0)=D_{\max }(u, v)=1$. In this case (34.11) becomes

$$
\begin{equation*}
0<\beta<2 \tag{34.13}
\end{equation*}
$$

From the above analysis, when the sufficient condition for convergence is satisfied, the iteration convergesto theoriginal signal. Thisisalso theinversesolution obtained directly from thedegradation equation. That is, by rewriting Eq. (34.2) in the discrete frequency domain

$$
\begin{equation*}
Y(u, v)=D(u, v) \cdot X(u, v), \tag{34.14}
\end{equation*}
$$

we obtain, for $D(u, v) \neq 0$,

$$
\begin{equation*}
X(u, v)=\frac{Y(u, v)}{D(u, v)} . \tag{34.15}
\end{equation*}
$$

An important point to bemadehereis that, unliketheiterativesolution, theinversesolution (34.15) can beobtained without imposing any requirementson $D(u, v)$. That is, even if Eq. (34.2) or (34.14) has a unique solution, that is, $D(u, v) \neq 0$ for all $(u, v)$, iteration (34.5) may not converge if the sufficient condition for convergence is not satisfied. It is not, therefore, the appropriate iteration to solve the problem. Actually iteration (34.5) may not offer any advantages over the direct implementation of the inverse filter of Eq. (34.15) if no other features of the iterative algorithms are used, as will be explained later. The only possible advantage of iteration (34.5) over Eq. (34.15) is that the noise amplification in the restored image can be controlled by terminating the iteration before convergence, which represents another form of regularization. The effect of noise on the quality of the restoration has been studied experimentally in [47]. An iteration which will converge to the inverse solution of Eq. (34.2) for any $d(i, j)$ is described in the next section.

### 34.3.4 Reblurring

Thedegradation Eq. (34.2) can bemodified so that the successive approximationsiteration converges for a larger class of degradations. That is, the observed data $y(i, j)$ are first filtered (reblurred) by a system with impulse response $d^{*}(-i,-j)$, where * denotes complex conjugation [33]. The degradation Eq. (34.2), therefore, becomes

$$
\begin{align*}
\tilde{y}(i, j)=y(i, j) * d^{*}(-i,-j) & =d^{*}(-i,-j) * d(i, j) * x(i, j) \\
& =\tilde{d}(i, j) * x(i, j) \tag{34.16}
\end{align*}
$$

If we follow the same steps as in the previous section substituting $y(i, j)$ by $\tilde{y}(i, j)$ and $d(i, j)$ by $\tilde{d}(i, j)$ the iteration providing a solution to Eq. (34.16) becomes

$$
\begin{align*}
x_{0}(i, j)= & 0 \\
x_{k+1}(i, j)= & x_{k}(i, j)+\beta d^{*}(-i,-j) *\left(y(i, j)-d(i, j) * x_{k}(i, j)\right) \\
= & \beta d^{*}(-i,-j) * y(i, j)+(\delta(i, j) \\
& \left.-\beta d^{*}(-i,-j) * d(i, j)\right) * x_{k}(i, j) . \tag{34.17}
\end{align*}
$$

Now, the sufficient condition for convergence, corresponding to condition (34.9), becomes

$$
\begin{equation*}
\left.|1-\beta| D(u, v)\right|^{2} \mid<1 \tag{34.18}
\end{equation*}
$$

which can be always satisfied for

$$
\begin{equation*}
0<\beta<\frac{2}{\max _{u, v}|D(u, v)|^{2}} \tag{34.19}
\end{equation*}
$$

The presentation so far has followed a rather simple and intuitive path, hopefully demonstrating some of the issues involved in developing and implementing an iterative algorithm. We move next to the matrix-vector formulation of the degradation process and the restoration iteration. We borrow results from numerical analysis in obtaining the convergence results of the previous section but also moregeneral results.

### 34.4 Matrix-Vector Formulation

What became clear from the previous sections is that in applying the successive approximations iteration the restoration problem to be solved is brought first into the form of finding the root of a function (see Eq. (34.3)). In other words, a solution to the restoration problem is sought which satisfies

$$
\begin{equation*}
\Phi(\boldsymbol{x})=0, \tag{34.20}
\end{equation*}
$$

where $\boldsymbol{x} \in \mathcal{R}^{N}$ is the vector representation of the signal resulting from the stacking or ordering of the original signal, and $\Phi(\boldsymbol{x})$ represents a nonlinear in general function. The row-by-row from left-to-right stacking of an image $x(i, j)$ is typically referred to as lexicographic ordering.

Then thesuccessive approximationsiteration which might provideus with a solution to Eq. (34.20) is given by

$$
\begin{align*}
\boldsymbol{x}_{0} & =0 \\
\boldsymbol{x}_{k+1} & =\boldsymbol{x}_{k}+\beta \Phi\left(\boldsymbol{x}_{k}\right) \\
& =\Psi\left(\boldsymbol{x}_{k}\right) \tag{34.21}
\end{align*}
$$

Clearly if $\boldsymbol{x}^{*}$ is a solution to $\Phi(\boldsymbol{x})=0$, i.e., $\Phi\left(\boldsymbol{x}^{*}\right)=0$, then $\boldsymbol{x}^{*}$ is also a fixed point to the above iteration since $\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}=\boldsymbol{x}^{*}$. However, as was discussed in the previous section, even if $\boldsymbol{x}^{*}$ is the unique solution to Eq. (34.20), this does not imply that iteration (34.21) will converge. This again underlines the importance of convergence when dealing with iterative algorithms. The form iteration (34.21) takes for various forms of the function $\Phi(\boldsymbol{x})$ will be examined in the following sections.

### 34.4.1 Basic Iteration

From the degradation Eq. (34.1), thesimplest possibleform $\Phi(\boldsymbol{x})$ can take, when thenoise is ignored, is

$$
\begin{equation*}
\Phi(x)=y-D x . \tag{34.22}
\end{equation*}
$$

Then Eq. (34.21) becomes

$$
\begin{align*}
\boldsymbol{x}_{0} & =0 \\
\boldsymbol{x}_{k+1} & =\boldsymbol{x}_{k}+\beta\left(\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}_{k}\right) \\
& =\beta \boldsymbol{y}+(\mathbf{I}-\beta \boldsymbol{D}) \boldsymbol{x}_{k} \\
& =\beta \boldsymbol{y}+\mathbf{G}_{1} \boldsymbol{x}_{k}, \tag{34.23}
\end{align*}
$$

where I is the identity operator.

### 34.4.2 Least-Squares Iteration

A least-squares approach can be followed in solving Eq. (34.1). That is, a solution is sought which minimizes

$$
\begin{equation*}
M(\mathbf{x})=\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}\|^{2} . \tag{34.24}
\end{equation*}
$$

A necessary condition for $M(\boldsymbol{x})$ to have a minimum is that its gradient with respect to $\boldsymbol{x}$ is equal to zero, which results in the normal equations

$$
\begin{equation*}
\boldsymbol{D}^{T} \boldsymbol{D} \boldsymbol{x}=\boldsymbol{D}^{T} \boldsymbol{y} \tag{34.25}
\end{equation*}
$$

or

$$
\begin{equation*}
\Phi(\boldsymbol{x})=\boldsymbol{D}^{T}(\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x})=0, \tag{34.26}
\end{equation*}
$$

where ${ }^{T}$ denotes the transpose of a matrix or vector. Application of iteration (34.21) then results in

$$
\begin{align*}
\boldsymbol{x}_{0} & =0 \\
\boldsymbol{x}_{k+1} & =\boldsymbol{x}_{k}+\beta \boldsymbol{D}^{T}\left(\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}_{k}\right) \\
& =\beta \boldsymbol{D}^{T} \boldsymbol{y}+\left(\mathbf{I}-\beta \boldsymbol{D}^{T} \boldsymbol{D}\right) \boldsymbol{x}_{k} \\
& =\beta \boldsymbol{D}^{T} \boldsymbol{y}+\mathbf{G}_{2} \boldsymbol{x}_{k} . \tag{34.27}
\end{align*}
$$

It is mentioned here that the matrix-vector representation of an iteration does not necessarily determinethe way theiteration is implemented. In other words, thepointwiseversion of theiteration may be more efficient from the implementation point of view than the matrix-vector form of the iteration.

### 34.5 Matrix-Vector and Discrete Frequency Representations

When Eqs. (34.22) and (34.26) areobtained from Eq. (34.2), theresultingiterations(34.23) and (34.27), should be identical to iterations (34.5) and (34.17), respectively, and their frequency domain counterparts. This issue, of representing a matrix-vector equation in the discrete frequency domain is addressed next.

Any matrix can be diagonalized using its singular value decomposition. Finding, in general, the singular values of a matrix with no special structure is a formidable task, given also the size of the matrices involved in image restoration. For example, for a $256 \times 256$ image, $D$ is of size $64 \mathrm{~K} \times 64 \mathrm{~K}$. Thesituation issimplified, however, if the degradation model of Eq. (34.2), which represents a special case of the degradation model of Eq. (34.1), is applicable. In this case, the degradation matrix $\boldsymbol{D}$ is block-circulant [3]. This implies that the singular values of $\mathbf{D}$ arethe DFT values of $d(i, j)$, and the eigenvectors are thecomplex exponential basisfunctions of theDFT. In matrix form, this relationship can be expressed by

$$
\begin{equation*}
\boldsymbol{D}=\boldsymbol{W} \tilde{\boldsymbol{D}} \boldsymbol{W}^{-1}, \tag{34.28}
\end{equation*}
$$

where $\tilde{\boldsymbol{D}}$ is a diagonal matrix with entries theDFT values of $d(i, j)$ and $\boldsymbol{W}$ the matrix formed by the eigenvectors of $\boldsymbol{D}$. The product $\boldsymbol{W}^{-1} \boldsymbol{z}$, where $\boldsymbol{z}$ is any vector, providesuswith a vector which isformed by lexicographically ordering the DFT values of $z(i, j)$, the unstacked version of $z$. Substituting $\boldsymbol{D}$ from Eq. (34.28) into iteration (34.23) and premultiplying both sides by $\boldsymbol{W}^{-1}$, iteration (34.5) results. The same way iteration (34.17) results from iteration (34.27). In this case, reblurring, as was named when initially proposed, is nothing else than the least squares solution to the inverse problem. In general, if in a matrix-vector equation all matrices involved areblock circulant, a 2D discretefrequency domain equivalent expression can be obtained. Clearly, a matrix-vector representation encompasses a considerably larger class of degradations than the linear spatially-invariant degradation.

### 34.6 Convergence

In dealing with iterative algorithms, their convergence, as well as their rate of convergence, are very important issues. Some general convergence results will be presented in this section. These results will be presented for general operators, but also equivalent representations in the discretefrequency domain can be obtained if all matrices involved are block circulant.

The contraction mapping theorem usually serves as a basis for establishing convergence of iterative algorithms. According to it, iteration (34.21) converges to a unique fixed point $\boldsymbol{x}^{*}$, that is, a point such that $\Psi\left(\boldsymbol{x}^{*}\right)=\boldsymbol{x}^{*}$ for any initial vector if the operator or transformation $\Psi(\boldsymbol{x})$ is a contraction. This means that for any two vectors $z_{1}$ and $z_{2}$ in the domain of $\Psi(\boldsymbol{x})$ the following relation holds

$$
\begin{equation*}
\left\|\Psi\left(z_{1}\right)-\Psi\left(z_{2}\right)\right\| \leq \eta\left\|z_{1}-z_{2}\right\|, \tag{34.29}
\end{equation*}
$$

where $\eta$ isstrictly lessthan one, and $\|\cdot\|$ denotes any norm. It ismentioned herethat condition (34.29) is norm dependent, that is, a mapping may be contractive according to one norm, but not according to another.

### 34.6.1 Basic Iteration

For iteration (34.23) the sufficient condition for convergence (34.29) results in

$$
\begin{equation*}
\|\mathbf{I}-\beta \boldsymbol{D}\|<1, \quad \text { or } \quad\left\|\mathbf{G}_{1}\right\|<1 . \tag{34.30}
\end{equation*}
$$

If the $l_{2}$ norm is used, then condition (34.30) is equivalent to the requirement that

$$
\begin{equation*}
\max _{i}\left|\sigma_{i}\left(\mathbf{G}_{1}\right)\right|<1, \tag{34.31}
\end{equation*}
$$

where $\left|\sigma_{i}\left(\mathbf{G}_{1}\right)\right|$ is the absolute value of the i-th singular value of $\mathbf{G}_{1}$ [54].
The necessary and sufficient condition for iteration (34.23) to converge to a unique fixed point is that

$$
\begin{equation*}
\max _{i}\left|\lambda_{i}\left(\mathbf{G}_{1}\right)\right|<1, \quad \text { or } \quad \max _{i}\left|1-\beta \lambda_{i}(\boldsymbol{D})\right|<1, \tag{34.32}
\end{equation*}
$$

where $\left|\lambda_{i}(\boldsymbol{A})\right|$ representsthemagnitude of thei-th eigenvalueof thematrix $\boldsymbol{A}$. Clearly for a symmetric matrix $\boldsymbol{D}$ conditions (34.30) and (34.32) are equivalent. Conditions (34.29) to (34.32) are used in defining the range of values of $\beta$ for which convergence of iteration (34.23) is guaranteed.

Of special interest is the case when matrix $\boldsymbol{D}$ is singular ( $\boldsymbol{D}$ has at least one zero eigenvalue), since it represents a number of typical distortions of interest (for example, distortions due to motion, defocusing, etc). Then there is no value of $\beta$ for which conditions (34.31) or (34.32) are satisfied. In this case $\mathbf{G}_{1}$ is a nonexpansive mapping ( $\eta$ in (34.29) is equal to one). Such a mapping may have any number of fixed points (zero to infinitely many). However, a very useful result is obtained if we further restrict the properties of $\boldsymbol{D}$ (this results in no loss of generality, as it will become clear in the following sections). That is, if $\boldsymbol{D}$ is a symmetric, semi-positive definite matrix (all its eigenvalues are nonnegative), then according to Bialy's theorem [6], iteration (34.23) will converge to the minimum norm solution of Eq. (34.1), if this solution exists, plus the projection of $x_{0}$ onto the null space of $\boldsymbol{D}$ for $0<\beta<2 \cdot\|\boldsymbol{D}\|^{-1}$. The theorem provides us with the means of incorporating information about the original signal into the final solution with the use of the initial condition.

Clearly, when $\boldsymbol{D}$ is block circulant the conditions for convergence shown above can be written in the discrete frequency domain. M ore specifically, conditions (34.31) and (34.9) are identical in this case.

### 34.6.2 Iteration with Reblurring

The convergence results presented above also holds for iteration (34.27), by replacing $\mathbf{G}_{1}$ by $\mathbf{G}_{2}$ in expressions (34.30) to (34.32). If $\boldsymbol{D}^{T} \boldsymbol{D}$ is singular, according to Bialy's theorem, iteration (34.27) will converge to the minimum norm least squares solution of (34.1), denoted by $\boldsymbol{x}^{+}$, for $0<\beta<$ $2 \cdot\|\boldsymbol{D}\|^{-2}$, since $\boldsymbol{D}^{T} \boldsymbol{y}$ is in the range of $\boldsymbol{D}^{T} \boldsymbol{D}$.

The rate of convergence of iteration (34.27) is linear. If we denoteby $\boldsymbol{D}^{+}$the generalized inverse of $\boldsymbol{D}$, that is, $\boldsymbol{x}^{+}=\boldsymbol{D}^{+} \boldsymbol{y}$, then the rate of convergence of (34.27) is described by the relation [26]

$$
\begin{equation*}
\frac{\left\|\boldsymbol{x}_{k}-\boldsymbol{x}^{+}\right\|}{\left\|\boldsymbol{x}^{+}\right\|} \leq c^{k+1} \tag{34.33}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\max \left\{\left|1-\beta\|\boldsymbol{D}\|^{2}\right|, \quad\left|1-\beta\left\|\boldsymbol{D}^{+}\right\|^{-2}\right|\right\} . \tag{34.34}
\end{equation*}
$$

Theexpression for $c$ in (34.34) will also beused in Section 34.8, wherehigher order iterativealgorithms are presented.

### 34.7 Use of Constraints

Iterative signal restoration algorithms regained popularity in the 1970s due to the realization that improved solutions can be obtained by incorporating prior knowledge about the solution into the restoration process. For example, we may know in advance that $\boldsymbol{x}$ is bandlimited or space limited, or we may know on physical grounds that $\boldsymbol{x}$ can only have nonnegative values. A convenient way of expressing such prior knowledge is to define a constraint operator $\mathcal{C}$, such that

$$
\begin{equation*}
x=\mathcal{C} x, \tag{34.35}
\end{equation*}
$$

if and only if $\boldsymbol{x}$ satisfies the constraint. In general, $\mathcal{C}$ represents the concatenation of constraint operators. With the use of constraints, iteration (34.21) becomes [49]

$$
\begin{align*}
\boldsymbol{x}_{0} & =0 \\
\tilde{\boldsymbol{x}}_{k} & =\mathcal{C} \boldsymbol{x}_{k}, \\
\boldsymbol{x}_{k+1} & =\Psi\left(\tilde{\boldsymbol{x}}_{k}\right) \tag{34.36}
\end{align*}
$$

Thealready mentioned recent popularity of constrained iterative restoration algorithms is also due to the fact that solutions to a number of recovery problems, such as the bandlimited extrapolation problem [48, 49] and the reconstruction from phase or magnitude problem [49, 57], were provided with theuseof algorithms of theform (34.36) byappropriately describingthedistortion and constraint operators. These operators are defined in the discrete spatial or frequency domains. A review of the problemswhich can be solved by an algorithm of theform of (34.36) is presented by Schafer et al. [49].

The contraction mapping theorem can again be used as a basis for establishing convergence of constrained iterative algorithms. The resulting sufficient condition for convergence is that at least one of the operators $\mathcal{C}$ and $\Psi$ is contractive while the other is nonexpansive. Usually it is harder to prove convergence and determine the convergence rate of the constrained iterative al gorithm, taking also into account that some of the constraint operators arenonlinear, such as the positivity constraint operator.

### 34.7.1 The Method of Projecting Onto Convex Sets (POCS)

The method of POCS describes an alternative approach in incorporating prior knowledge about the solution into therestoration process. It reappears in the engineering literature in the early 1980s [64], and sincethen it has been successfully applied to the solution of different restoration problems (from the reconstruction from phase or magnitude [52] to the removal of blocking artifacts [62, 63], for example). According to themethod of POCS the incorporation of prior knowledgeinto the solution can be interpreted as the restriction of the solution to be a member of a closed convex set that is defined as the set of vectors which satisfy a particular property. If the constraint sets have a nonempty intersection, then a solution that belongsto the intersection set can befound by themethod of POCS. Indeed, any solution in the intersection set is consistent with the a priori constraints and, therefore, it is a feasible solution.

M ore specifically, let $Q_{1}, Q_{2}, \cdots, Q_{m}$ be closed convex sets in a finite dimensional vector space, with $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \cdots, \boldsymbol{P}_{m}$ their respective projectors. Then, the iterative procedure,

$$
\begin{equation*}
\boldsymbol{x}_{k+1}=\boldsymbol{P}_{1} \boldsymbol{P}_{2} \cdots \boldsymbol{P}_{m} \boldsymbol{x}_{k} \tag{34.37}
\end{equation*}
$$

convergesto a vector which belongsto theintersection of thesets $Q_{i}, i=1,2, \cdots, m$, for any starting vector $\boldsymbol{x}_{0}$. It is interesting to note that the resulting set intersection is also a closed convex set.

Clearly, the application of a projection operator $\boldsymbol{P}$ and the constraint $\mathcal{C}$, discussed in the previous section, express the same idea. Projection operators represent nonexpansive mappings.

### 34.8 Class of Higher Order Iterative Algorithms

One of the drawbacks of the iterative algorithms presented in the previous sections is their linear rate of convergence. In [26] a unified approach is presented in obtaining a class of iterative algorithms with different rates of convergence, based on a representation of the generalized inverse of a matrix. That is, the algorithm,

$$
\boldsymbol{x}_{0}=\beta \boldsymbol{D}^{T} \boldsymbol{y}
$$

$$
\begin{align*}
\boldsymbol{D}_{0} & =\beta \boldsymbol{D}^{T} \boldsymbol{D} \\
\Omega_{k+1} & =\sum_{i=0}^{p-1}\left(\mathbf{I}-\boldsymbol{D}_{k}\right)^{i} \\
\boldsymbol{D}_{k+1} & =\Omega_{k} \boldsymbol{D}_{k} \\
\boldsymbol{x}_{k+1} & =\Omega_{k} \boldsymbol{x}_{k}, \tag{34.38}
\end{align*}
$$

converges to the minimum norm least squares solution of Eq. (34.1), with $\boldsymbol{n}=0$. If iteration (34.38) is thought of as corresponding to iteration (34.27), then an iteration similar to (34.38) which corresponds to iteration (34.23) has also been derived [26, 41].

Algorithm (34.38) exhibits a $p$-th order of convergence. That is, the following relation holds [26]

$$
\begin{equation*}
\frac{\left\|\boldsymbol{x}_{k}-\boldsymbol{x}^{+}\right\|}{\left\|\boldsymbol{x}^{+}\right\|} \leq c^{p^{k}}, \tag{34.39}
\end{equation*}
$$

where the convergence factor $c$ is described by Eq. (34.34).
It is observed that the matrix sequences $\left\{\Omega_{k}\right\}$ and $\boldsymbol{D}_{k}$ can be computed in advance or off-line. When $\boldsymbol{D}$ is block circulant, substantial computational savings result with the use of iteration (34.38) over the linear algorithms. Questions dealing with the best order $p$ of algorithm (34.38) to be used in a given application, as well as comparisons of the trade-off between speed of computation and computational load, are addressed in [26]. One of the drawbacks of the higher order algorithms is that theapplication of constraints may lead to erroneous results. Combined adaptive or nonadaptive linear and higher order algorithms have been proposed in overcoming this difficulty [11, 26].

### 34.9 Other Forms of $\Phi(\boldsymbol{x})$

### 34.9.1 III-Posed Problems and Regularization Theory

Thetwo most basic forms of thefunction $\Phi(\boldsymbol{x})$ have only been considered so far. Thesetwo forms are represented by Eqs. (34.22) and (34.26), and are meaningful when the noisein Eq. (34.1) is not taken into account. Without ignoring thenoise, however, the solution of Eq. (34.1) represents an ill-posed problem. If the image formation process is modeled in a continuous infinite dimensional space, $\boldsymbol{D}$ becomes an integral operator and Eq. (34.1) becomes a Fredholm integral equation of the first kind. Then the solution of Eq. (34.1) is almost always an ill-posed problem [42, 45, 59, 60]. This means that the unique least-squares solution of minimal norm of (34.1) does not depend continuously on the data, or that a bounded perturbation (noise) in the data results in an unbounded perturbation in the solution, or that the generalized inverse of $\boldsymbol{D}$ is unbounded [42]. The integral operator $\boldsymbol{D}$ has a countably infinite number of singular values that can be ordered with their limit approaching zero [42]. Since the finite dimensional discrete problem of image restoration results from the discretization of an ill-posed continuous problem, the matrix $\boldsymbol{D}$ has (in addition to possibly a number of zero singular values) a cluster of very small singular values. Clearly, thefiner thediscretization (the larger the size of $\boldsymbol{D}$ ) the closer thelimit of the singular values is approximated. Therefore, although the finite dimensional inverse problem is well posed in the least-squares sense[42], theill-posedness of the continuous problem translates into an ill-conditioned matrix $\boldsymbol{D}$.

A regularization method replaces an ill-posed problem by a well-posed problem, whose solution is an acceptable approximation to the solution of the given ill-posed problem [39, 56]. In general, regularization methods aim at providing solutions which preserve the fidelity to the data but also satisfy our prior knowledge about certain properties of thesolution. A class of regularization methods associates both theclass of admissiblesolutions and theobservation noisewith random processes [12]. Another class of regularization methods regards the solution as a deterministic quantity. We give examples of this second class of regularization methods in the following.

### 34.9.2 Constrained Minimization Regularization Approaches

M ost regularization approaches transform the original inverse problem into a constrained optimization problem. That is, a functional needs to be optimized with respect to the original image and possibly other parameters. By using the necessary condition for optimality, the gradient of the functional with respect to the original image is set equal to zero, therefore determining the mathematical form of $\Phi(\boldsymbol{x})$. The successive approximations iteration becomes in this case a gradient method with a fixed step (determined by $\beta$ ). We briefly mention next the general form of some of the commonly used functionals.

## Set Theoretic Formulation

With this approach the problem of solving Eq. (34.1) is replaced by the problem of searching for vectors $\boldsymbol{x}$ which belong to both sets [21, 25, 27]

$$
\begin{equation*}
\|\boldsymbol{D} \boldsymbol{x}-\boldsymbol{y}\| \leq \epsilon, \tag{34.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{C} \boldsymbol{x}\| \leq E, \tag{34.41}
\end{equation*}
$$

where $\epsilon$ is an estimate on the data accuracy (noise norm), $E$ a prescribed constant, and $\boldsymbol{C}$ a highpass operator. Inequality (34.41) constrains the energy of the signal at high frequencies, therefore requiring that the restored signal is smooth. On the other hand, inequality (34.40) requires that the fidelity to the available data is preserved.

Inequalities (34.40) and (34.41) can be respectively rewritten as [25, 27]

$$
\begin{equation*}
\left(\boldsymbol{x}-\boldsymbol{x}^{+}\right)^{T} \frac{\boldsymbol{D}^{T} \boldsymbol{D}}{\epsilon^{2}}\left(\boldsymbol{x}-\boldsymbol{x}^{+}\right) \leq 1 \tag{34.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{x}^{T} \frac{\boldsymbol{C}^{T} \boldsymbol{C}}{E_{2}} \boldsymbol{x} \leq 1, \tag{34.43}
\end{equation*}
$$

where $\boldsymbol{x}^{+}=\boldsymbol{D}^{+} \boldsymbol{y}$. That is, each of them represents an $N$-dimensional ellipsoid, where $N$ is the dimensionality of the vectors involved. The intersection of the two ellipsoids (assuming it is not empty) is also a convex set but not an ellipsoid. The center of one of the ellipsoids which bounds the intersection can bechosen as the solution to the problem [50]. Clearly, even if the intersection is not empty, the center of the bounding ellipsoid may not belong to the intersection, and, therefore, a posterior test is required. The equation the center of one of the bounding ellipsoids is satisfying is given by [25, 27]

$$
\begin{equation*}
\Phi(\boldsymbol{x})=\left(\boldsymbol{D}^{T} \boldsymbol{D}+\alpha \boldsymbol{C}^{T} \boldsymbol{C}\right) \boldsymbol{x}-\boldsymbol{D}^{T} \boldsymbol{y}=0 \tag{34.44}
\end{equation*}
$$

where $\alpha$, the regularization parameter, is equal to $(\epsilon / E)^{2}$.

## Projection Onto Convex Sets (POCS) Approach

Iteration (34.37) can also beapplied in findingasolution which belongsto both ellipsoids(34.42) and (34.43). The respective projections $P_{1} \boldsymbol{x}$ and $P_{2} \boldsymbol{x}$ are defined by [25]

$$
\begin{gather*}
\mathbf{P}_{1} \boldsymbol{x}=\boldsymbol{x}+\lambda_{1}\left(\mathbf{I}+\lambda_{1} \boldsymbol{D}^{T} \boldsymbol{D}\right)^{-1} \boldsymbol{D}^{T}(\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x})  \tag{34.45}\\
\mathbf{P}_{2} \boldsymbol{x}=\left[\mathbf{I}-\lambda_{2}\left(\mathbf{I}+\lambda_{2} \boldsymbol{C}^{T} \boldsymbol{C}\right)^{-1} \boldsymbol{C}^{T} \boldsymbol{C}\right] \boldsymbol{x}, \tag{34.46}
\end{gather*}
$$

where $\lambda_{1}$ and $\lambda_{2}$ need to bechosen so that conditions (34.42) and (34.43) are satisfied, respectively. Clearly, a number of other projection operators can be used in (34.37) which force the signal to exhibit certain known a priori properties expressed by convex sets.

## A Functional Minimization Approach

The determination of the value of the regularization parameter is a critical issue in regularized restoration. A number of approaches for determining its value are presented in [13]. If only one of the parameters $\epsilon$ or $E$ in (34.40) and (34.41) isknown, a constrained least-squaresformulation can be followed [9, 15]. With it, the size of one of the ellipsoids is minimized, subject to the constraint that the solution belongs to the surface of the other ellipsoid (the one defined by the known parameter). Following the Lagrangian approach, which transforms the constrained optimization problem into an unconstrained one, the following functional is minimized

$$
\begin{equation*}
M(\alpha, \boldsymbol{x})=\|\boldsymbol{D} \boldsymbol{x}-\boldsymbol{y}\|^{2}+\alpha\|\boldsymbol{C} \boldsymbol{x}\|^{2} . \tag{34.47}
\end{equation*}
$$

The necessary condition for a minimum is that the gradient of $M(\alpha, \boldsymbol{x})$ is equal to zero. That is, in this case

$$
\begin{equation*}
\Phi(\boldsymbol{x})=\nabla_{\boldsymbol{x}} M(\alpha, \boldsymbol{x})=\left(\boldsymbol{D}^{T} \boldsymbol{D}+\alpha \boldsymbol{C}^{T} \boldsymbol{C}\right) \boldsymbol{x}-\boldsymbol{D}^{T} \boldsymbol{y} \tag{34.48}
\end{equation*}
$$

which is identical to (34.44), with the only difference that $\alpha$ now is not known, but needs to be determined.

## Spatially Adaptive Iteration

Spatially adaptive image restoration is the next natural step in improving the quality of the restored images. Therearevarious waysto arguetheintroduction of spatial adaptivity, themost commonly used ones being the nonhomogeneity or nonstationarity of the imagefield and the properties of thehuman visual system. In either case, thefunctional to beminimized takestheform [22, 23, 34]

$$
\begin{equation*}
M(\alpha, \boldsymbol{x})=\|\boldsymbol{D} \boldsymbol{x}-\boldsymbol{y}\|_{\boldsymbol{W}_{1}}^{2}+\alpha\|\boldsymbol{C} \boldsymbol{x}\|_{\boldsymbol{W}_{2}}^{2}, \tag{34.49}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\Phi(\boldsymbol{x})=\nabla_{\boldsymbol{x}} M(\alpha, \boldsymbol{x})=\left(\boldsymbol{D}^{T} \boldsymbol{W}_{1}^{T} \boldsymbol{W}_{1} \boldsymbol{D}+\alpha \boldsymbol{C}^{T} \boldsymbol{W}_{2}^{T} \boldsymbol{W}_{2} \boldsymbol{C}\right) \boldsymbol{x}-\boldsymbol{D}^{T} \boldsymbol{W}_{1} \boldsymbol{y} \tag{34.50}
\end{equation*}
$$

The choice of the diagonal weighting matrices $\boldsymbol{W}_{1}$ and $\boldsymbol{W}_{2}$ can be justified in various ways. In [16, 22, 23, 25] both matrices are determined by the noise visibility matrix $\boldsymbol{V}[2,46]$. That is, $\boldsymbol{W}_{1}=\boldsymbol{V}^{T} \boldsymbol{V}$ and $\boldsymbol{W}_{2}=\mathbf{I}-\boldsymbol{V}^{T} \boldsymbol{V}$. The entries of $\boldsymbol{V}$ take values between 0 and 1 . They are equal to 0 at the edges (noise is not visible), equal to 1 at the flat regions (noise is visible) and take values in between at the regions with moderate spatial activity. A study of the mapping between the level of spatial activity and the values of the visibility function appears in [11]. The weighting matrices can also bedefined by consideringthe relationship of therestoration approach presented hereto the M AP restoration approach [30]. Then, the weighting matrices $\boldsymbol{W}_{1}$ and $\boldsymbol{W}_{2}$ contain information about the nonstationarity and/or the nonwhiteness of the high-pass filtered image and noise, respectively.

## Robust Functionals

Robust functionals can be employed for the representation of both the noise and the signal statistics. They allow for the efficient suppression of a wide variety of noise processes and permit the reconstruction of sharper edges than their quadratic counterparts. In a robust set-theoretic set-up a solution is sought by minimizing [65]

$$
\begin{equation*}
M(\alpha, \boldsymbol{x})=R_{n}(\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x})+\alpha R_{x}(\boldsymbol{C} \boldsymbol{x}) . \tag{34.51}
\end{equation*}
$$

$R_{n}()$ and $R_{x}()$ are referred to as the residual and stabilizing functionals, respectively, and they are defined in terms of their kernel functions. The derivative of the kernel function is called the influence function.
$\Phi(\boldsymbol{x})$ in thiscaseequalsthegradient of $M(\alpha, \boldsymbol{x})$ in Eq. (34.51). A largenumber of robustfunctionals have been proposed in the literature. The properties of potential functions to be used in robust Bayesian estimation arelisted in [35]. A robust maximum absolute entropy and a robust minimum absolute-information functionals areintroduced in [65]. Clearly sincethefunctionals $R_{n}()$ and $R_{x}()$ aretypically nonlinear and may not beconvex, theconvergenceanalysis of iteration (34.21) or (34.36) is considerably more complicated.

### 34.9.3 Iteration Adaptive Image Restoration Algorithms

As it has become clear by now there are various pieces of information needed by any regularization algorithms in determining the unknown parameters. In the context of deterministic regularization, the most commonly needed parameter is the regularization parameter. Its determination depends on the noisestatistics and the properties of the image. With the set theoretic regularization approach, it is required that the original image is smooth, in which case a bound on theenergy of the high-pass filtered image is needed. This bound is proportional to the variance of the image in a stochastic context. In addition, knowledge of the noise variance is also required. In a M AP framework such parameters are called hyperparameters [8, 40]. Clearly, such parameters are not typically available and need to beestimated from the availablenoisy and blurred data. Varioustechniques for estimating the regularization parameter are discussed, for example, in [13].

In the following webriefly describe a new paradigm we have introduced in the context of iterative image restoration algorithms [18, 19, 20, 29, 30]. According to it, the required information by the deterministic regularization approach is updated at each restoration step, based on the partially restored image.

## Spatially Adaptive Algorithm

For the spatially adaptive algorithm we mentioned above, the proposed general form of the weighted smoothing functional whose minimization will result in a restored image is written as

$$
\begin{align*}
M_{w}\left(\lambda_{w}(\boldsymbol{x}), \boldsymbol{x}\right) & =\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}\|_{\boldsymbol{A}(\boldsymbol{x})}^{2}+\lambda_{w}(\boldsymbol{x})\|\boldsymbol{C} \boldsymbol{x}\|_{\boldsymbol{B}(\boldsymbol{x})}^{2} \\
& =\|\boldsymbol{n}\|_{\boldsymbol{A}(\boldsymbol{x})}^{2}+\lambda_{w}(\boldsymbol{x})\|\boldsymbol{C} \boldsymbol{x}\|_{\boldsymbol{B}(\boldsymbol{x})}^{2} \tag{34.52}
\end{align*}
$$

where the weighting matrices $\boldsymbol{A}(\boldsymbol{x})$ and $\boldsymbol{B}(\boldsymbol{x})$, both functions of the original image, are used to incorporate noise and image characteristics into the restoration process, respectively. The regularization parameter, also a function of $\boldsymbol{x}$, is defined in such a way as to make the smoothing functional in (34.52) convex with a unique global minimizer.

One of the $\lambda_{w}(\boldsymbol{x})$ we have proposed is given by

$$
\begin{equation*}
\lambda_{w}(\boldsymbol{x})=\frac{\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}\|_{\boldsymbol{A}(\boldsymbol{x})}^{2}}{(1 / \gamma)-\|\boldsymbol{C} \boldsymbol{x}\|_{\boldsymbol{B}(\boldsymbol{x})}^{2}} \tag{34.53}
\end{equation*}
$$

where the parameter $\gamma$ is determined from the convergence and convexity analyses.
The main objective with this approach is to employ an iterative algorithm to estimate the reguIarization parameter and the proper weighting matrices at the same time with the restored image. The available estimate of the restored image at each iteration step will be used for determining the value of the regularization parameter. That is, the regularization parameter is defined as a function of the original image (and eventually in practice of an estimate of it). Of great importance is the form of thisfunctional, so that the smoothing functional to beminimized preservesits convexity and exhibits a global minimizer. $\lambda_{w}(\boldsymbol{x})$ maps a vector $\boldsymbol{x}$ onto the positive real line. Its purpose is as before to control the relative contribution of the error term $\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}\|_{\boldsymbol{A}(\boldsymbol{x})}^{2}$, which enforces "faithfulness"
to the data, and the stabilizing functional $\|\boldsymbol{C} \boldsymbol{x}\|_{\boldsymbol{B}(\boldsymbol{x})}^{2}$, which enforces smoothness on the solution. Its dependency, however, on the original image, as well as the available data, is explicitly utilized. This dependency on the other hand is implicitly utilized in the constrained least-squares approach, according to which the minimization of $M_{w}\left(\lambda_{w}(\boldsymbol{x}), \boldsymbol{x}\right)$ and the determination of the regularization parameter $\lambda_{w}(\boldsymbol{x})$ arecompletely separate steps. The desired properties of $\lambda_{w}(\boldsymbol{x})$ and $M_{w}\left(\lambda_{w}(\boldsymbol{x}), \boldsymbol{x}\right)$ are analyzed in [20]. The relationship of the resulting forms to the hierarchical Bayesian approach towards image restoration and estimation of the regularization parameters is explored in [40].

In this case, therefore, $\Phi(\boldsymbol{x})=\nabla_{\boldsymbol{x}} M_{w}\left(\lambda_{w}(\boldsymbol{x}), \boldsymbol{x}\right)$. The successive approximations iteration after some simplifications takes the form [20,30]

$$
\begin{equation*}
\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}+\left[\boldsymbol{D}^{T} \boldsymbol{A}\left(\boldsymbol{x}_{k}\right) \boldsymbol{y}-\left(\boldsymbol{D}^{T} \boldsymbol{A}\left(\boldsymbol{x}_{k}\right) \boldsymbol{D}+\lambda_{w}\left(\boldsymbol{x}_{k}\right) \boldsymbol{C}^{T} \boldsymbol{B}\left(\boldsymbol{x}_{k}\right) \boldsymbol{C}\right) \boldsymbol{x}_{k}\right] . \tag{34.54}
\end{equation*}
$$

The information required in defining the regularization parameter and the weights for introducing the spatial adaptivity are defined based on the available information about the restored image at the $k$-th iteration step. Clearly for all this to make sense the convergence of iteration (34.54) has to be guaranteed. Furthermore, convergence to a unique fixed point, which removes the dependency of thefinal result on the initial conditions, is also desired. Theseissues areaddressed in detail in [20, 30]. A major advantage of the proposed algorithm is that the convexity of the smoothing functional and the convergence of the resulting algorithm are guaranteed regardless of the choice of the weighting matrices. Another advantageof this al gorithm isthat theproposed adaptiveal gorithm simultaneously determines the regularization parameter and the desirable weighting matrices based on the restored image at each iteration step and restores the image, without any prior knowledge.

## Frequency Adaptive Algorithm

Adaptivity is now introduced into the restoration process by using a constant smoothness constraint, but by assigning a different regularization parameter at each discrete frequency location. Wecan now "fine tune" theregularization of each frequency component, thereby achieving improved results and at thesametimespeeding up the convergenceof theiterative al gorithm. Theregularization parametersareeval uated simultaneously with therestored imagebased on thepartially restored image.

In this algorithm, the following two ellipsoids $Q E_{\boldsymbol{x}}$ and $Q E_{\boldsymbol{x} / \boldsymbol{y}}$ are used

$$
\begin{equation*}
Q E_{\boldsymbol{x}}=\left\{\boldsymbol{x} \mid\|\boldsymbol{C} \boldsymbol{x}\|_{\boldsymbol{R}} \leq E_{\boldsymbol{R}}\right\} \tag{34.55}
\end{equation*}
$$

and

$$
\begin{equation*}
Q E_{\boldsymbol{x} / \boldsymbol{y}}=\left\{\boldsymbol{x} \mid\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}\|_{\boldsymbol{P}} \leq \epsilon_{\boldsymbol{P}}\right\}, \tag{34.56}
\end{equation*}
$$

where $\boldsymbol{P}$ and $\boldsymbol{R}$ are both block-circulant weighting matrices. Then a solution which belongs to the intersection of $Q E_{\boldsymbol{x}}$ and $Q E_{\boldsymbol{x} / \boldsymbol{y}}$ is given by

$$
\begin{equation*}
\left(\boldsymbol{D}^{T} \boldsymbol{P}^{T} \boldsymbol{P} \boldsymbol{D}+\lambda \boldsymbol{C}^{T} \boldsymbol{R}^{T} \boldsymbol{R} \boldsymbol{C}\right) \boldsymbol{x}=\boldsymbol{D}^{T} \boldsymbol{P}^{T} \boldsymbol{P} \boldsymbol{y} \tag{34.57}
\end{equation*}
$$

where $\lambda=\left(\epsilon_{\mathbf{P}} / E_{\mathbf{R}}\right)^{2}$. Let us define $\boldsymbol{P}^{T} \boldsymbol{P}=\boldsymbol{B}, \boldsymbol{R}=\boldsymbol{P} \boldsymbol{C}$ and $\lambda \boldsymbol{C}^{T} \boldsymbol{C}=\boldsymbol{A}$. Then Eq. (34.57) can be written as

$$
\begin{equation*}
\boldsymbol{B}\left(\boldsymbol{D}^{T} \boldsymbol{D}+\boldsymbol{A} \boldsymbol{C}^{T} \boldsymbol{C}\right) \boldsymbol{x}=\boldsymbol{B} \boldsymbol{D}^{T} \boldsymbol{y} \tag{34.58}
\end{equation*}
$$

since all matrices are block-circulant and they therefore commute. The regularization matrix $\boldsymbol{A}$ is defined based on the set theoretic regularization as

$$
\begin{equation*}
\boldsymbol{A}=\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}\|^{2}\left[\|\boldsymbol{C} \boldsymbol{x}\|^{2} \mathbf{I}+\Delta\right]^{-1} \tag{34.59}
\end{equation*}
$$

where $\Delta$ is a block-circulant matrix used to ensure convergence. $\boldsymbol{B}$ plays the role of the "shaping" matrix [53] for maximizing the speed of convergence at every frequency component as well as for compensating for the near-singular frequency components [19].

With the above formulation, therefore,

$$
\begin{equation*}
\Phi(\boldsymbol{x})=\boldsymbol{B}\left(\left(\boldsymbol{D}^{T} \boldsymbol{D}+\boldsymbol{A} \boldsymbol{C}^{T} \boldsymbol{C}\right) \boldsymbol{x}-\boldsymbol{D}^{T} \boldsymbol{y}\right) \tag{34.60}
\end{equation*}
$$

and the successive approximations iteration (34.21) becomes

$$
\begin{equation*}
\boldsymbol{x}_{k+1}=\boldsymbol{x}_{k}+\boldsymbol{B}\left[\boldsymbol{D}^{T} \boldsymbol{y}-\left(\boldsymbol{D}^{T} \boldsymbol{D}+\boldsymbol{A}_{k} \boldsymbol{C}^{T} \boldsymbol{C}\right) \boldsymbol{x}_{k}\right] \tag{34.61}
\end{equation*}
$$

where $\boldsymbol{A}_{k}=\left\|\boldsymbol{y}-\boldsymbol{D} \boldsymbol{x}_{k}\right\|^{2}\left[\left\|\boldsymbol{C} \boldsymbol{x}_{k}\right\|^{2} \mathbf{I}+\Delta_{k}\right]^{-1}$. It is mentioned herethat iteration (34.61) can also be derived from the regularized equation

$$
\begin{equation*}
\left(\boldsymbol{D}^{T} \boldsymbol{D}+\boldsymbol{A C} \boldsymbol{C}^{T} \boldsymbol{C}\right) \boldsymbol{x}=\boldsymbol{D}^{T} \boldsymbol{y} \tag{34.62}
\end{equation*}
$$

using the generalized Landweber's iteration [53]. Since all matrices in iteration (34.61) are blockcirculant, the iteration can be written in the discrete frequency domain as

$$
\begin{equation*}
X_{k+1}(\underline{p})=X_{k}(\underline{p})+\beta(\underline{p})\left[D^{*}(\underline{p}) Y(\underline{p})-\left(|D(\underline{p})|^{2}+\lambda_{k}(\underline{p})|C(\underline{p})|^{2}\right) X_{k}(\underline{p})\right], \tag{34.63}
\end{equation*}
$$

where $\underline{p}=\left(p_{1}, p_{2}\right), 0 \leq p_{1} \leq N-1,0 \leq p_{2} \leq N-1, X_{k+1}(\underline{p})$ and $Y(\underline{p})$ represent the 2D DFT of the unstacked image estimate $\boldsymbol{x}_{k+1}$, and the noisy-blurred image $\boldsymbol{y}$ and $D(p), C(p), \beta(p)$, and $\lambda_{k}(p)$ represent 2D DFTs of the 2D sequences which form theblock-circulant mātrices $\overline{\boldsymbol{D}}, \boldsymbol{C}, \overline{\boldsymbol{B}}$, and $\boldsymbol{A}_{k}$, respectively. Since $\Delta_{k}$ is block-circulant $\lambda_{k}(\underline{p})$ is given by

$$
\begin{equation*}
\lambda_{k}(\underline{p})=\frac{\sum_{m}\left|Y(\underline{m})-D(\underline{m}) X_{k}(\underline{m})\right|^{2}}{\sum_{n}\left|C(\underline{n}) X_{k}(\underline{n})\right|^{2}+\delta_{k}(\underline{p})}, \tag{34.64}
\end{equation*}
$$

where $\delta_{k}(\underline{p})$ is the 2D DFT of the sequence which forms $\Delta_{k}$.
The allowable range of each regularization and control parameter and the convergence analysis of the iterative algorithm are developed in detail in [19]. It is shown that the algorithm has morethan two fixed points. The first fixed point is the inverse or generalized inverse solution of Eq. (34.58). The second type of fixed points are regularized approximations to the original image. Since there is more than one solution to iteration (34.63), the determination of the initial condition becomes important. It has been verified experimentally [19] that if a "smooth" imageis used for $X_{0}(\underline{p})$ almost identical fixed points result independently of $X_{0}$. The use of spectral filtering functions [ 53 ] is also incorporated into the iteration, as shown in [19].

### 34.10 Discussion

In this chapter we briefly described the application of the successive approximations-based class of iterative algorithms to the problem of restoring a noisy and blurred signal. We analyzed in some detail the simpler forms of the algorithm, while making reference to work which deals with more complicated forms of the algorithms. There are obviously a number of algorithms and issues pertaining to such algorithms which have not been addressed at all. For example, iterativealgorithms with a varying relaxation parameter $\beta$, such as the steepest descent and conjugate gradient methods, can be applied to the image restoration problem $[4,37]$. The number of iterations also represents a means for regularizing the restoration problem [55, 58]. Iterative algorithms which depend on more
than one previous restoration steps (multi-step algorithms) have also been considered, primarily for implementation reasons [24].

It is the hope and the expectation of the author that the material presented will form a good introduction to the topic for the engineer or the graduate student who would like to work in this area.
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AN IM PORTANT PROBLEM IN SIGNAL PROCESSING is the choice of how to represent a signal. It is for this reason that importance is attached to the choice of bases for the linear expansion of signals. That is, given a discrete-time signal $x(n)$ how to find $a_{i}(n)$ and $b_{i}(n)$ such that we can write

$$
\begin{equation*}
x(n)=\sum_{i}<x(n), a_{i}(n)>b_{i}(n) . \tag{VIII.1}
\end{equation*}
$$

If $b_{i}(n)=a_{i}(n)$, then (VIII.1) is the familiar orthonormal basis expansion formula [1]. Otherwise, the $b_{i}(n)$ are a set of biorthogonal functions with the property

$$
<b_{j}(n), a_{i}(n)>=\delta_{i-j} .
$$

Thefunction $\delta$ is defined such that $\delta_{i-j}=0$, unless $i=j$, in which case $\delta_{0}=1$. We shall consider cases where the summation in (VIII.1) is infinite, but restrict our attention to the case where it is
finite for the moment; that is, where we have a finite number $N$ of data samples, and so the space is finite dimensional.

We next set up the basic notation used throughout the chapter. Assume that we are operating in $C^{N}$, and that we have $N$ basis vectors, the minimum number to span the space. Since the transform is linear, it can be written as a matrix. That is, if the $\mathbf{a}_{i}^{*}$ are the rows of a matrix $\mathbf{A}$, then

$$
\mathbf{A} \cdot \mathbf{x}=\left[\begin{array}{c}
<x(n), a_{0}(n)>  \tag{VIII.2}\\
<x(n), a_{1}(n)> \\
\vdots \\
<x(n), a_{N-2}(n)> \\
<x(n), a_{N-1}(n)>
\end{array}\right]
$$

and if $\mathbf{b}_{i}$ are the columns of $\mathbf{B}$ then

$$
\begin{equation*}
\mathbf{x}=\mathbf{B} \cdot \mathbf{A} \cdot \mathbf{x} . \tag{VIII.3}
\end{equation*}
$$

Clearly $\mathbf{B}=\mathbf{A}^{-1}$; if $\mathbf{B}=\mathbf{A}^{*}$ then $\mathbf{A}$ is unitary, $b_{i}(n)=a_{i}(n)$ and we have that (VIII.1) is the orthonormal basis expansion.

Clearly the construction of bases is not difficult: any nonsingular $N \times N$ matrix will do for this space. Similarly, to get an orthonormal basis we need merely take the rows of any unitary $N \times N$ matrix, for example the identity $\mathbf{I}_{N}$. There are many reasons for desiring to carry out such an expansion. Much as Taylor or Fourier series are used in mathematics to simplify solutions to certain problems, the underlying goal is that a cleverly chosen expansion may makea given signal processing task simpler.

A major application is signal compression, where we wish to quantize the input signal in order to transmit it with as few bits as possible, while minimizing the distortion introduced. If the input vector comprises samples of a real signal, then the samples are probably highly correlated, and the identity basis (where the $i$ th vector contains 1 in the $i$ th position and is zero elsewhere) with scalar quantization will end up using many of its bits to transmit information which does not vary much from sample to sample. If we can choose a matrix $\mathbf{A}$ such that the elements of $\mathbf{A} \cdot \mathbf{x}$ are much less correlated than those of $\mathbf{x}$, then the job of efficient quantization becomes a great deal simpler [2]. In fact, the Karhunen-Loève transform, which produces uncorrelated coefficients, is known to be optimal in a mean squared error sense[2].

Sincein (VIII.1) thesignal is written as a superposition of the basis sequences $b_{i}(n)$, we can say that if $b_{i}(n)$ has most of its energy concentrated around time $n=n_{0}$, then thecoefficient $<x(n), a_{i}(n)>$ measuresto somedegreetheconcentration of $x(n)$ attime $n=n_{0}$. Equally, takingthediscreteFourier transform of (VIII.1)

$$
X(k)=\sum_{i}<x(n), a_{i}(n)>B_{i}(k)
$$

Thus, if $B_{i}(k)$ has most of its energy concentrated about frequency $k=k_{0}$, then $<x(n), a_{i}(n)>$ measures to some degree the concentration of $X(k)$ at $k=k_{0}$. This basis function is mostly localized about the point ( $n_{0}, k_{0}$ ) in the discrete-timediscrete-frequency plane. Similarly, for each of the basis functions $b_{i}(n)$ we can find the area of thediscrete-timediscrete-frequency planewhere most of their energy lies. All of the basis functionstogether will effectively cover the plane, because if any part were not covered there would be a "hole" in the basis, and we would not be able to completely represent all sequences in the space. Similarly the localization areas, or tiles, corresponding to distinct basis functions should not overlap by too much, since this would represent a redundancy in the system.

Choosinga basiscan then beloosely thought of aschoosing sometiling of thediscrete-timediscretefrequency plane. For example, Fig. VIII. 1 shows the tiling corresponding to various orthonormal bases in $C^{64}$. The horizontal axis represents discrete-time, and the vertical axis discrete-frequency. Naturally, each of the diagrams contains 64 tiles, since this is the number of vectors required for a


FIGURE VIII.1: Examples of tilings of the discrete-time discrete frequency plane; time is the horizontal axis, frequency the vertical. (a) The identity transform. (b) Discrete Fourier transform. (c) Finite length discrete wavelet transform. (d) Arbitrary finitelength transform.
basis, and each tile can be thought of as containing 64 points out of the total of $64^{2}$ in this discretetime discrete frequency plane. Thefirst is the identity basis, which has narrow vertical strips astiles, since the basis sequences $\delta(n+k)$ are perfectly localized in time, but have energy spread equally at all discrete frequencies. That is, the tile is one discrete-time point wide and 64 discrete-frequency points long. The second, shown in Fig. VIII.1(b), corresponds to the discrete Fourier transform basis vectors $e^{j 2 \pi i n / N}$; these of course are perfectly localized at the frequencies $i=0,1, \cdots N-1$, but have equal energy at all times (i.e., 64 points wide, one point long). Figure VIII.1(c) shows the tiling corresponding to a discrete orthogonal wavelet transform (or logarithmic subband coder) operating over a finite length signal. Figure VIII.1(d) shows the tiling corresponding to a discrete orthogonal wavelet packet transform operating over a finite length signal, with arbitrary splits in time and frequency; construction of such schemes is discussed in Section 7.1. In Fig. VIII.1(c) and (d), the tiles have varying shapes but still contain 64 points each.

It should be emphasized that the localization of the energy of a basis function to the area covered by one of the tiles is only approximate. In practice, of course, we will always deal with real signals, and in general we will restrict the basis functions to be real also. When this is so, $\mathbf{B}^{*}=\mathbf{B}^{T}$ and the basis is orthonormal provided $\mathbf{A}^{T} \mathbf{A}=\mathbf{I}=\mathbf{A A}^{T}$. Of the bases shown in Fig. VIII. 1 only the discrete Fourier transform will beexcluded with this restriction. Onecan, however, consider a real transform which has many properties in common with theDFT, for examplethediscreteH artley transform [3].

While the above description was given in terms of finite-dimensional signal spaces, the interpre-
tation of the linear transform as a matrix operation, and the tiling approach remains essentially unchanged in the case of infinite length discrete-time signals. In fact, for bases with the structure we desire, construction in the infinite-dimensional case is easier than in the finite-dimensional case. Themodifications necessary for the transition from $R^{N}$ to $l^{2}(R)$ arethat an infinitenumber of basis functions is required instead of $N$, the matrices $\mathbf{A}$ and $\mathbf{B}$ become doubly infinite, and thetilings are in the discrete time continuous-frequency plane (the time axis ranges over $Z$, the frequency axis goes from 0 to $\pi$, assuming real signals).

Good decorrelation is one of the important factors in the construction of bases. If this were the only requirement, we would always usethe Karhunen-Loèvetransform, which is an orthogonal datadependent transform which produces uncorrelated samples. This is not used in practice, because estimating the coefficients of the matrix A can be very difficult. Very significant also, however, is the complexity of calculating the coefficients of the transform using (VIII.2), and of putting the signal back together using(VIII.3). In general, for example, using thebasisfunctionsfor $R^{N}$, evaluating each of the matrix multiplications in (VIII.2) and (VIII.3) will require $O\left(N^{2}\right)$ floating point operations, unless the matrices have some special structure. If, however, $\mathbf{A}$ is sparse, or can be factored into matrices that are sparse, then the complexity required can be dramatically reduced. This is the case, for example, with the discrete Fourier transform, where there is an efficient $O(N \log N)$ algorithm to do the computations, which has been responsible for its popularity in practice. This will also be the case with the transforms that we consider, $\mathbf{A}$ and $\mathbf{B}$ will always have special structure to allow efficient implementation.
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### 35.1 Filter Banks and Wavelets

The methods of designing bases that we will employ draw on ideas first used in the construction of multiratefilter banks. Theidea of such systemsis to takean input system and split it into subsequences using banks of filters. This simplest case involves splitting into just two parts using a structure such as that shown in Fig. 35.1. This technique has a long history of use in the area of subband coding: first of speech [1, 2] and more recently of images [3, 4]. In fact, the most successful image coding schemes are based on filter bank expansions [5, 6, 7]. Recent texts on the subject are [8, 9, 10]. We will consider only the two-channel case in this section. If $\hat{X}(z)=X(z)$, then the filter bank has the perfect reconstruction property.


FIGURE 35.1: M aximally decimated two-channel multirate filter bank.

It is easily shown that the output $\hat{X}(z)$ of the overall analysis/synthesis system is given by:

$$
\begin{align*}
\hat{X}(z) & =\frac{1}{2}\left[G_{0}(z) G_{1}(z)\right]\left[\begin{array}{c}
H_{0}(z) \psi H_{0}(-z) \\
H_{1}(z) \psi H_{1}(-z)
\end{array}\right]\left[\begin{array}{c}
X(z) \\
X(-z)
\end{array}\right]  \tag{35.1}\\
& =\frac{1}{2}\left[H_{0}(z) G_{0}(z)+H_{1}(z) G_{1}(z)\right] \cdot X(z)
\end{align*}
$$

$$
+\frac{1}{2}\left[H_{0}(-z) G_{0}(z)+H_{1}(-z) G_{1}(z)\right] \cdot X(-z)
$$

Call the above $2 \times 2$ matrix $\mathbf{H}_{m}(z)$. This gives that the unique choice for the synthesis filters is

$$
\begin{align*}
{\left[\begin{array}{c}
G_{0}(z) \\
G_{1}(z)
\end{array}\right] } & =\left[\begin{array}{cc}
H_{0}(z) & H_{0}(-z) \\
H_{1}(z) & H_{1}(-z)
\end{array}\right]^{-1} \cdot\left[\begin{array}{l}
2 \\
0
\end{array}\right] \\
& =\frac{2}{\Delta_{m}(z)}\left[\begin{array}{c}
H_{1}(-z) \\
-H_{0}(-z)
\end{array}\right] \tag{35.2}
\end{align*}
$$

where $\Delta_{m}(z)=\operatorname{det} \mathbf{H}_{m}(z)$.
If weobservethat $\Delta_{m}(z)=-\Delta_{m}(-z)$ and define $P(z)=2 \cdot H_{0}(z) H_{1}(-z) / \Delta_{m}(z)=H_{0}(z) G_{0}(z)$, it follows from (35.2) that $G_{1}(z) H_{1}(z)=2 \cdot H_{1}(z) H_{0}(-z) / \Delta_{m}(-z)=P(-z)$. We can then write that the necessary and sufficient condition for perfect reconstruction (35.1) is:

$$
\begin{equation*}
P(z)+P(-z)=2 . \tag{35.3}
\end{equation*}
$$

Sincethis condition plays an important role in what follows, we will refer to any function having this property as valid. Theimplication of this property is that all but one of theeven-indexed coefficients of $P(z)$ are zero. That is

$$
\begin{aligned}
P(z)+P(-z) & =\sum_{n}\left(p(n) z^{-n}+p(n)(-z)^{-n}\right) \\
& =\sum_{n} 2 \cdot p(2 n) z^{-(2 n+1)}
\end{aligned}
$$

For this to satisfy (35.3) requires $p(2 n)=\delta_{n}$; thus, one of the polyphase components of $P(z)$ must be the unit sample. By polyphase components we mean the set of even-indexed samples, and the set of the odd-indexed samples. Such a function is illustrated in Fig. 35.2(a).


FIGURE 35.2: Zeros of the correlation functions. (a) Autocorrelation $H_{0}(-z) H_{0}\left(z^{-1}\right)$. (b) Crosscorrelation $H_{0}(-z) H_{1}\left(z^{-1}\right)$.

Constructingsuch afunction isnot difficult. In general, however, wewill wish to imposeadditional constraints on the filter banks. So, $P(z)$ will haveto satisfy other constraints in addition to (35.3).

Observe that as a consequence of (35.2) $G_{0}(z) H_{1}(z)$, i.e., the cross-correlation of $g_{1}(n)$ and the time reversed filter $h_{0}(-n)$, and $G_{1}(z) H_{0}(z)$, the cross-correlation of $g_{1}(n)$ and $h_{0}(-n)$, have only odd-indexed coefficients, just as for the function in Fig. 35.2(b), that is:

$$
\begin{equation*}
<g_{0}(n), h_{1}(2 k-n)>=0, \tag{35.4}
\end{equation*}
$$

$$
\begin{equation*}
<g_{1}(n), h_{0}(2 k-n)>=0, \tag{35.5}
\end{equation*}
$$

(note the time reversal in the inner product). Define now the matrix $\mathbf{H}_{0}$ as

$$
\mathbf{H}_{0}=\left[\begin{array}{cccccccc} 
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots  \tag{35.6}\\
& h_{0}(L-1) & h_{0}(L-2) & \cdots & \cdots & h_{0}(0) & 0 & 0 \\
& 0 & 0 & h_{0}(L-1) & \cdots & h_{0}(2) & h_{0}(1) & h_{0}(0) \\
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
& \vdots & \vdots & &
\end{array}\right] .
$$

which has asits $k$ th row theelements of the sequence $h_{0}(2 k-n)$. Pre-multiplying by $\mathbf{H}_{0}$ corresponds to filtering by $H_{0}(z)$ followed by subsampling by a factor of 2 . Also define

$$
\mathbf{G}_{0}^{T}=\left[\begin{array}{cccccccc} 
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots  \tag{35.7}\\
& g_{0}(0) & g_{0}(1) & \cdots & \cdots & g_{0}(L-1) & 0 & 0 \\
& 0 & 0 & g_{0}(0) & \cdots & g_{0}(L-3) & g_{0}(L-2) & g_{0}(L-1) \\
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
& \vdots & \vdots
\end{array}\right],
$$

so $\mathbf{G}_{0}$ has as its $k$ th column the elements of the sequence $g_{0}(n-2 k)$. Define $\mathbf{H}_{1}$ by replacing the coefficients of $h_{0}(n)$ with those of $h_{1}(n)$ in (35.6) and $\mathbf{G}_{1}$ by replacing the coefficients of $g_{0}(n)$ with those of $g_{1}(n)$ in (35.7).

We find that (35.4) gives that all rows of $\mathbf{H}_{1}$ areorthogonal to all columns of $\mathbf{G}_{0}$. Similarly wefind, from (35.5), that all of the columns of $\mathbf{G}_{1}$ are orthogonal to the rows of $\mathbf{H}_{0}$. So, in matrix notation:

$$
\begin{equation*}
\mathbf{H}_{0} \mathbf{G}_{1}=\mathbf{0}=\mathbf{H}_{1} \mathbf{G}_{0} . \tag{35.8}
\end{equation*}
$$

Now $P(z)=G_{0}(z) H_{0}(z)=z^{-1} H_{0}(z) H_{1}(-z)$ and $P(-z)=G_{1}(z) H_{1}(z)$ are both valid and have the form given in Fig. 35.2 (a). Hence, theimpulse responses of $g_{i}(n)$ and $h_{i}(n)$ are orthogonal with respect to even shifts

$$
\begin{equation*}
<g_{i}(n), h_{i}(2 l-n)>=\delta_{l} . \tag{35.9}
\end{equation*}
$$

In operator notation:

$$
\begin{equation*}
\mathbf{H}_{0} \mathbf{G}_{0}=\mathbf{I}=\mathbf{H}_{1} \mathbf{G}_{1} . \tag{35.10}
\end{equation*}
$$

Since we have a perfect reconstruction system we get:

$$
\begin{equation*}
\mathbf{G}_{0} \mathbf{H}_{0}+\mathbf{G}_{1} \mathbf{H}_{1}=\mathbf{I} . \tag{35.11}
\end{equation*}
$$

Of course (35.11) indicates that no nonzero vector can lie in the column nullspaces of both $\mathbf{G}_{0}$ and $\mathbf{G}_{1}$. Notethat (35.10) implies that $\mathbf{G}_{0} \mathbf{H}_{0}$ and $\mathbf{G}_{1} \mathbf{H}_{1}$ are each projections (since $\mathbf{G}_{i} \mathbf{H}_{i} \mathbf{G}_{i} \mathbf{H}_{i}=\mathbf{G}_{i} \mathbf{H}_{i}$ ). They project onto subspaces which are not, in general, orthogonal (since the operators are not selfadjoint). Because of (35.4), (35.5), and (35.9) the analysis/synthesis system istermed biorthogonal. If we interleave the rows of $\mathbf{H}_{0}$ and $\mathbf{H}_{1}$, much as was done in the orthogonal case, and form again a block Toeplitz matrix

$$
\mathbf{A}=\left[\begin{array}{cccccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots &  \tag{35.12}\\
& h_{0}(L-1) & h_{0}(L-2) & \cdots & \cdots & h_{0}(0) & 0 & 0 \\
\ddots & h_{1}(L-1) & h_{1}(L-2) & \cdots & \cdots & h_{1}(0) & 0 & 0 \\
0 & 0 & h_{0}(L-1) & \cdots & h_{0}(2) & h_{0}(1) & h_{0}(0) & \ddots \\
0 & 0 & h_{1}(L-1) & \cdots & h_{1}(2) & h_{1}(1) & h_{1}(0) & \\
& \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots
\end{array}\right],
$$

we find that the rows of $\mathbf{A}$ form a basis for $l^{2}(Z)$. If we form $\mathbf{B}$ by interleaving the columns of $\mathbf{G}_{0}$ and $\mathbf{G}_{1}$, wefind

## $\mathbf{B} \cdot \mathbf{A}=\mathbf{I}$.

In the special case where we have a unitary solution, one finds: $\mathbf{G}_{0}=\mathbf{H}_{0}^{T}$ and $\mathbf{G}_{1}=\mathbf{H}_{1}^{T}$, and (35.8) gives that we have projections onto subspaces which are mutually orthogonal. The system then simplifies to the orthogonal case, where $\mathbf{B}=\mathbf{A}^{-1}=\mathbf{A}^{T}$.

A point that we wish to emphasize is that in the conditions for perfect reconstruction, (35.2) and (35.3), the filters $H_{0}(z)$ and $G_{0}(z)$ are related via their product $P(z)$. It is the choice of the function $P(z)$ and the factorization taken that determines the properties of the filter bank. We conclude the introduction with a proposition that sums up the foregoing.

PROPOSITION 35.1 To design a two-channel perfect reconstruction filter bank, it is necessary and sufficient to find a $P(z)$ satisfying (35.3), factor it $P(z)=G_{0}(z) H_{0}(z)$ and assign the filters as given in (35.2).

### 35.1.1 Deriving Continuous-Time Bases From Discrete-Time Ones

We have seen that the construction of bases from discrete-time signals can be accomplished easily by using a perfect reconstruction filter bank as the basic building block. This gives us bases that have a certain structure, and for which the analysis and synthesis can be efficiently performed. The design of bases for continuous-time signals appears more difficult. However, it works out that we can mimic many of the ideas used in the discrete-time case, when we go about the construction of continuous-time bases.

In fact, there is a very close correspondence between the discrete-time bases generated by twochannel filter banks, and dyadic wavelet bases. These are continuous-time bases formed by the stretches and translates of a single function, where the stretches are integer powers of two:

$$
\begin{equation*}
\left\{\psi_{j k}(x)=2^{-j / 2} \psi\left(2^{-j} x-k\right), \quad j, k, \in Z\right\} \tag{35.13}
\end{equation*}
$$

This relation has been thoroughly explored in [11, 12].
To be precise, a basis of the form in (35.13) necessarily implies the existence of an underlying two-channel filter bank. Conversely, a two-channel filter bank can be used to generate a basis as in (35.13) provided that the lowpass filter $H_{0}(z)$ is regular. It is not our intention to go into the details of this connection, but the generation of wavelets from filter banks goes briefly as follows:

Considering the logarithmic tree of discrete-time filters in Fig. 35.3, one notices that the lower branch is a cascade of filters $H_{0}(z)$ followed by subsampling by 2 . It is easily shown [12], that the cascade of $i$ blocks of filtering operations, followed by subsampling by 2 , is equivalent to a filter $H_{0}^{(i)}(z)$ with $z$-transform:

$$
\begin{equation*}
H_{0}^{(i)}(z)=\prod_{l=0}^{i-1} H_{0}\left(z^{2^{l}}\right), \quad i=1,2 \cdots, \tag{35.14}
\end{equation*}
$$

followed by subsampling by $2^{i}$. We define $H_{0}^{(0)}(z)=1$ to initialize the recursion. Now, in addition to the discrete-time filter, consider the function $f^{(i)}(x)$ which is piecewise constant on intervals of length $1 / 2^{i}$, and equal to:

$$
\begin{equation*}
f^{(i)}(x)=2^{i / 2} \cdot h_{0}^{(i)}(n), \quad n / 2^{i} \leq x<(n+1) / 2^{i} \tag{35.15}
\end{equation*}
$$

Note that thenormalization by $2^{i / 2}$ ensures that if $\sum\left(h_{0}^{(i)}(n)\right)^{2}=1$ then $\int\left(f^{(i)}(x)\right)^{2} d x=1$ as well. Also, it can be checked that $\left\|h_{0}^{(i)}\right\|_{2}=1$ when $\left\|h_{0}^{(i-1)}\right\|_{2}=1$. The relation between the sequence
$H_{0}^{(i)}(z)$ and the function $f^{(i)}(x)$ is clarified in Fig. 35.3, where the first three iterations of each is shown for the simple case of a filter of length 4.


FIGURE 35.3: Iterations of thediscrete-timefilter ( 35.14) and thecontinuous-timefunction ( 35.15) for the case of a length-4 filter $H_{0}(z)$. The length of the filter $H_{0}^{(i)}(z)$ increases without bound, while the function $f^{(i)}(x)$ actually has bounded support.

We aregoing to use the sequence of functions $f^{(i)}(x)$ to converge to the scaling function $\phi(x)$ of a wavelet basis. Hence, a fundamental question is to find out whether and to what thefunction $f^{(i)}(x)$ converges as $i \rightarrow \infty$. First assume that the filter $H_{0}(z)$ has a zero at the half sampling frequency, or $H_{0}\left(e^{j \pi}\right)=0$. This together with the fact that the filter impulse response is orthogonal to its even translates is equivalent to $\sum h_{0}(n)=H_{0}(1)=\sqrt{2}$. Define $M_{0}(z)=1 / \sqrt{2} \cdot H_{0}(z)$, that is $M_{0}(1)=1$. Now factor $M_{0}(z)$ into itsroots at $\pi$ (thereis at least oneby assumption) and a remainder polynomial $K(z)$, in the following way:

$$
M_{0}(z)=\left[\left(1+z^{-1}\right) / 2\right]^{N} K(z)
$$

Note that $K(1)=1$ from the definitions. Now call $B$ the supremum of $|K(z)|$ on the unit circle:

$$
B=\sup _{\omega \in[0,2 \pi]}\left|K\left(e^{j \omega}\right)\right| .
$$

Then thefollowing result from [11] holds:

PROPOSITION 35.2 [Daubechies 1988] If $B<2^{N-1}$, and

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty}|k(n)|^{2}|n|^{\epsilon}<\infty, \text { for some } \epsilon>0 \tag{35.16}
\end{equation*}
$$

then the piecewise constant function $f^{(i)}(x)$ defined in (35.15) converges pointwise to a continuous function $f^{(\infty)}(x)$.

This is a sufficient condition to ensure pointwise convergence to a continuous function, and can beused as a simpletest. We shall refer to any filter for which theinfinite product converges as regular.

If we indeed have convergence, then we define

$$
f^{(\infty)}(x)=\phi(x)
$$

as the analysis scaling function, and

$$
\begin{equation*}
\psi(x)=2^{-1 / 2} \sum h_{1}(n) \phi(2 x-n), \tag{35.17}
\end{equation*}
$$

as the analysis wavelet. It can be shown that if the filters $h_{0}(n)$ and $h_{1}(n)$ are from a perfect reconstruction filter bank, then (35.13) indeed forms a continuous-time basis.

In a similar way we examine the cascade of $i$ blocks of the synthesis filter $g_{0}(n)$

$$
\begin{equation*}
G_{0}^{(i)}(z)=\prod_{l=0}^{i-1} G_{0}\left(z^{2^{l}}\right), \quad i=1,2 \cdots \tag{35.18}
\end{equation*}
$$

Again, define $G_{0}^{(0)}(z)=1$ to initialize the recursion, and normalize $G_{0}(1)=1$. From this define a function which is piecewise constant on intervals of length $1 / 2^{i}$ :

$$
\begin{equation*}
\check{f}^{(i)}(x)=2^{i / 2} \cdot g_{0}^{(i)}(-n), \quad \quad n / 2^{i} \leq x<(n+1) / 2^{i} . \tag{35.19}
\end{equation*}
$$

We call the limit $\check{f}(\infty)(x)$, if it exists, $\check{\phi}(x)$ the synthesis scaling function, and we find

$$
\begin{align*}
& \check{\phi}(x)=2^{1 / 2} \cdot \sum_{n=0}^{L-1} g_{0}(-n) \cdot \check{\phi}(2 x-n)  \tag{35.20}\\
& \check{\psi}(x)=2^{1 / 2} \cdot \sum_{n=0}^{L-1} g_{1}(-n) \cdot \check{\phi}(2 x-n) . \tag{35.21}
\end{align*}
$$

The biorthogonality properties of the analysis and synthesis continuous-time functions follow from the corresponding properties of the discrete-time ones. That is, (35.9) leads to

$$
\begin{equation*}
<\check{\phi}(x), \phi(x-k)>=\delta_{k} . \tag{35.22}
\end{equation*}
$$

and

$$
\begin{equation*}
<\check{\psi}(x), \psi(x-k)>=\delta_{k} . \tag{35.23}
\end{equation*}
$$

Similarly

$$
\begin{align*}
& <\check{\phi}(x), \psi(x-k)>=0  \tag{35.24}\\
& <\check{\psi}(x), \phi(x-k)>=0, \tag{35.25}
\end{align*}
$$

come from (35.4) and (35.5), respectively.
We have shown that the conditions for perfect reconstruction on the filter coefficients lead to functions that have the biorthogonality properties as shown above. Orthogonality across scales is also easily verified:

$$
<\check{\psi}\left(2^{j} x\right), \psi\left(2^{i} x-k\right)>=\delta_{i-j} \delta_{k} .
$$

Thus, the set $\left\{\psi\left(2^{j} x\right), \check{\psi}\left(2^{i} x-k\right), i, j, k \in Z\right\}$ is biorthogonal. That it is complete can beverified as in the orthogonal case [13]. Hence, any function from $L^{2}(R)$ can be written:

$$
f(x)=\sum_{j} \sum_{l}<f(x), 2^{-j / 2} \psi\left(2^{j} x-l\right)>2^{-j / 2} \check{\psi}\left(2^{j} x-l\right) .
$$

Note that $\psi(x)$ and $\check{\psi}(x)$ play interchangeable roles.

### 35.1.2 Two-Channel Filter Banks and Wavelets

We have seen that the design of discrete-time bases is not difficult: using two-channel filter banks as the basic building block they can be easily derived. Wealso know that, using (35.15) and (35.19), we can generate continuous-time bases quite easily as well. If we werejust interested in the construction of bases, with no further requirements, we could stop here. H owever, for applications such as compression, we will often be interested in other properties of the basis functions, for example, whether or not they have any symmetry or finite support, and whether or not the basis is an orthonormal one. Weexaminethesethreestructural propertiesfor the remainder of thissection. Chapter 36 deals with the design of the filters. Chapter 37 deals with time-varying filter banks, where the filters used, or the tree structure employing them, varies over time. Chapter 38 deals with the case of Lapped Transforms, a very important class of multirate filter banks that have achieved considerable success.

From the filter bank point of view, the properties we are most interested in are the following:

- Orthogonality:

$$
\begin{gather*}
<h_{0}(n), h_{0}(n+2 k)>=\delta_{k}=<h_{1}(n), h_{1}(n+2 k)>,  \tag{35.26}\\
<h_{0}(n), h_{1}(n+2 k)>=0 . \tag{35.27}
\end{gather*}
$$

- Linear phase: $H_{0}(z), H_{1}(z), G_{0}(z)$, and $G_{1}(z)$ are all linear phase filters.
- Finite support: $H_{0}(z), H_{1}(z), G_{0}(z)$, and $G_{1}(z)$ are all FIR filters.

The reason for our interest is twofold. First, these properties are possibly of value in perfect reconstruction filter banks used in subband coding schemes. For example, orthogonality implies that the quantization noise in the two channels will be independent; linear phase is possibly of interest in very low bit-rate coding of images, and FIR filters have theadvantage of having very simple low-complexity implementations. Second, these properties are carried over to the wavelets that are generated. So, if we design a filter bank with a certain set of properties, then the continuous-time basis that it generates will also have these properties.

PROPOSITION 35.3 If the filters belong to an orthogonal filter bank, we shall have

$$
\begin{gathered}
<\phi(x), \phi(x+k)>=\delta_{k}=<\psi(x), \psi(x+k)> \\
<\phi(x), \psi(x+k)>=0
\end{gathered}
$$

PROOF 35.1 From thedefinition (35.15) $f^{(0)}(x)$ isjust theindicator function on theinterval $[0,1)$; so we immediately get orthogonality at the 0th level, that is: $\left\langle f^{(0)}(x-l), f^{(0)}(x-k)>=\delta_{k l}\right.$. Now we assume orthogonality at the $i$ th level:

$$
\begin{equation*}
<f^{(i)}(x-l), f^{(i)}(x-k)>=\delta_{k l} \tag{35.28}
\end{equation*}
$$

and prove that this implies orthogonality at the $(i+1)$ st level:

$$
\begin{aligned}
<f^{(i+1)}(x-l), f^{(i+1)}(x-k)>= & 2 \sum_{n} \sum_{m} h_{0}(n) h_{0}(m) \\
& <f^{(i)}(2 x-2 l-n), f^{(i)}(2 x-2 k-m)>\frac{\delta_{n+2 l-2 k-m}}{2} \\
= & \sum_{n} h_{0}(n) h_{0}(n+2 l-2 k) \\
= & \delta_{k l} .
\end{aligned}
$$

Hence, by induction (35.28) holds for all $i$. So in the limit $i \rightarrow \infty$ :

$$
\begin{equation*}
<\phi(x-l), \phi(x-k)>=\delta_{k l} . \tag{35.29}
\end{equation*}
$$

The orthogonal case gives considerable simplification, both in the discrete-time and continuoustime cases.

PROPOSITION 35.4 If the filters belong to an FIR filter bank, then $\phi(x), \psi(x), \check{\phi}(x)$, and $\check{\psi}(x)$ will have support on some finite interval.

PROOF 35.2 Thefilters $H_{0}^{(i)}(z)$ and $G_{0}^{(i)}(z)$ defined in (35.14) haverespectivelengths $\left(2^{i}-1\right)\left(L_{a}-\right.$ 1) +1 and $\left(2^{i}-1\right)\left(L_{s}-1\right)+1$ where $L_{a}$ and $L_{s}$ arethelengths of $H_{0}(z)$ and $G_{0}(z)$. Hence, $f^{(i)}(x)$ in (35.15) is supported on the interval $\left[0, L_{a}-1\right.$ ) and $\breve{f}^{(i)}(x)$ on the interval $\left[0, L_{s}-1\right)$. This holds $\forall i$; hence, in the limit $i \rightarrow \infty$ this gives the support of the scaling functions $\phi(x)$ and $\check{\phi}(x)$. That $\psi(x)$ and $\breve{\psi}(x)$ have bounded support follow from (35.20) and (35.21).

PROPOSITION 35.5 If the filters belong to a linear phase filter bank, then $\phi(x), \psi(x), \check{\phi}(x)$, and $\check{\psi}(x)$ will be symmetric or antisymmetric.

PROOF 35.3 The filter $H_{0}^{(i)}(z)$ will have linear phase if $H_{0}(z)$ does. If $H_{0}^{(i)}(z)$ has length ( $2^{i}-$ 1) $\left(L_{a}-1\right)+1$, the point of symmetry is $\left(2^{i}-1\right)\left(L_{a}-1\right) / 2$ which need not be an integer. Thepoint of symmetry for $f^{(i)}(x)$ will then be $\left[\left(2^{i}-1\right)\left(L_{a}-1\right)+1\right] / 2^{i+1}$ or $\left[\left(2^{i}-1\right)\left(L_{a}-1\right)+2\right] / 2^{i+1}$. In either case, by taking the limit $i \rightarrow \infty$ wefind that $\phi(x)$ is symmetric about the point $\left(L_{a}-1\right) / 2$ and similarly for the other cases.

Thushaving established therelation between wavelets and filter banks we can examinethestructure of filter banks in detail, and afterward use them to generate wavelets as described above. It should be emphasized that we are speaking of the two-channel, one-dimensional case. Multidimensional filter banks are a large subject in their own right [8, 10].

### 35.1.3 Structure of Two-Channel Filter Banks

We saw already that it is the choice of the function $P(z)$ and the factorization taken that determines the properties of thefilter bank. In terms of $P(z)$, we givenecessary and sufficient conditions for the three properties mentioned above:

- Orthogonality: $P(z)$ is an autocorrelation, and $H_{0}(z)$ and $G_{0}(z)$ are its spectral factors.
- Linear phase: $P(z)$ is linear phase, and $H_{0}(z)$ and $G_{0}(z)$ are its linear phase factors.
- Finite support: $P(z)$ is FIR, and $H_{0}(z)$ and $G_{0}(z)$ are its FIR factors.

Obviously thefactorization isnot uniquein any of thecases above. TheFIR casehas been examined in detail in $[11,12,14,15,16]$ and the linear phase case in $[12,15,17]$. In the rest of this paper we will present new results on the orthogonal case, but we shall also review the solutions that explicitly satisfy simultaneous constraints.

PROPOSITION 35.6 To have an orthogonal filter bank it is necessary and sufficient that $P(z)$ be an autocorrelation, and that $H_{0}(z)$ and $G_{0}(z)$ be its spectral factors.

PROPOSITION 35.7 To have a linear phase filter bank it is necessary and sufficient that $P(z)$ be a linear phase, and that $H_{0}(z)$ and $G_{0}(z)$ be its linear phasefactors.

PROPOSITION 35.8 To have an FIR filter bank it is necessary and sufficient that $P(z)$ beFIR, and that $H_{0}(z)$ and $G_{0}(z)$ be its FIR factors.

Proofs can be found in [18]. Having seen that the design problem can be considered in terms of $P(z)$ and its factorizations, we consider the three conditions of interest from this point of view.

## Orthogonality

In the case where the filter bank is to be orthogonal, we can obtain a complete constructive characterization of the solutions, as given by the following theorem, taken from [18].

THEOREM 35.1 All orthogonal rational two channel filter banks can be formed as follows:

1. Choosing an arbitrary polynomial $R(z)$, form:

$$
P(z)=\frac{2 \cdot R(z) R\left(z^{-1}\right)}{R(z) R\left(z^{-1}\right)+R(-z) R\left(-z^{-1}\right)}
$$

2. factor as $P(z)=H(z) H\left(z^{-1}\right)$,
3. form the filter $H_{0}(z)=A_{0}(z) H(z)$, where $A_{0}(z)$ is an arbitrary allpass,
4. choose $H_{1}(z)=z^{2 k-1} H_{0}\left(-z^{-1}\right) A_{1}\left(z^{2}\right)$, where $A_{1}(z)$ is again an arbitrary allpass,
5. choose $G_{0}(z)=H_{0}\left(z^{-1}\right)$, and $G_{1}(z)=-H_{1}\left(z^{-1}\right)$.

For a proof, see [18, 19].

## EXAMPLE 35.1:

Take $R(z)=\left(1+z^{-1}\right)^{N}$ as above and $N=7$. It works out that in this case there is a closed form factorization for the filters.

$$
\begin{aligned}
P(z) & =\frac{(1,14,91,364,1001,2002,3003,3432,3003,2002,1001,364,91,14,1) \cdot z^{7}}{14 z^{6}+364 z^{4}+2002 z^{2}+3432+2002 z^{-2}+364 z^{-4}+14 z^{-6}} \\
& =\frac{E(z) E\left(z^{-1}\right)}{K(z) K\left(z^{-1}\right)},
\end{aligned}
$$

where

$$
\frac{E(z)}{K(z)}=\frac{\left(1+7 z^{-1}+21 z^{-2}+35 z^{-3}+35 z^{-4}+21 z^{-5}+7 z^{-6}+z^{-7}\right)}{\sqrt{2} \cdot\left(1+21 z^{-2}+35 z^{-4}+7 z^{-6}\right)} .
$$

Note that we have used the following shorthand notation to list the coefficients of a causal FIR sequence:

$$
\sum_{n=0}^{N-1} a_{n} z^{-n}=\left(a_{0}, a_{1}, a_{2}, \cdots a_{N-1}\right)
$$

So, using the description of the filters in Theorem 35.1, with the simplest case $A_{0}(z)=A_{1}(z)=1$ and $k=0$ wefind:

$$
\begin{aligned}
& H_{0}(z)=\frac{\left(1+7 z^{-1}+21 z^{-2}+35 z^{-3}+35 z^{-4}+21 z^{-5}+7 z^{-6}+z^{-7}\right)}{\sqrt{2} \cdot\left(1+21 z^{-2}+35 z^{-4}+7 z^{-6}\right)} \\
& H_{1}(z)=z^{-1} \frac{\left(1-7 z^{1}+21 z^{2}-35 z^{3}+35 z^{4}-21 z^{5}+7 z^{6}-z^{7}\right)}{\sqrt{2} \cdot\left(1+21 z^{2}+35 z^{4}+7 z^{6}\right)} \\
& G_{0}(z)=H_{0}\left(z^{-1}\right) \quad G_{1}(z)=H_{1}\left(z^{-1}\right) .
\end{aligned}
$$

In the notation of Proposition 35.2, $B=8<2^{6}$ so that for this choice of $H_{0}(z)$ theleft-hand side of (35.15) converges to a continuous function. The wavelet, scaling function, and their spectra are shown in Fig. 35.4.

## Finite Impulse Response and Symmetric Solutions

In the case where thefilters are to beFIR, we merely require that $P(z)$ be FIR; it is trivially easy to design one. Similarly to have symmetric filters, we merely force $P(z)$ to be symmetric. Obviously any symmetric $P(z)$ which is FIR and satisfies (35.3) can be used to give symmetric FIR filters. We would like, in addition, that thelowpass filters are regular, so that weget symmetric bounded support continuous-time basis functions.

One strategy would be to design a $P(z)$ with the desired properties and then factor to find the filters. Alternatively, we can choose one of the factors, and then find theother necessary to make the product $P(z)$ satisfy (35.3). We will use this approach and, to ensure regularity, choose one factor to be $\left(1+z^{-1}\right)^{2 N}$. This can be done by solving a linear system of equations [12].

## EXAMPLE 35.2:

If we choose $N=3$ we must find the complement to $\left(1+z^{-1}\right)^{6}$; so we solve the 3 by 3 system found by imposing the constraints on the coefficients of the odd powers of $z^{-1}$ of

$$
\begin{gathered}
P(z)=\left(k_{0}+k_{1} z^{-1}+k_{2} z^{-2}+k_{1} z^{-3}+k_{0} z^{-4}\right) \\
\cdot\left(1+6 z^{-1}+15 z^{-2}+20 z^{-3}+15 z^{-4}+6 z^{-5}+z^{-6}\right) \cdot z^{5}
\end{gathered}
$$



FIGURE 35.4: Example of Butterworth orthogonal wavelet; here $N=7$, and the closed form factorization has been used. (a) The wavelet. (b) Spectrum of the wavelet. (c) Scaling function. (d) Spectrum of the scaling function.

So we solve:

$$
\left(\begin{array}{ccc}
6 & 1 & 0 \\
20 & 16 & 6 \\
12 & 30 & 20
\end{array}\right)\left(\begin{array}{l}
k_{0} \\
k_{1} \\
k_{2}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right)
$$

giving $\mathbf{k}_{6}=(3 / 2,-9,19) / 128$.
In general, therefore, we solve the system:

$$
\begin{equation*}
\mathbf{F}_{2 N} \cdot \mathbf{k}_{2 N}=\mathbf{e}_{2 N}, \tag{35.30}
\end{equation*}
$$

where $\mathbf{F}_{2 N}$ is the $N \times N$ matrix, $\mathbf{k}_{2 N}=\left(k_{0}, \cdots, k_{(k-1)}\right)$, and $\mathbf{e}_{2 N}$ is thelength $k$ vector $(0,0, \cdots, 1)$.
Having found the coefficients of $K_{2 N}(z)$, we factor it into linear phase components and then regroup these factors of $K_{2 N}(z)$ and the $2 N$ zeros at $z=-1$ to form two filters: $H_{0}(z)$ and $H_{1}(-z)$, both of which are to be regular.


FIGURE 35.5: Biorthogonal wavelets generated by filters of length 18 given in [12]. (a) Analysis wavelet function $\psi(x)$. (b) Spectrum of analysis wavelet. (c) Synthesis wavelet function $\breve{\psi}(x)$. (d) Spectrum of synthesis wavelet.

### 35.1.4 Putting the Pieces Together

An important consideration that is often encountered in the design of wavelets, or of the filter banks that generatethem, isthenecessity of satisfying competingdesign constraints. This makesit necessary to clearly understand whether desired properties are mutually exclusive.

Perfect reconstruction solutions, with the constraint that $P(z)$ be rational with real coefficients, must satisfy (35.3). Such general solutions, which do not necessarily have additional properties, were given in [14].

Thesolutions of setA, whereall of thefiltersinvolved areFIR, werestudied in [14, 15]. Set B contains all orthogonal solutions, and has been the main focus of this paper. A complete characterization of this set was given in Theorem 35.1. A very different characterization, based on lattice structures, is given in [20]. Particular cases of orthogonal solutions were also given in [21]. Set C contains the solutions where all filters are linear phase, first examined in [15].

The earliest examples of perfect reconstruction solutions [22, 23] were orthogonal and FIR; i.e., they were in $A \cap B$. A constructive parametrization of $A \cap B$ was given in [24]. The construction
and characterization of examples which converge to wavelets was first done in [11]. Filter banks with FIR linear phase filters (i.e., $A \cap C$ ) werefirst given in [15], and also studied in terms of lattices in [17, 25]. The construction of wavelet examples is given in [13] and [12]. Filter banks, which are linear phase and orthogonal, were constructed in Chapter 36 and were presented in [18].

That there exist only trivial solutions which are linear phase, orthogonal and FIR is indicated by the intersection $A \cap B \cap C$; the only solutions are two tap filters [11, 12, 26].

It warrants emphasis that Fig. 35.6 illustrates the filter bank solutions; if the filters are regular, then they will lead to wavelets. Of the dyadic wavelet bases known to the authors, the only ones based on filters where $P(z)$ is not rational are those of M eyer [27], and the only ones where the filter coefficients are complex are those of Lawton [28]. For the case of the Battle-Lemarié wavelets, while the filters themselves are not rational, the $P(z)$ function is; hence, the filters would belong to $B \cap C$ in the figure.

Rational P(z), Real coefficients.


FIGURE 35.6: Two channel perfect reconstruction filter banks. The Venn diagram illustrates which competing constraintscan besimultaneously satisfied. Thesets $A, B, C$ contain FIR, orthogonal, and linear phasesolutions, respectively. Solutionsin theintersection $A \cap B$ areexamined in [11, 14, 23, 24]; those in the intersection $A \cap C$ are detailed in [12, 13, 15, 17, 25]; solutions in $B \cap C$ are constructed in [18]. The intersection $A \cap B \cap C$ contains only trivial solutions.
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The interest in digital filter banks has grown dramatically over the last few years. Owing to the trend toward lower cost, higher speed microprocessors, digital solutions are becoming attractive for a wide variety of applications. Filter banks allow signals to be decomposed into subbands, often facilitating more efficient and effective processing. They are particularly visible in the areas of image compression, speech coding, and image analysis.

The desired characteristics of a subband decomposition will naturally vary from application to application. M oreover, within any given application, thereareamyriad of issuesto consider. First, one might consider whether to useFIR or IIR filters. IIR designscan offer computational advantages, while FIR designs can offer greater flexibility in filter characteristics. In this chapter we focus exclusively on FIR design. Second, one might identify the time-frequency or space-frequency representation that is most appropriate. Uniform decompositions and octave-band decompositions are particularly popular at present. At the next level, characteristics of the analysis filters should be defined. This involves imposing specifications on the analysis filter passband deviations, transition bands, and stopband deviations. Alternately or in addition, time domain characteristics may be imposed, such as limits on the step response ripples, and degree of regularity.

One can consider similar constraints for the synthesis filters. For coding applications, the characteristics of the synthesis filters often have a dominant effect on the subjective quality of the output. Finally, one should consider analysis-synthesis characteristics. That is, one has flexibility to specify theoverall behavior of the system. In most cases, oneviews having exact reconstruction as being ideal. O ccasionally, however, it may be possible to tradesomesmall lossin reconstruction quality for significant gains in computation, speed, or cost. In addition to specifying the quality of reconstruction, it is generally possible to control theoverall delay of the system from end to end. In someapplications, such as two-way speech and video coding, latency represents a source of quality degradation. Thus, having explicit control over the analysis-synthesis delay can lead to improvement in quality.

The intelligent design of applications-specific filter banks involves first identifying the relevant parameters and optimizing the system with respect to them. As is typical, the filter bank analysis and reconstruction equations lead to complex tradeoffs among complexity, system delay, filter quality, filter length, and quality of performance. This chapter is devoted to presenting an introduction to filter bank design. Filter bank design has reached a state of maturity in many regards. To cover all of


FIGURE 36.1: Block diagram of an $M$-band analysis-synthesis filter bank.


FIGURE 36.2: Two-band analysis-synthesis filter bank.
the important contributions in any level of detail would be impossible in a single chapter. H owever, it is possibleto gain some insight and appreciation for general design strategies germaneto thistopic. In addition to discussing design methodologies for linear analysis-synthesis systems, weal so consider the design of a couple of new nonlinear classes of filter banks that are currently receiving attention in the literature. This discussion along with the referenced articles should provide a convenient introduction to the design of many useful filter banks.

### 36.1 Filter Bank Equations

A broad class of linear filter banks can be represented by the block diagram shown in Fig. 36.1. This is a linear time-varying system that decomposes the input into $M$-subbands, each one of which is decimated by a factor of $R$. When $R=M$, the system is said to be critically sampled or maximally decimated. M aximally decimated systems are generally the ones of choice because they can be information preserving, and are not data expansive.

The simplest filter bank of this class is the two-band system, an example of which is shown in Fig. 36.2. Here, there are only two analysis filters: $H_{0}(z)$, a lowpass filter; and $H_{1}(z)$, a highpass filter. Similarly, there are two synthesis filters: a lowpass $G_{0}(z)$, and a highpass $G_{1}(z)$. Let us consider this two-band filter bank first. In the process, we will develop a design methodology that can beextended to the more complex problem of $M$-band systems.

Examining the two-band filter bank in Fig. 36.2, we seethat the input $x[n]$ is lowpass and highpass filtered, resulting in $v_{0}[n]$ and $v_{1}[n]$. Thesesignals are then downsampled by a factor of two, leading to the analysis section outputs, $y_{0}[n]$ and $y_{1}[n]$. The downsampling operation is time varying, which implies a non-trivial relationship between $v_{k}[n]$ and $y_{k}[n]$ (where $k=0,1$ ). In general, downsampling a signal $v_{k}[n]$ by an integer factor $R$ is described in the time domain by the equation

$$
y_{k}[n]=v_{k}[R n] .
$$

In the frequency domain, this relationship is given by

$$
Y_{k}\left(e^{j \omega}\right)=\frac{1}{R} \sum_{r=0}^{R-1} V_{k}\left(e^{j\left(\frac{\omega}{R}+\frac{2 \pi r}{R}\right)}\right) .
$$

The equivalent equation in the $z$ domain is

$$
Y_{k}(z)=\frac{1}{R} \sum_{r=0}^{R-1} V_{k}\left(W_{R}^{r} z^{\frac{1}{R}}\right)
$$

where $W_{R}^{r}=e^{-j \frac{2 \pi r}{R}}$.
In the synthesis section, the subband signals $y_{0}[n]$ and $y_{1}[n]$ areupsampled to give $s_{0}[n]$ and $s_{1}[n]$. They arethen filtered by the lowpass and highpass filters, $G_{0}(z)$ and $G_{1}(z)$, respectively, before being summed together. The upsampling operation (for an arbitrary positive integer $R$ ) can be defined by

$$
s_{k}[n]= \begin{cases}y_{k}[n / R] & \text { for } n=0, \pm R, \pm 2 R, \pm 3 R, \ldots \\ 0 & \text { otherwise }\end{cases}
$$

in the time domain, and

$$
S_{k}\left(e^{j \omega}\right)=Y_{k}\left(e^{j R \omega}\right) \text { and } S_{k}(z)=Y_{k}\left(z^{R}\right)
$$

in the frequency and $z$ domains, respectively.
Using the expressions for the downsampling and upsampling operations, we can describe the two-band filter bank in terms of $z$-domain equations. The outputs after analysis filtering are

$$
V_{k}(z)=H_{k}(z) X(z), \quad k=0,1 .
$$

After decimation and recognizing that $W_{2}^{1}=-1$, we obtain

$$
\begin{equation*}
Y_{k}(z)=\frac{1}{2}\left[H_{k}\left(z^{\frac{1}{2}}\right) X\left(z^{\frac{1}{2}}\right)+H_{k}\left(-z^{\frac{1}{2}}\right) X\left(-z^{\frac{1}{2}}\right)\right], \quad k=0,1 . \tag{36.1}
\end{equation*}
$$

Thus, Eq. (36.1) defines completely the input-output relationship for the analysis section in the $z$ domain.

In the synthesis section, the subbands are upsampled giving

$$
S_{k}(z)=Y_{k}\left(z^{2}\right), \quad k=0,1
$$

This implies that

$$
S_{k}(z)=\frac{1}{2}\left(H_{k}(z) X(z)+H_{k}(-z) X(-z)\right), \quad k=0,1 .
$$

Passing $S_{k}(z)$ through the synthesis filters and then summing yields the reconstructed output

$$
\begin{align*}
\hat{X}(z)= & \frac{1}{2} G_{0}(z)\left[H_{0}(z) X(z)+H_{0}(-z) X(-z)\right] \\
& +\frac{1}{2} G_{1}(z)\left[H_{1}(z) X(z)+H_{1}(-z) X(-z)\right] \tag{36.2}
\end{align*}
$$

For virtually any application for which one can conceive, the synthesis filters should allow the input to bereconstructed exactly or with a minimal amount of distortion. In other words, ideally we want

$$
\hat{X}(z)=z^{-n_{0}} X(z),
$$

where $n_{0}$ is the integer system delay. An intuitive approach to handing this problem is to use the AC-matrix formulation, which we introduce next.

### 36.1.1 TheAC Matrix

The aliasing component matrix (or AC matrix) represents a simple and intuitive idea originally introduced in [6] for handling analysis and reconstruction. The analysis-synthesis equation (36.2) for the two-band case can be expressed as

$$
\begin{aligned}
\hat{X}(z)= & \frac{1}{2}\left[H_{0}(z) G_{0}(z)+H_{1}(z) G_{1}(z)\right] X(z) \\
& +\frac{1}{2}\left[H_{0}(-z) G_{0}(z)+H_{1}(-z) G_{1}(z)\right] X(-z) .
\end{aligned}
$$

The idea of the AC matrix is to represent the equations in matrix form. For the two-band system, this results in

$$
\hat{X}(z)=\frac{1}{2}[X(z), X(-z)] \underbrace{\left[\begin{array}{cc}
H_{0}(z) & H_{1}(z) \\
H_{0}(-z) & H_{1}(-z)
\end{array}\right]}_{\mathrm{AC} \text { matrix }}\left[\begin{array}{l}
G_{0}(z) \\
G_{1}(z)
\end{array}\right],
$$

where the AC matrix is as shown above. The AC matrix is so designated because it contains the analysis filters and all the associated aliasing components. Exact reconstruction is then obtained when

$$
\left[\begin{array}{cc}
H_{0}(z) & H_{1}(z) \\
H_{0}(-z) & H_{1}(-z)
\end{array}\right]\left[\begin{array}{l}
G_{0}(z) \\
G_{1}(z)
\end{array}\right]=\left[\begin{array}{c}
T(z) \\
0
\end{array}\right]
$$

where $T(z)$ is required to be the scaled integer delay $2 z^{-n_{0}}$. The term $T(z)$ is the transfer function of the overall system. The zero term below $T(z)$ determines the amount of aliasing present in the reconstructed signal. Because this term is zero, all aliasing is explicitly removed.

With the equations expressed in matrix form, we can solve for the synthesis filters, which yields

$$
\left[\begin{array}{l}
G_{0}(z)  \tag{36.3}\\
G_{1}(z)
\end{array}\right]=\frac{1}{H_{0}(z) H_{1}(-z)-H_{0}(-z) H_{1}(z)}\left[\begin{array}{cc}
H_{1}(-z) & -H_{1}(z) \\
-H_{0}(-z) & H_{0}(z)
\end{array}\right]\left[\begin{array}{c}
T(z) \\
0
\end{array}\right] .
$$

Often for a variety of reasons, we would like both the analysis and synthesis filters to be FIR. This means the determinant of the AC matrix should be a constant delay. The earliest solution to the FIR filter bank problem was presented by Croisier et al. in 1976[18]. Their solution was to let

$$
H_{1}(z)=H_{0}(-z)
$$

and

$$
\begin{aligned}
G_{0}(z) & =H_{0}(z) \\
G_{1}(z) & =-H_{0}(-z) .
\end{aligned}
$$

This is the quadrature mirror filter (QM F) solution. From the equations in (36.3), it can be seen that this solution cancels all the aliasing and results in a system transfer function

$$
T(z)=H_{0}(z) H_{1}(-z)-H_{0}(-z) H_{1}(z) .
$$

As it turns out, with careful design $T(z)$ can be made to be close to a constant delay. However, some amount of distortion will always be present. In 1980 Johnston designed a set of optimized QMFs which are now widely used. The coefficient values may be found in several sources [16, 17, 19].

Interestingly, the equations in (36.3) imply that exact reconstruction is possible by forcing the AC-matrix determinant to be a constant delay. The design of such exact reconstruction filters is discussed in the next section.


FIGURE 36.3: Example of a zero-phase half-band lowpass filter.

### 36.1.2 Spectral Factorization

Thequestion at hand ishow do wedetermine $H_{0}(z)$ and $H_{1}(z)$ such that $T(z)$ isan integer delay $z^{-n_{0}}$. A solution to this problem was introduced in 1984 [7], based on the observation that $H_{0}(z) H_{1}(-z)$ is a lowpass filter [which we denote $F_{0}(z)$ ] and $H_{0}(-z) H_{1}(z)$ is its corresponding frequency shifted highpass filter. A unity transfer function can be constructed by forcing $F_{0}(z)$ and $F_{0}(-z)$ to be complementary half-band lowpass and highpass filters. M any fine techniques are available for the design of half-band lowpass filters, such as the Parks-M cClellan algorithm, Kaiser window design, Hamming window design, the eigenfilter method, and others. Zero-phase half-band filters have the property that zeros occur in the impulse response at $n= \pm 2, \pm 4, \pm 6, \ldots$, etc. An illustration is shown in Fig. 36.3. Oncedesigned, $F_{0}(z)$ can befactored into two lowpass filters, $H_{0}(z)$ and $H_{1}(-z)$. The design procedure can be summarized as follows.

1. First design a $(2 N-1)$-tap half-band lowpass filter, using the Parks-McClellan algorithm, for example. This can be done by constraining the passband and stopband cutoff frequenciesto be $\omega_{p}=\pi-\omega_{s}$, and using equal passband and stopband error weightings. The resulting filter will have equal passband and stopband ripples, i.e., $\delta_{p}=\delta_{s}=\delta$.
2. Add the value $\delta$ to the $f[0]$ (center) tap value. This forces $F\left(e^{j \omega}\right) \geq 0$ for all $\omega$.
3. Spectrally factor $F(z)$ into two lowpass filters, $H_{0}(z)$ and $H_{1}(-z)$. Generally the best way to factor $F(z)$ is such that $H_{1}(-z)=H_{0}\left(z^{-1}\right)$. Note that the factorization will not be unique and the roots should be split so that if a particular root is assigned to $H_{0}(z)$, its reciprocal should be given to $H_{0}\left(z^{-1}\right)$.

The result of the above procedure is that $H_{0}(z)$ will be a power complementary, even length, FIR filter that will form the basis for a perfect reconstruction filter bank. Note that since $H_{1}(z)$ is just a time reversed, spectrally shifted version of $H_{0}(z)$,

$$
\left|H_{0}\left(e^{j \omega}\right)\right|=\left|H_{1}\left(-e^{j \omega}\right)\right| .
$$

Smith and Barnwell designed and published a set of optimal exact reconstruction filters [1]. The filter coefficients for $H_{0}(z)$ are given in Table 36.1. The analysis and synthesis filters are obtained from $H_{0}(z)$ by

$$
\begin{aligned}
G_{0}(z) & =H_{0}\left(z^{-1}\right) \\
G_{1}(z) & =H_{0}(-z) \\
H_{1}(z) & =H_{0}\left(-z^{-1}\right) .
\end{aligned}
$$

A complete discussion of this approach can be found in many references [1, 6, 7, 25, 27, 28].

TABLE 36.1 CQF (Smith-Barnwell) Filter Bank
Coefficients with 40dB Attenuation

| 32-Tap filter | 16-Tap filter |
| ---: | ---: |
| 8.494372478233170D-03 | $2.193598203004352 \mathrm{D}-02$ |
| $-9.617816873474045 \mathrm{D}-05$ | $1.578616497663704 \mathrm{D}-03$ |
| $-8.795047132402801 \mathrm{D}-03$ | $-6.025449102875281 \mathrm{D}-02$ |
| $7.087795490845020 \mathrm{D}-04$ | $-1.189065962053910 \mathrm{D}-02$ |
| $1.220420156035413 \mathrm{D}-02$ | $0.137537915636625 \mathrm{D}+00$ |
| $-1.762639314795336 \mathrm{D}-03$ | $5.745450056390939 \mathrm{D}-02$ |
| $-1.558455903573829 \mathrm{D}-02$ | $-0.321670296165893 \mathrm{D}+00$ |
| $4.082855675060479 \mathrm{D}-03$ | $-0.528720271545339 \mathrm{D}+00$ |
| $1.765222024089335 \mathrm{D}-02$ | $-0.295779674500919 \mathrm{D}+00$ |
| $-8.385219782884901 \mathrm{D}-03$ | $2.043110845170894 \mathrm{D}-04$ |
| $-1.674761388473688 \mathrm{D}-02$ | $2.906699709446796 \mathrm{D}-02$ |
| $1.823906210869841 \mathrm{D}-02$ | $-3.533486088708146 \mathrm{D}-02$ |
| $5.781735813341397 \mathrm{D}-03$ | $-6.821045322743358 \mathrm{D}-03$ |
| $-4.69674090907675 \mathrm{D}-02$ | $2.606678468264118 \mathrm{D}-02$ |
| $5.725005445073179 \mathrm{D}-02$ | $1.033363491944126 \mathrm{D}-03$ |
| $0.354522945953839 \mathrm{D}+00$ | $-1.435930957477529 \mathrm{D}-02$ |
| $0.504811839124518 \mathrm{D}+00$ |  |
| $0.264955363281817 \mathrm{D}+00$ |  |
| $-8.329095161140063 \mathrm{D}-02$ |  |
| $-0.139108747584926 \mathrm{D}+00$ |  |
| $3.314036080659188 \mathrm{D}-02$ |  |
| $9.035938422033127 \mathrm{D}-02$ |  |
| $-1.468791729134721 \mathrm{D}-02$ |  |
| $-6.103335886707139 \mathrm{D}-02$ | $3.489755821785150 \mathrm{D}-02$ |
| $6.606122638753900 \mathrm{D}-03$ | $-1.098301946252854 \mathrm{D}-02$ |
| $4.051555088035685 \mathrm{D}-02$ | $-6.286453934951963 \mathrm{D}-02$ |
| $-2.631418173168537 \mathrm{D}-03$ | $0.223907720892568 \mathrm{D}+00$ |
| $-2.592580476149722 \mathrm{D}-02$ | $0.556856993531445 \mathrm{D}+00$ |
| $9.319532350192227 \mathrm{D}-04$ | $0.357976304997285 \mathrm{D}+00$ |
| $1.535638959916169 \mathrm{D}-02$ | $-2.390027056113145 \mathrm{D}-02$ |
| $-1.196832693326184 \mathrm{D}-04$ | $-7.594096379188282 \mathrm{D}-02$ |
| $-1.057032258472372 \mathrm{D}-02$ |  |

For the $M$-channel case shown in Fig. 36.1, where the bands are assumed to be maximally decimated, the same AC-matrix approach can be employed, leading to the equations

$$
\begin{aligned}
\hat{X}(z)= & \frac{1}{M} \underbrace{\left[X(z), \ldots, X\left(z W_{M}^{M-1}\right)\right]}_{\mathbf{x}^{T}} \\
& \underbrace{\left[\begin{array}{ccc}
H_{0}(z) & \cdots & H_{M-1}(z) \\
H_{0}\left(z W_{M}^{1}\right) & \cdots & H_{M-1}\left(z W_{M}^{1}\right) \\
\vdots & & \vdots \\
H_{0}\left(z W_{M}^{M-1}\right) & \cdots & H_{M-1}\left(z W_{M}^{M-1}\right)
\end{array}\right]}_{\mathbf{H}} \underbrace{\left[\begin{array}{c}
G_{0}(z) \\
G_{1}(z) \\
\vdots \\
G_{M-1}(z)
\end{array}\right]}_{\mathbf{g}}
\end{aligned}
$$

where $W_{M}=e^{-j \frac{2 \pi}{M}}$. This can be rewritten compactly as

$$
\hat{X}(z) \frac{1}{M} \mathbf{x}^{T}(z) \mathbf{H}(z) \mathbf{g}(z),
$$

where $\mathbf{x}$ is the input vector, $\mathbf{g}$ is the synthesis filter vector, and $\mathbf{H}$ is the $A C$ matrix. H owever, the ACmatrix determinant for systems with $M>2$ is typically too intricate for the spectral factorization approach outlined above. An effective approach for handling the design of $M$-band systems was introduced by Vaidyanathan in [30]. It is based on a latticeimplementation structure and is discussed next.


FIGURE 36.4: Flow graph of a two-band lattice structure with three stages.

### 36.1.3 Lattice Implementations

In addition to thedirect form structuresshown in Figs. 36.1 and 36.2, filter bankscan beimplemented using lattice structures. For simplicity, consider the two-band case first. An example of a lattice structure for a two-band analysis system is shown in Fig. 36.4. It is composed of a cascade of crisscross elements, each of which has a set of coefficients associated with it. Conveniently, each section, which we denote $\mathbf{R}_{m}$, can be described by a matrix. For thetwo-band lattice, these matrices have the form

$$
\mathbf{R}_{m}=\left[\begin{array}{cc}
1 & r_{m} \\
-r_{m} & 1
\end{array}\right] .
$$

Interspersed between the coefficient matrices are delay matrices, $\Lambda(z)$, having the form

$$
\Lambda(z)=\left[\begin{array}{cc}
1 & 0 \\
0 & z^{-1}
\end{array}\right] .
$$

It can be shown [27] that lattice filters can represent a wide class of exact reconstruction filter banks. Two points regarding lattice filter banks are particularly noteworthy. First, the lattice structure provides an efficient form of implementation. M oreover, the synthesis filter bank is directly related to the analysis bank, since each matrix in the analysis cascade is invertible. Consequently, the synthesis bank consists of the cascade of inverse section matrices. Second, the structure al so provides a convenient way to design the filter bank. Each lattice coefficient can be optimized using standard minimization routines to minimize a passband-stopband error cost function for the filters. This approach to design can be used for two-band as well as $M$-band filter banks [5, 27, 28].

### 36.1.4 Time-Domain Design

One of the most flexible design approaches is the time domain formulation proposed by Nayebi et al. [3, 8]. This formulation has enabled the discovery of previously unknown classes of filter banks, such as low and variable delay systems [12], time-varying filter banks [4], and block decimation systems [9]. It is attractive because it enables the design of virtually all linear filter banks. The idea underlying this approach is that the conditions for exact reconstruction can be expressed in the time domain in a convenient matrix form. Let us explore this approach in the context of an $M$-band filter bank. Because of the decimation operations, the overall $M$-band analysis-synthesis system is periodically time varying. Thus, we can view an arbitrary maximally decimated $M$-band system as having $M$ linear time invariant transfer functions associated with it. One can think of the problem as trying to devise $M$ subsampled systems, each one of which exactly reconstructs. This is equivalent to saying that for each impulse input, $\delta[n-i]$, to the analysis-synthesis system, that impulse should appear at the system output at time $n=i+n_{0}$, where $i=0,1,2, \ldots, M-1$ and $n_{0}$ is the system delay.

This amounts to setting up an overconstrained linear system $\mathbf{A S}=\mathbf{B}$, where the matrix $\mathbf{A}$ is created using the analysis filter coefficients, the matrix $\mathbf{B}$ is the desired response of zeros except at the appropriate delay points (i.e., $\delta\left[n-n_{0}\right]$ ) and $\mathbf{S}$ is a matrix containing synthesis filter coefficients.

Particular linear combinations of analysis and synthesisfilter coefficients occur at different points in time for different input impulses. Theidea is to make $\mathbf{A}, \mathbf{S}$, and $\mathbf{B}$ such that they describe completely all $M$ transfer functions that comprise the periodically time-varying system.

Thematrix $\mathbf{A}$ is a matrix of filter coefficients and zeros that effectively describe the decimated convolution operations inherent in the filter bank. For convenience, we express the analysis coefficients as a matrix $\mathbf{h}$, where

$$
\mathbf{h}=\left[\begin{array}{cccc}
h_{0}[0] & h_{1}[0] & \cdots & h_{M-1}[0] \\
h_{0}[1] & h_{1}[1] & \cdots & h_{M-1}[1] \\
\vdots & \vdots & & \vdots \\
h_{0}[N-1] & h_{1}[N-1] & \cdots & h_{M-1}[N-1]
\end{array}\right]
$$

Thezeros are represented by an $M \times M$ matrix of zeros, denoted $\mathbf{0}_{\mathbf{M}}$. With theseterms, we can write the $(2 N-M) \times N$ matrix $\mathbf{A}$,

$$
\mathbf{A}=\left[\begin{array}{cccc}
{\left[\begin{array}{c} 
\\
\mathbf{h}[n] \\
\\
\mathbf{0}_{\mathbf{M}}
\end{array}\right]} & \left.\begin{array}{c}
\mathbf{0}_{\mathbf{M}} \\
\\
\mathbf{h}[n] \\
\end{array}\right] & \begin{array}{c}
\cdots \\
\cdots
\end{array} & \mathbf{0}_{\mathbf{M}} \\
\cdots & \vdots \\
\mathbf{0}_{\mathbf{M}} & \vdots & & {\left[\begin{array}{l}
\mathbf{\mathbf { M }}[n] \\
\mathbf{0}_{\mathbf{M}}
\end{array}\right.} \\
\cdots &
\end{array}\right] .
$$

The synthesis filters $\mathbf{S}$ can be expressed most conveniently in terms of the $M \times M$ matrix

$$
\mathbf{Q}_{i}=\left[\begin{array}{cccc}
g_{0}[i] & g_{0}[i+1] & \cdots & g_{0}[i+M-1] \\
g_{1}[i] & g_{1}[i+1] & \cdots & g_{1}[i+M-1] \\
\vdots & \vdots & & \vdots \\
g_{M-1}[i] & g_{M-1}[i+1] & \cdots & g_{M-1}[i+M-1]
\end{array}\right],
$$

where $i=0,1, \ldots, L-1$ and $N$ is assumed to beequal to $L M$. The synthesis matrix $\mathbf{S}$ is then given by

$$
\mathbf{S}=\left[\begin{array}{c}
\mathbf{Q}_{0} \\
\mathbf{Q}_{M} \\
\vdots \\
\mathbf{Q}_{i M} \\
\vdots \\
\mathbf{Q}_{(L-1) M}
\end{array}\right] .
$$

Finally, to achieve exact reconstruction we want theimpulse responses associated with each of the $M$ constituent transfer functionsin the periodically time varying system to be an impulse. Therefore, B is a matrix of zero-element column vectors, each with a single "one" at the location of the particular transfer function group delay. M ore specifically, the matrix has the form

$$
\mathbf{B}=\left[\begin{array}{c}
\mathbf{0}_{\mathbf{M}} \\
\mathbf{0}_{\mathrm{M}} \\
\vdots \\
\mathrm{~J}_{\mathrm{M}} \\
\vdots \\
\mathbf{0}_{\mathrm{M}} \\
\mathbf{0}_{\mathrm{M}}
\end{array}\right]
$$

where $\mathbf{J}_{\mathbf{M}}$ is the $M \times M$ antidiagonal identity matrix

$$
\mathbf{J}_{\mathbf{M}}=\left[\begin{array}{cccc}
0 & \cdots & 0 & 1 \\
0 & \cdots & 1 & 0 \\
\vdots & & \vdots & \vdots \\
1 & \cdots & 0 & 0
\end{array}\right]
$$

It is important to mention here that the location of $\mathbf{J}_{\mathbf{M}}$ within the matrix $\mathbf{B}$ is a system design issue. The case shown here, where it is centered within $\mathbf{B}$, corresponds to an overall system delay of $N-1$. This is the natural case for systems with $N$-tap filters. There are many fine points associated with these time domain conditions. For a complete discussion, the reader is referred to [3].

With the reconstruction equations in place, we now turn our attention to the design of the filters. The problem here is that this is an over-constrained system. The matrix $\mathbf{A}$ is of size $(2 N-M) \times N$. If we think of the synthesis filter coefficients as the parameters to be solved for, we find $M(2 N-M)$ equations and $M N$ unknowns. Clearly, the best we can hopefor is to determine $\mathbf{B}$ in an approximate sense. Using least-squares approximation, we let

$$
\mathbf{S}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{B}
$$

Here, it is assumed that $\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1}$ exists. This is not automatically the case. However, if reasonable lowpass and highpass filters are used as an initial starting point, there is rarely a problem.

This solution gives the best synthesis filter set for a particular analysis set and system delay $N-1$. The resulting matrix $\mathbf{A S}=\hat{\mathbf{B}}$ will be close to $\mathbf{B}$ but not equal to it in general. The next step in the design is to allow the analysis filter coefficients to vary in an optimization routine to reduce the Frobenius matrix norm, $\|\hat{\mathbf{B}}-\mathbf{B}\|_{F}^{2}$. The locally optimal solution will be,

$$
\mathbf{S}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{B} \text {, such that }\|\hat{\mathbf{B}}-\mathbf{B}\|_{F}^{2} \text { is minimized }
$$

Any number of routines may be used to find this minimum. A simple gradient search that updates the analysis filter coefficients will suffice in most cases. Note that, as written, there are no constraints on the analysis filters other than that they provide an invertible $\mathbf{A}^{T} \mathbf{A}$ matrix. One can easily start imposing constraints relevant to system quality. Most often we find it appropriate to include constraints on the frequency domain characteristics of the individual analysis filters. This can be done conveniently by creating a cost function comprised of the passband and stopband filter errors. For example, in the two-band case, inclusion of such filter frequency constraints gives rise to the overall error function

$$
\epsilon=\|\hat{\mathbf{B}}-\mathbf{B}\|_{F}^{2}+\int_{0}^{\pi_{p}}\left|1-H_{1}\left(e^{j \omega}\right)\right|^{2} d \omega+\int_{\pi_{s}}^{\pi}\left|H_{0}\left(e^{j \omega}\right)\right|^{2} d \omega .
$$

This reduces the overall system error of the filter bank while at the same time reducing the stopband errors in analysis filters. Other options in constructing the error function can address control over the step response of the filters, the width of the transition bands, and whether an $l_{2}$ norm or an $l_{\infty}$ norm is used as an optimality criterion.

By properly weighting thereconstruction and frequency responseterms in theerror function, exact reconstruction can beobtained, if such a solution exists. If an exact reconstruction solution does not exist, the design algorithm will find the locally optimal solution subject to the specified constraints.

## Functionality of the Design Formulation

One of the distinct advantages of the time-domain design method is its flexibility. The discussion above assumed that thesystem delay was $N-1$ where $N$ isthefilter length. For thetime domain formulation, theamount of overall system delay can bethought of as an input to thedesign algorithm. In other words, one can pre-specify the desired system delay and then find the locally optimal set of analysis and synthesis filters that reduce the cost function while maintaining the specified delay. Control over the system delay is given by the position of $\mathbf{J}_{\mathbf{M}}$ in the matrix B. Placing Jm at or near the top of $\mathbf{B}$ lowers the system delay while positioning it at or near the bottom increases the system delay. Oneconsideration hereis the effect on filter bank quality. Experiments have shown that as the delay moves toward the extremes, theimpact of the overconstrained equationsis more severe. Oneis forced to either tolerate poorer frequency response characteristics or perhaps allow a littledistortion in the reconstruction.

The cost function allows for an infinite variety of systemsto be designed. The algorithm will converge to a filter set that optimizes the cost function as it is given. This provides thefreedom to tradeoff among reconstruction error, frequency domain characteristics, and time domain characteristics. To aid in finding a particular locally optimal solution, the cost function can be allowed to be "adaptive". If exact reconstruction is desired, a heavy weighting may be placed on the reconstruction term in the cost function initially, until that term goes to zero. Then the cost function can be adjusted with new weightings that address reducing the error associated with the remaining distortion components.

This time domain formulation has been used to design an unprecedented variety of filter banks, including thefirst block decimation systems, thefirsttime-varying systems, thefirst low delay systems, cosinemodulated filter banks, nonuniform band filter banks, and many others [3, 4, 9, 10, 11]. Oneof the most important in this list is cosine modulated filter banks because they can beimplemented very efficiently by using FFT-class algorithms. Cosine modulated filter banks may be designed in a variety of ways. Excellent discussions on this topic are given by M alvar [20, 24], Vaidyanathan [21, 27], Vetterli [23], and many others.

Linear filter bankshaveproven to beeffectivein many applications. Perhaps their most widespread use is in the area of coding. Subband coders for speech audio, image, and video signals tend to work very well. However, at low bit rates, distortions can be detected. Thus, there is interest in designing filter banks that are less prone to producing annoying distortions in these cases. Other nonlinear classes of filter banks can be considered that display different forms of distortion at low bit rates. In the remainder of this chapter, we discuss the design of two nonlinear filter banks that are presently being studied.

### 36.2 Finite Field Filter Banks

A new and interesting variant of the classical analysis-synthesis system can be achieved by imposing theexplicit constraint that thediscreteamplituderange of thesubbandsis confined. For conventional filter banks, we assume the input signal has a finite number of amplitude values. For instance, in the case of subband image coding, the input will typically contain 8 bits or 256 amplitude levels. However, the subband outputs may contain millions of possible amplitude values. For a coding application, we can think of the input as having a small alphabet (e.g., 256 unique values), and the analysisfilter output as having a large al phabet (millions). Conceivably, onemight beableto improve coding performancein somesituations by designing a filter bank that constrains theoutput alphabet to besmall. With this as motivation, we consider the problem of designing exact reconstruction filter banks with this constraint, an idea originally introduced by Vaidyanathan [37].

To begin our discussion, consider an input image with an alphabet size $N$ (e.g., 256 gray levels). The output is expanded to an alphabet size of $M \times N$ after subband filtering. The value of $M$ is governed by the length and coefficient values of the filter. $M$ can be very large. The design task of
interest here is to construct a filter bank where $M$ is very small, ideally unity. In other words, we are constraining the system to operate in a finitefield of our choosing, e.g., $\mathrm{GF}(N)$. In order to meet this finitefield condition, an operational change is needed. Specifically, the finite field filter bank should operate in an integer field. Consequently, the filters used should be perfect reconstruction filters with integer coefficients. This modification makes it possible to perform wrap-around arithmetic. Wrap-around arithmetic restricts outputs to a finite field by performing all operation modulo N .

The design of a finite field filter bank is relatively simple. The image is passed through analysis filters using wrap-around arithmetic. This means that every operation is either modulo- $N$ addition or modulo- $N$ multiplication. Hence, the subband outputs will have an integer al phabet of size $N$. To reconstruct, the image is passed through the synthesisfilters using the same wrap-around arithmetic within the same finite integer field. The bands are then combined using modulo- $N$ addition. As it turns out, the resulting signal will not match the original. However, the signal can be corrected by applying a mapping based on the gain of the filter banks, $M$, and the dynamic range, $N$. Let us assumethat theinput is an imagewith $N^{\prime}$ discretelevels, and that all operations have been performed modulo $N$. Each value of the output image is found in set $\mathbf{B}$ and can be mapped into set $\mathbf{A}$, where

$$
\mathbf{A}=\left\{0,1,2, \ldots, N^{\prime}-1\right\} \quad \mathbf{B}=((M \times \mathbf{A}))_{N}
$$

The resulting output image $\widehat{x}$ will be, under certain conditions, an exact reconstruction of the input image $x$.

There are two conditions that must be satisfied in order to obtain exact reconstruction. First, the subband output alphabet size $N$ must be equal to or greater than the input alphabet size $N^{\prime}$. This is a necessary condition in order to unambiguously resolve all values of the input. Second, the system gain $M$ is constrained in relation to the subband output size $N$. The system gain is governed by the analysis and synthesis filters in the following way:

$$
M=\left(\sum_{n}\left|h_{0}[n]\right| \times \sum_{n}\left|g_{0}[n]\right|\right)+\left(\sum_{n}\left|h_{1}[n]\right| \times \sum_{n}\left|g_{1}[n]\right|\right)
$$

where $h_{0}[n]$ and $h_{1}[n]$ are the analysis filters and $g_{0}[n]$ and $g_{1}[n]$ are the synthesis filters. The relation between $M$ and $N$ is crucial in obtaining perfect reconstruction. These two numbers must be relatively prime. That is, $M$ and $N$ can have no common factors. For example, if $M$ is two, any odd valueof $N$ would be valid. Ideally, wemight want $N=N^{\prime}$. However, to satisfy thelast condition $M$ is determined by the system and $N$ is adjusted slightly up from $N^{\prime}$. It is typically easier to adjust $N$.

To illustrate the differences in outputs obtained from conventional and finite field filter banks, consider the following comparison. For a conventional two-band system with two-tap H aar analysis filters, an input of

$$
x=0,0,0,4,2,3,0,1,2,0,0, \ldots
$$

will yield theoutputs

$$
\begin{aligned}
y_{0} & =0,4,5,1,2, \ldots \\
y_{1} & =0,4,1,1,-2, \ldots
\end{aligned}
$$

However, for the equivalent finite field system (like the one shown in Fig. 36.5), the outputs are noticeably different. For the finite field case, all operations are performed modulo $N$. Thus, for the same input the outputs produced are

$$
\begin{aligned}
& y_{0}=0,4,0,1,2, \ldots \\
& y_{1}=0,4,1,1,3 \ldots
\end{aligned}
$$



FIGURE 36.5: Block diagram of a two-band finite field filter bank.

Notice that the alphabet here is confined to the integers $0,1,2,3,4$ because we have set $N=5$. For the reconstruction, the outputs shown in the figure will be

$$
\begin{aligned}
& \widehat{x}_{0}=0,4,4,0,0,1,1,2,2, \ldots \\
& \widehat{x}_{1}=0,1,4,4,1,4,1,2,3, \ldots
\end{aligned}
$$

Adding these together, modulo $N$ gives

$$
\widehat{x}_{p}=0,0,3,4,1,0,2,4,0 \ldots
$$

Now unscrambling them in the post-mapping step shown in the figure gives

$$
\widehat{x}=0,0,4,2,3,0,1,2,0 \ldots=x
$$

It is interesting to compare the analysis section outputs of finite field and conventional filter banks for the two-band case. The lower band output of a conventional filter bank has a dynamic range that is usually much greater than the dynamic range of the input. The values in the lower band tend to have a Gaussian distribution over the range. By constraining the alphabet size, the first-order entropy can be reduced. The amount of the reduction depends on the size of $M$. The higher band in the conventional filter bank has a dynamic range that might be larger than $N$; however, the values are clustered around zero. When modulo operations are performed, the negative values go to a high value so not much overlap is obtained. Therefore, the alphabet constraint has littleor no affect on the higher bands. The finite field filter bank reduces the overall first-order entropy because the entropy is reduced in the lower band. The degree by which the entropy is reduced is greatly dependent on the image and the filter gains.

How do finite field filter banks affect input images with different dynamic ranges? This effect is dependent on the same two components that have previously been discussed, the system gain $M$, and the subband output size $N$. Let us assume the subband output range $N$ is set equal to the input image range $N^{\prime}$. Now we can examine the effects of different system gains given $N$. For example, if the image is binary ( $N=2$ ), the system gain must be odd. Examining the decomposition of such an image, we can see that it appears very noisy. This is becausethedynamic range of the system is small and the gain is large. Theimage is essentially wrapping around on itself so many times it is difficult to observe the original image in the bands. In a case where $N>2$, a filter with a smaller gain is more realizable. For example, if $N=255$, we can choose a system gain of 2 . In this decomposition (Fig. 36.6), the lower band image is not what we are accustomed to observing in a conventional decomposition. This case does have a lower first-order entropy than its conventional counterpart.


FIGURE 36.6: A four-level octave band decomposition using finite field filter banks.

Finite field filter banks are still in their early phases of study. As a result of the constraints, filter quality is limited. Thus, the net gains achievable in an application could be favorable or unfavorable. Onemust pay careful attention to the subband output size, filter length, and coefficient values during thedesign of thefilter bank. Nonetheless, it seems that finitefield filter banks are potentially attractive in some applications.

### 36.3 Nonlinear Filter Banks

One of the driving forces for research in filter banks is image coding for low bit rate applications. Presently, subband image coders represent thebest approach known for image compression. Aswith any coder, at low rates distortions occur. Subband coders based on conventional linear filter banks suffer from ringing effects due to the Gibbs phenomenon. These ringing effects occur around edges or high contrast regions. One way to eliminate ringing is to use nonlinear filter banks. There are pros and cons regarding the utility of nonlinear filter banks. However, the design of the systems is rather new and interesting.

Nonlinear filter banks can be constructed within a general two-band framework. A nonlinear filter may be placed in the highpass analysis and in the lowpass synthesis block of the systems. The condition for exact reconstruction will be discussed later. What type of nonlinear filter is an open question. Whiletherearemany candidates, the constraints of the overall system restrict the design of filters in terms of type and degrees of freedom in optimization. The most widely used nonlinear filter is the rank-order filter. In this discussion, we consider rank-order filters, more specifically, median filters. The performance of such filters is determined by the rank used and the region of support. The popular $N$-point median filter has a rank of $(N+1) / 2$, where $N$ is assumed to be odd. Egger et al. [31] suggested a simple two-band nonlinear filter bank that upholds the exact reconstruction property. The lowpass channel consists of direct downsampling, while thehighpass channel involves


FIGURE 36.7: A two-band polyphase nonlinear filter bank.
a median filter (differencing) operation to achieve a highpass representation for the other channel. Because straight downsampling and median filtering are involve, there is an inherent finite field constraining property built in to the system. Although these features seem attractive, the system is severely limited by its lack of filtering power. M ost notably, thelowpass channel has massive aliasing since no filtering is performed. For many applications, aliasing of this type is not desirable. This problem can be addressed somewhat by using the modified filter bank introduced by Florencio and Schafer [32]. In the two-band system of Florencio and Schafer shown in Fig. 36.7, each channel can be expressed as a filtered combination of the input. This structure can be recognized as a classical polyphase implementation for a two-band filter bank. Here, however, we allow the polyphase filters $f_{i j}$ and $g_{i j}$ to be nonlinear filters. Thus,

$$
\begin{aligned}
y_{0}[n] & =f_{00}\left(x_{0}[n]\right)+f_{01}\left(x_{1}[n]\right) \\
y_{1}[n] & =f_{10}\left(x_{0}[n]\right)+f_{11}\left(x_{1}[n]\right)
\end{aligned}
$$

where $f_{i j}(\cdot)$ arethelinear or nonlinear polyphase analysisfilters. To reconstruct thesignal, theoutput can be expressed as a filtered combination of the channels,

$$
\widehat{x}_{0}=g_{00}\left(y_{0}\right)+g_{01}\left(y_{1}\right) \quad \widehat{x}_{1}=g_{10}\left(y_{0}\right)+g_{11}\left(y_{1}\right)
$$

where $g_{i j}(\cdot)$ are the linear or nonlinear polyphase synthesis filters. The perfect reconstruction conditions are based on these different classes or structures. The Type I structure consists of $f_{00}(\cdot)=f_{11}(\cdot)=I$ (identity), and either $f_{10}(\cdot)=0$ or $f_{01}(\cdot)=0$. The other is any causal transformation. To obtain perfect reconstruction, $g_{00}(\cdot)=g_{11}(\cdot)=I, g_{10}(\cdot)=f_{10}(\cdot)$, and $g_{01}(\cdot)=-f_{01}(\cdot)$. TheType II structure consists of $f_{10}(\cdot)=f_{01}(\cdot)=0$ and both $f_{00}(\cdot)$ and $f_{11}(\cdot)$ being invertible functions. To obtain perfect reconstruction $g_{01}(\cdot)=g_{10}(\cdot)=0, g_{00}(\cdot)=f_{00}^{-1}(\cdot)$, and $g_{11}(\cdot)=f_{11}^{-1}(\cdot)$. TheTypeIII structureconsists of $f_{10}(\cdot)=f_{01}(\cdot)=I$ and $f_{00}(\cdot)=f_{11}(\cdot)=0$. To obtain perfect reconstruction, $g_{01}(\cdot)=g_{10}(\cdot)=I$ and $g_{00}(\cdot)=g_{11}(\cdot)=0$.

Similar to linear filter banks, this nonlinear filter bank achieves an overall reduction in firstorder entropy. Since perfect reconstruction is achieved in the two-band decomposition, perfect reconstruction can bemaintained when used in treestructured systemsfor compression applications. After quantization, coding, and reconstruction, different features will be affected in different ways. The main advantage of nonlinear filtering is that the edges associated with high contrast features are preserved well, and no "ringing" occurs. However, because of the nature of the sampling in the lower band, texture regions are distorted. Using cascaded sections is a way to help preserve the texture. As it turns out, sections can be cascaded in a way that preserves exact reconstruction. For


FIGURE 36.8: Comparison of outputs from one linear and three nonlinear filter banks. (a) A four-band linear decomposition using four-tap QM Fs. (b) A four-band nonlinear decomposition using the method of Egger and Li. (c) A four-band nonlinear decomposition using the two-stage method of Florencio and Schafer. (d) The residual image obtained from subtracting the nonlinear decomposition result in (b) from the result in (c).
example, let the first stage of the filter contain $f_{01}(\cdot)=0$, with $f_{10}(\cdot)$ being a four-point median filter. Let the second stage be defined by $f_{10}(\cdot)=0$ with $f_{01}(\cdot)$ being a four-point median filter with a 0.5 gain (to maintain the dynamic range of the input). The resulting two bands are similar to the bands of the comparable linear case but have the advantages of a nonlinear system. Most notably, the lower band of the nonlinear case has a reduction in higher frequencies, very similar to the linear case. These differences are illustrated in Fig. 36.8 for a four-band decomposition of an image. A conventional QM F decomposition is shown in (a). Next to it in (b) and (c) are the nonlinear decompositions obtained using the Egger and Li approach, and the two-stage approach of Florencio and Schafer, respectively. All show similarities. However, more energy is contained in the high frequency subbands of the nonlinear results. In comparing carefully the two nonlinear results, we can observe that the two-stage approach of Florencio and Schafer has less aliasing in the lowest band and more closely follows the linear result. The difference image between the two nonlinear results is given in (d).

It is clear that there are many possibilities for constructing nonlinear filter banks. What is less obvious at this point is the impact of these systems in practical situations. Given that development related to these filter banks is only in the formative stages, only time will tell. Regardless of whether conventional or nonlinear filter banks are ultimately employed, the variety of design options and design techniques offer many useful solutions to engineering problems. M ore in-depth discussions on applications can befound in the references.
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### 37.1 Introduction

Time-frequency representations (TFR) combinethe time-domain and frequency-domain representations into a singleframework to obtain thenotion of time frequency. TFR offer thetimelocalization vs. frequency localization tradeoff between two extremecases of time-domain and frequency-domain representations. Theshort-timeFourier transform (STFT) [1, 2, 3, 4, 5] and theGabor transform [6] aretheclassical examples of linear time-frequency transforms which usetime-shifted and frequencyshifted basis functions.

In conventional time-frequency transforms, the underlying basis functions are fixed in time and define a specific tiling of the time-frequency plane. The term timefrequency tile of a particular basis function is meant to designate the region in the plane that contains most of that function's energy. The short-time Fourier transform and the wavelet transform are just two of many possible tilings of the time-frequency plane. These two are illustrated in Fig. 37.1(a) and (b), respectively. In these figures, the rectangular representation for a tile is purely symbolic, since no function can have compact support in both time and frequency. Other arbitrary tilings of thetime-frequency planeare possible such as the example shown in Fig. 37.1(c). In the discrete domain, linear time-frequency transforms can be implemented in the form of filter bank structures.

It is well known that the time-frequency energy distribution of signals often changes with time. Thus, in this sense, the conventional linear time-frequency transform paradigm is fundamentally mismatched to many signals of interest. A more flexible and accurate approach is obtained if the basis functions of the transform are allowed to adapt to the signal properties. An example of such a time-varying tiling is shown in Figure 37.1(d). In this scenario, the time-frequency tiling of the transform can bechanged from good frequency localization to good time localization and vice versa. Time-varying filter banks provide such flexible and adaptive time frequency tilings.


FIGURE 37.1: The time-frequency tiling for different time-frequency transforms: (a) The STFT, (b) the wavelet transform, (c) an exampleof general tiling, and (d) an example of thetime-varying tiling.

The concept of time varying (or adaptive) filter banks was originally introduced in [7] by Nayebi et al. The ideas underlying their method were later developed and extended to a more general case in which it was also shown that the number of frequency bands could also be made adaptive [8, 9, 10, 11]. De Queiroz and Rao [12] reported time-varying extended lapped transforms and Herley et al. [13, 14, 15] introduced another time-domain approach for designing time varying lossless filter banks. Arrowood and Smith [16] demonstrated a method for switching between filter banks using latticestructures. In [17], the authors presented yet another formulation for designing time-varying filter banksusing a different factorization of the paraunitary transform. Chen and Vaidyanathan [18] reported a noncausal approach to time-varying filter banks by using time reversed filters. Phoong and Vaidyanathan [19] studied time-varying paraunitary filter banks using polyphase approach. In [11, 20, 21, 22], the post filtering technique for designing time varying filter bank was reported. The design of multidimensional time-varying filter bank was addressed in [23, 24]. In this article, we introduce the notion of the time-varying filter banks and briefly discuss some design methods.

### 37.2 Anal ysis of Time-Varying Filter Banks

Time-varying filter banks are analysis-synthesis systems in which the analysis filters, the synthesis filters, thenumber of bands, the decimation rates, and thefrequency coverageof thebands arechanged (in part or in total) in time, as is shown in Fig. 37.2. By carefully adapting the analysis section to the temporal properties of the input signal, better performance can be achieved in processing the signal. In the absence of processing errors, thereconstructed output $\hat{x}(n)$ should closely approximate a delayed version of the original signal $x(n)$. When $\hat{x}(n-\Delta)=x(n)$ for some integer constant, $\Delta$, then we say that the filter bank is perfectly reconstructing (PR). The intent of the design is to choose the time-varying analysis and synthesis filters along with thetime-varying down/up samplers so that the system requirements are met subject to the constraint that the analysis-synthesis filter bank be PR at all times.


FIGURE 37.2: Thetime-varying filter bank structure with time-varying filters and time-dependent down/up samplers.

One general method for analysis of time-varying filter banks is the timedomain formulation reported in [10, 22]. In this method, the time-varying impulse response of the entire filter bank is derived in terms of the analysis and synthesis filter coefficients.

Figure (37.3) shows the diagram of a time-varying filter bank. In this figure, the filter bank is divided into three stages: the analysis filters, the down/up samplers, and the synthesis filters. The signals $x(n)$ and $\hat{x}(n)$ are the filter bank input and output at time $n$, respectively. The outputs of the analysis filters are shown by $\mathbf{v}(n)=\left[v_{0}(n), v_{1}(n), \ldots, v_{M(n)-1}(n)\right]^{T}$, where $v_{i}(n)$ is the output of the $i$ th analysis filter at time $n$. The outputs of the down/up samplers at time $n$ is called $\mathbf{w}(n)=\left[w_{0}(n), w_{1}(n), \ldots, w_{M(n)-1}(n)\right]^{T}$.


FIGURE 37.3: Time-varying filter bank as a cascade of analysis filters, down/up samplers, and synthesis filters.

The input/output relation of the analysis filters can be expressed by

$$
\begin{equation*}
\mathbf{v}(n)=\mathbf{P}(n) \mathbf{x}_{N}(n) . \tag{37.1}
\end{equation*}
$$

$\mathbf{P}(n)$ is an $M(n) \times N(n)$ matrix whose $m$ th row is comprised of the coefficients of the $m$ th analysis filter at time $n$ and $\mathbf{x}_{N}(n)$ is the input vector of length $N(n)$ at time $n$ :

$$
\begin{equation*}
\mathbf{x}_{N}(n)=[x(n), x(n-1), x(n-2), \ldots, x(n-N(n)+1)]^{T} . \tag{37.2}
\end{equation*}
$$

The input/output function of down/up samplers can be expressed in the form

$$
\begin{equation*}
\mathbf{w}(n)=\Lambda(n) \mathbf{v}(n) \tag{37.3}
\end{equation*}
$$

where $\Lambda(n)$ is a diagonal matrix of size $M(n) \times M(n)$. The $m$ th diagonal element of $\Lambda(n)$, at time $n$, is 1 if the input and output of the $m$ th down/up sampler are identical, otherwise it is zero.

To write the input/output relationship of the synthesis filters, $\mathbf{Q}(n)$ is defined as

$$
\left.\begin{array}{rl}
\mathbf{Q}(n) & =\left[\begin{array}{ccccc}
g_{0}(n, 0) & g_{0}(n, 1) & g_{0}(n, 2) & \ldots & g_{0}(n, N(n)-1) \\
g_{1}(n, 0) & g_{1}(n, 1) & g_{1}(n, 2) & \ldots & g_{1}(n, N(n)-1) \\
g_{2}(n, 0) & g_{2}(n, 1) & g_{2}(n, 2) & \ldots & g_{2}(n, N(n)-1) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
g_{M(n)-1}(n, 0) & g_{M(n)-1}(n, 1) & g_{M(n)-1}(n, 2) & \ldots & g_{M(n)-1}(n, N(n)-1)
\end{array}\right] \\
& =\left[\begin{array}{llll}
\mathbf{q}_{0}(n) & \mathbf{q}_{1}(n) & \mathbf{q}_{2}(n) & \ldots
\end{array} \mathbf{q}_{N(n)-1}(n)\right. \tag{37.4}
\end{array}\right] .
$$

where $\mathbf{q}_{i}(n)=\left[g_{0}(n, i), g_{1}(n, i), g_{2}(n, i), \ldots, g_{M(n)-1}(n, i)\right]^{T}$, is a vector of length $M(n)$ and $g_{i}(n, j)$ denotes the $j$ th coefficient of the $i$ th synthesis filter. At time $n$, the $m$ th synthesis filter is convolved with vector $\left[w_{m}(n), w_{m}(n-1), \ldots, w_{m}(n-N(n)+1)\right]^{T}$ and all outputs are added together. Using Eq. (37.4), the output of the filter bank at time $n$ can be written as:

$$
\begin{equation*}
\hat{x}(n)=\sum_{i=0}^{N(n)-1} \mathbf{q}_{i}^{T}(n) \mathbf{w}(n-i) . \tag{37.5}
\end{equation*}
$$

If $\mathbf{S}(n)$ and $\hat{\mathbf{w}}(n)$ are defined as

$$
\begin{gather*}
\mathbf{s}(n)=\left[\mathbf{q}_{0}^{T}(n), \mathbf{q}_{1}^{T}(n), \mathbf{q}_{2}^{T}, \ldots, \mathbf{q}_{N(n)-1}^{T}(n)\right]^{T}  \tag{37.6}\\
\hat{\mathbf{w}}(n)=\left[\mathbf{w}^{T}(n), \mathbf{w}^{T}(n-1), \mathbf{w}^{T}(n-2), \ldots, \mathbf{w}^{T}(n-N(n)+1)\right]^{T}, \tag{37.7}
\end{gather*}
$$

then Eq. (37.5) can be written in the form of one inner product,

$$
\begin{equation*}
\hat{x}(n)=\mathbf{s}^{T}(n) \hat{\mathbf{w}}(n) \tag{37.8}
\end{equation*}
$$

where s(n) and $\hat{\mathbf{w}}(n)$ are vectors of length $N(n) M(n)$. Using Eqs. (37.1), (37.3), (37.7), and (37.8), the input/output function of the filter bank can be written as:

$$
\hat{x}(n)=\mathbf{s}^{T}(n)\left[\begin{array}{c}
\Lambda(n) \mathbf{P}(n) \mathbf{x}_{N}(n)  \tag{3.9}\\
\Lambda(n-1) \mathbf{P}(n-1) \mathbf{x}_{N}(n-1) \\
\Lambda(n-2) \mathbf{P}(n-2) \mathbf{x}_{N}(n-2) \\
\vdots \\
\Lambda(n-N(n)+1) \mathbf{P}(n-N(n)+1) \mathbf{x}_{N}(n-N(n)+1)
\end{array}\right] .
$$

As the last $N(n)-1$ elements of vector $\mathbf{x}_{N}(n-i)$ are identical to the first $N(n)-1$ elements of vector $\mathbf{x}_{N}(n-i-1)$, the latter equation can be expressed by

$$
\begin{align*}
& {\left[\begin{array}{c}
x(n) \\
x(n-1) \\
x(n-2) \\
\vdots \\
x(n-2 N(n)+1)
\end{array}\right]} \tag{37.10}
\end{align*}
$$

where $\mathbf{0}$ is the zero column vector with length $M(n)$. Thus, the input/output function of a timevarying filter bank can be expressed in the form of

$$
\begin{equation*}
\hat{x}(n)=\mathbf{z}^{T}(n) \mathbf{x}_{I}(n) \tag{37.11}
\end{equation*}
$$

where $\mathbf{x}_{I}(n)=[x(n), x(n-1), \ldots, x(n-I+1)]^{T}$ and $I(n)=2 N(n)-1$ and $\mathbf{z}(n)$ is the time varying impulse response vector of the filter bank at time $n$ :

$$
\begin{equation*}
\mathbf{z}(n)=\mathbf{A}(n) \mathbf{S}(n) \tag{37.12}
\end{equation*}
$$

The matrix $\mathbf{A}(n)$ is the $[2 N(n)-1] \times[N(n) M(n)]$ matrix

$$
\mathbf{A}(n)=\left[\begin{array}{cccc}
{\left[\begin{array}{c}
\mathbf{0}^{T}(n)^{T} \Lambda(n) \\
\mathbf{o}^{T}
\end{array}\right]} & {\left[\begin{array}{c}
\mathbf{P}(n-1)^{T} \Lambda(n-1)
\end{array}\right]} & \mathbf{o}^{T}  \tag{37.13}\\
\mathbf{o}^{T} & \ddots & \vdots \\
\mathbf{0}^{T} & \mathbf{o}^{T} \\
\vdots & \vdots & & {\left[\mathbf{P}(n-N(n)+1)^{T} \Lambda(n-N(n)+1)\right]}
\end{array}\right]
$$

For a perfect reconstruction filter bank with a delay of $\Delta$, it is necessary and sufficient that all elements but the $(\Delta+1)$ th in $\mathbf{z}(n)$ be equal to zero at all times. The $(\Delta+1)$ th entry of $\mathbf{z}(n)$ must be equal to one. If the ideal impulse response is $\mathbf{b}(n)$, the filter bank is PR if and only if

$$
\begin{equation*}
\mathbf{A}(n) \mathbf{s}(n)=\mathbf{b}(n) \quad \text { for all } n \tag{37.14}
\end{equation*}
$$

### 37.3 Direct Switching of Filter Banks

Changing from one arbitrary filter bank to another independently designed filter bank without using any intermediate filters is called direct switching. Direct switching is the simplest switching scheme and does not require additional steps in switching between two filter banks. But such switching will result in a substantial amount of reconstruction distortion during the transition period. This is becauseduringthetransition, noneof thesynthesisfilterssatisfiestheexact reconstruction conditions. Figure(37.4) shows an exampleof a direct switching filter bank. Figure(37.5) showsthetime-varying impulse response of the above system around the transition periods. In this figure, $z(n, m)$ is the response of the system at time $n$ to the unit input at time $m$. For a PR system, $z(n, m)$ has a height of 1 along the diagonal and 0 everywhere else in the ( $m, n$ )-plane. As is shown, the time-varying filter bank is PR before and after but not during the transition periods. In this case, each switching operation generates a distortion with an 8 -sample duration. One way to reduce the distortion is to switch the synthesis filters with an appropriate delay with respect to the analysis switching time. This delay may reduce the output distortion, but it can not eliminate it.

### 37.4 Time-Varying Filter Bank Design Techniques

The basic time varying filter bank design methods are summarized in Table 37.1. These techniques can be divided into two major approaches which are briefly described in the following sections.


FIGURE 37.4: Block diagram of a time-varying analysis/synthesis filter bank that switches between a two- and three-band decomposition.

TABLE 37.1 Comparison of Time-Varying Filter Bank Different Designing M ethods

|  |  | Intermediate analysis | Changing freq. resolution | Filter bank requirement | Computational complexity |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Intermediate analysis <br> synthesis <br> (IAS) | Arrowood Smith | Yes | Indirect | Lattice structures | Low |
|  | $\begin{aligned} & \text { deQueiroz } \\ & \text { Rao } \end{aligned}$ | Yes | Indirect | ELT | Low |
|  | Gopinath Burrus | Yes | Indirect | Paraunitary | Low |
|  | Herley et. al | Yes | Direct | Paraunitary | Low |
|  | Chen <br> Vaidyanathan | Yes | Direct | Noncausal synthesis | Low |
| Instantaneous <br> transform switching (ITS) | Least square synthesis | No | Direct | General (not PR) | Low |
|  | Redesigning analysis | No | Direct | General | High |
|  | Post filtering | No | Direct | General | Low |

### 37.4.1 Approach I: Intermediate Anal ysis-Synthesis (IAS)

In the first approach, both analysis and synthesis filters are allowed to change during the transition period to maintain perfect reconstruction. We refer to this approach as the intermediate analysissynthesis (IAS) approach.

In [16], the authors have chosen to start with the lattice implementation of time-invariant twoband filter banks, originally proposed by Vaidyanathan [25] for time-invariant case. Consider the latticestructure shown in Fig. 37.6. Figure 37.6(a) represents a lossless two-band analysis filter bank, consisting of $J+1$ latticestages. The corresponding synthesisfilter bank is shown in Fig. 37.6(b). As is shown, for each stage in the analysis filter bank, there exists a corresponding stage in the synthesis filter bank with similar, but inverse functionality. As long as each two corresponding lattice stages in theanalysisand synthesissectionsarePR, theoverall system isPR. To switch onefilter bank to another, the lattice stages of the analysis section are changed from one set to another. If the corresponding latticestages of the synthesis section are al so changed according to the changes of the analysis section, the PR property will hold duringtransition. Dueto the existenceof delay elements, any change in the analysis section must be followed with the corresponding change in the synthesis section, but with an appropriate delay. For example, the parameter $\alpha_{j}$ of the analysis and synthesis filter banks can


FIGURE 37.5: The time-varying impulse response for direct switching between the two- and the three-band system. The filter bank is switched from the two-band to the three-band at time $n=0$ and switched back at time $n=13$. (a) Surface plot, (b) contour plot.
be changed instantaneously. But any change in parameter $\alpha_{j-1}$ in the analysis filter bank must be followed with the similar change in the synthesis filter bank after one sample delay. Because of such delays, switching between two PR filter banks can occur only by going through a transition period in which both analysis and synthesis filter banks are changing in time.

In [12, 26], the design of time-varying extended lapped transform (ELT) [27, 28] was reported. The extended lapped transform is a cosine-modulated filter bank with an additional constraint on the filter lengths. Here, the design procedureis based on factorization of thetime-domain transform matrix into permutation and rotation matrices. As the ELT is paraunitary, the inverse transform can be obtained by reversing the order of the matrix multiplication. Sinceany orthogonal transform is a succession of plane rotations, any changes in these rotation angles result in changing the filter bank without losing the orthogonality property. The authors derived a general frame work for $M$ band ELT transforms compared to the two-band case approach in [16]. This method parallels the latticetechnique[16] except with the mild modification of imposing the additional ELT constraints. In [17], the authors presented yet another formulation for designing time varying filter banks. In this paper, a different factorization of the paraunitary transform has been shown which is not based on plane rotations unlike the ones in [12, 26]. Using this factorization, a paraunitary filter bank can be implemented in the form of some cascade structures. Again, to switch one filter bank to


FIGURE 37.6: The block diagram of a two-band paraunitary filter bank in lattice form: (a) analysis lattice, (b) synthesis lattice.
another, the corresponding structures in the analysis and synthesis filter bank are changed similarly but with an appropriate delay. If theorthogonality property in each cascadestructure is maintained, the time-varying filter bank remains PR. This formulation is very similar to the ones in [12, 16, 26], but represent a more general form of factorization. In fact, all above procedures consider similar frameworks of structures that inherently guarantee the exact reconstruction.

Herley et al. [13, 14, 15, 29] introduced a time-domain method for designing time-varying paraunitary filter banks. In this approach, the time-invariant analysis transforms do not overlap. As a simple example, consider the case of switching between two paraunitary time-invariant filter banks. The analysis transform around the transition period can be written as

$$
\mathbf{T}=\left[\begin{array}{lll}
{\left[\begin{array}{ll} 
& \\
\mathbf{P}_{1} & \\
& {\left[\mathbf{P}_{T}\right]} \\
& {\left[\begin{array}{l}
\mathbf{P}_{2} \\
\end{array}\right.}
\end{array}\right]} \tag{37.15}
\end{array}\right]
$$

The matrices $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ represent paraunitray transforms and therefore are unitary matrices. Their nonzero columns also do not overlap with each other. The matrix $\mathbf{P}_{T}$ represents the analysis filter bank during the transition period. In order to find this filter bank, the matrix $\mathbf{P}_{T}$ is initially replaced with a zero matrix. Then, the null space of the transform $\mathbf{T}$ is found. Any matrix that spans this subspace can be a candidate vector for $\mathbf{P}_{T}$. By choosing enough independent vectors of this null space and applying the Gram-Schimidt procedureto them, an orthogonal transform can be selected for $\mathbf{P}_{T}$. This method has also been applied to time-varying modulated lapped transforms [24] and two-dimensional time-varying paraunitary filter banks[30].

The basic property of all above procedures is the use of intermediate analysis transforms in the transition period. Thecharacteristicsof theseanalysistransforms arenot easy to control and typically the intermediate filters are not well-behaved.

### 37.4.2 Approach II: Instantaneous Transform Switching (ITS)

In the second approach, the analysis filters are switched instantaneously and time-varying synthesis filters are used in the transition period. We refer to this approach as the instantaneous transform switching (ITS) approach. In the ITS approach, the analysis filter bank may be switched to another set of analysis filters arbitrarily. This means that the basis vectors and thetiling of thetime frequency plane can be changed instantaneously. To achieve PR at each time in the transition period, a new synthesis section is designed to ensure proper reconstruction.

In the least squares(LS) method [10], for any given set of analysisfilters, aLS solution of Eq. (37.14) can be used to obtain the "best" synthesis filters of the corresponding system (in $L 2$ norm):

$$
\begin{equation*}
\mathbf{s}(n)^{L S}=\left(\mathbf{A}(n)^{T} \mathbf{A}(n)\right)^{-1} \mathbf{A}(n)^{T} \mathbf{b}(n) \tag{37.16}
\end{equation*}
$$

The advantage of the LS approach is that there is no limitation on the number of analysis filter banks that can be used in the system. The disadvantage of the LS method is that it does not achieve PR. However, experiments have shown that the reconstruction is significantly improved in this method compared to direct switching [10].

In the LS solution, $\mathbf{b}(n)$ is projected onto the column space of $\mathbf{A}(n)$. For PR, the projection error should be zero. Thus, to obtain time varying PR filter banks, the reconstruction error, \||A(n)S(n) $\mathbf{b}(n) \|^{2}$, can be brought to zero with an optimization procedure. The optimization operates on the analysis filter coefficients and modifies the range space of $\mathbf{A}(n)$ until $\mathbf{b}(n) \in \operatorname{range}(\mathbf{A}(n))$. Although the $\mathbf{s}(n)$ 's at different states are independent of each other, since the $\mathbf{A}(n)$ 's have some common elements, optimization procedures should be applied to all analysis sections at the same time. This method is referred to as "redesigning analysis" [10].

The last ITS method, post filtering, uses conventional filter banks with time-varying coefficients followed by a time-varying post filter. Thepost filter provides exact reconstruction during transition periods, while it operates as a constant delay elsewhere. Assume at time $n_{0}$ the time varying filter bank is switched from the first filter bank to the second. If the length of the transition period is $L$ samples, the output of thefilter bank in theinterval $\left[n_{0}, n_{0}+L-1\right]$ is distorted because of switching. The post filter removes this distortion. The block diagram of such a system is shown in Fig. (37.7). In this figure, $\mathbf{z}(n)$ and $\mathbf{y}(n)$ are the analysis/synthesis filter bank and post filter impulse responses,


FIGURE 37.7: Theblock diagram of time-varying filter bank and post filter.
respectively. If the delays of the filter bank and the post filter are denoted $\Delta$ and $\Theta$, respectively, we can write

$$
\hat{x}(n)= \begin{cases}\text { Distorted } & \text { if } n_{0} \leq n<n_{0}+L  \tag{37.17}\\ x(n-\Delta) & \text { otherwise } .\end{cases}
$$

The desired output of the post filter is

$$
\begin{equation*}
\tilde{x}(n)=x(n-\Theta-\Delta) \tag{37.18}
\end{equation*}
$$

Theinput/output relation of the time-varying filter bank during the transition period can be written as

$$
\begin{equation*}
\hat{x}(n)=\mathbf{z}^{T}(n) \mathbf{x}_{I}(n) \tag{37.19}
\end{equation*}
$$

where $\mathbf{x}_{I}(n)$ is the input vector at time $n$ :

$$
\mathbf{x}_{I}(n)=[x(n), x(n-1), x(n-2), \ldots, x(n-I+1)]^{T}
$$

$\mathbf{z}(n)$ is a vector of length $I$ and represents thetime varying impulse response of thefilter bank at time $n$. If the transition impulse response matrix is defined to be

$$
\mathbf{Z}=\left[\begin{array}{cccc}
{\left[\mathbf{z}\left(n_{0}+L-1\right)\right]} & O & & O  \tag{37.20}\\
O & {\left[\mathbf{z}\left(n_{0}+L-2\right)\right]} & & O \\
O & O & \ddots & \vdots \\
\vdots & \vdots & & O \\
O & O & & {\left[\mathbf{z}\left(n_{0}\right)\right]}
\end{array}\right]
$$

then the input/output relation of the filter bank in the transition period can be described as

$$
\begin{equation*}
\hat{\mathbf{x}}_{L}\left(n_{0}+L-1\right)=\mathbf{Z}^{T} \mathbf{x}_{K}\left(n_{0}+L-1\right) \tag{37.21}
\end{equation*}
$$

where $\mathbf{Z}$ is a $K \times L$ matrix and $K=I+L-1$. In Eq. (37.21), the $I-\Delta-1$ samples before and $\Delta$ samples after the transition period are used to evaluate the output. The above intervals are called the tail and head of the transition period, respectively. Since the first and second filter banks arePR, the tail and head samples are exactly reconstructed. We write $\mathbf{x}_{K}\left(n_{0}+L-1\right)$ as the concatenation of three vectors:

$$
\mathbf{x}_{K}\left(n_{0}+L-1\right)=\left[\begin{array}{l}
\mathbf{x}_{a}  \tag{37.22}\\
\mathbf{x}_{t} \\
\mathbf{x}_{b}
\end{array}\right],
$$

where $\mathbf{x}_{a}$ and $\mathbf{x}_{b}$ arethe input signals in thehead and tail regionswhile $\mathbf{x}_{t}$ representstheinput samples which are distorted during the transition period. Using this notation, Eq. (37.21) can be written as

$$
\begin{equation*}
\hat{\mathbf{x}}_{L}\left(n_{0}+L-1\right)=\mathbf{Z}_{a}^{T} \mathbf{x}_{a}+\mathbf{Z}_{t}^{T} \mathbf{x}_{t}+\mathbf{Z}_{b}^{T} \mathbf{x}_{b} \tag{37.23}
\end{equation*}
$$

where

$$
\mathbf{Z}=\left[\begin{array}{l}
\mathbf{Z}_{a}  \tag{37.24}\\
\mathbf{Z}_{t} \\
\mathbf{z}_{b}
\end{array}\right]
$$

By replacing vectors $\mathbf{x}_{b}$ and $\mathbf{x}_{a}$ with their corresponding output vectors $\hat{\mathbf{x}}_{a}$ and $\hat{\mathbf{x}}_{b}, \mathbf{x}_{t}$ of Eq. (37.23) can be written as

$$
\begin{align*}
\mathbf{x}_{t} & =\left(\mathbf{Z}_{t}^{T}\right)^{-1}\left(\hat{\mathbf{x}}_{t}-\mathbf{Z}_{a}^{T} \hat{\mathbf{x}}_{a}-\mathbf{Z}_{b}^{T} \hat{\mathbf{x}}_{b}\right) \\
& =\mathbf{Y}^{T} \hat{\mathbf{x}}_{K} \tag{37.25}
\end{align*}
$$

Equation (37.25) describes the post filter input-output relationship during the transition region. In this equation, $\mathbf{Y}$ is the time-varying post filter impulse response which is defined as

$$
\mathbf{Y}=\left[\begin{array}{c}
-\mathbf{Z}_{a} \mathbf{Z}_{t}^{-1}  \tag{37.26}\\
\mathbf{Z}_{t}^{-1} \\
-\mathbf{Z}_{b} \mathbf{Z}_{t}^{-1}
\end{array}\right]
$$

From Eq. (37.25), it is obvious that the condition for causal post filtering is

$$
\begin{equation*}
\Theta \geq L+\Delta-1 \tag{37.27}
\end{equation*}
$$

The post filter exists if $\mathbf{Z}_{t}$ has an inverse. It can be shown that the transition response matrix $\mathbf{Z}_{t}$, can be described by a matrix, product of the form

$$
\begin{equation*}
\mathbf{Z}_{t}=\Psi_{L} \mathbf{S} \tag{37.28}
\end{equation*}
$$

where $\Psi_{L}$ is the analysis transform applied to those input samples that are distorted during the transition period and $\mathbf{S}$ contains the synthesis filters during the transition period. In order for $\mathbf{Z}_{t}$ to be invertible, it is necessary (but not sufficient) that $\Psi_{L}$ and $\mathbf{S}$ be full rank matrices. The analysis sections are defined by the required properties of the first and second filter banks and $\Psi_{L}$ is fixed. Therefore, a filter bank is switchable to another filter bank if the corresponding $\Psi_{L}$ is a full rank matrix. In this case, by proper design of the synthesis section, both $\mathbf{S}$ and $\mathbf{Z}_{t}$ will be full rank. Two methods to obtain proper synthesis filters are shown in [20, 22].

### 37.5 Conclusion

In this article, we briefly review some analysis and design methods of time-varying filter banks.
Time-varying filter banks can provide a more flexible and accurate approach in which the basis functions of the time-frequency transform are allowed to adapt to the signal properties.

A simpleform of time-varying filter bank is achieved by changing thefilters of an analysis-synthesis system among a number of choices. Even if all the analysis and synthesis filters are PR sets, exact reconstruction will not normally beachieved duringthetransition periods. To eliminateall distortion during a transition period, new time-varying analysis and/or synthesis sections are required for the transition periods.

Two different approaches for the design were discussed here. In the first approach, both analysis and synthesis filters are allowed to change during the transition period to maintain PR and so it is called the intermediate analysis-synthesis(IAS) approach. In the second approach, the analysis filters are switched instantaneously and time varying synthesisfilters areused in thetransition period. This approach is known as the instantaneous transform switching (ITS) approach.

In the IAS approach, both analysis and synthesis filters can change during the transitions rather than only the synthesis filters in ITS approach. That implies that maintaining PR conditions is easier in theIAS approach. Notethat theanalysis filters in thetransition periods are designed only to satisfy PR conditions and they do not usually meet the desired time and frequency characteristics.

In the ITS approach, only synthesis filters are allowed to be time varying in the transition periods. These methods have the advantage of providing instantaneous switching between the analysis transforms compared to IAS methods. But they have different drawbacks: the LS method does not satisfy PR conditions at all times, the redesigning analysismethod requiresjointly optimization of the time-invariant analysis section, and finally the post filtering method has the drawback of additional computational complexity required for post filtering.

The analysis and design methods of the time-varying filter bank have been developed to design adaptive time-frequency transforms. These adaptivetransforms have many potential applications in areas such as time-frequency representation, subband image and video coding, and speech and audio coding. Butsincethedevelopments of the time varying filter bank theory is very new, its applications have not been investigated yet.
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### 38.1 Introduction

The idea of a lapped transform (LT) maintaining orthogonality and non-expansion of the samples was developed in the early 1980s at M IT by a group of researchers unhappy with the blocking artifacts so common in traditional block transform coding of images. Theidea wasto extend thebasisfunction beyond the block boundaries, creating an overlap, in order to eliminatetheblocking effect. This idea was not new, but the new ingredient to overlapping blocks would be the fact that the number of transform coefficients would be the same as if there was no overlap, and that the transform would maintain orthogonality. Cassereau [1] introduced the lapped orthogonal transform (LOT), and $M$ alvar $[5,6,7]$ gave the LOT its design strategy and a fast algorithm. The equivalence between an LOT and a multirate filter bank was later pointed out by M alvar [9]. Based on cosine modulated filter banks [15], modulated lapped transforms were designed [8, 25]. M odulated transforms were generalized for an arbitrary overlap later creating theclass of extended lapped transforms(ELT) [10][13]. Recently a new class of LTs with symmetric bases was developed yielding the class of generalized LOTs (GenLOT) [17, 19, 20]. As we mentioned, filter banks and LTs are the same, although studied independently in the past. We, however, refer to LTs for paraunitary uniform FIR filter banks with fast implementation algorithms based on special factorizations of the basis functions.

We assume a one-dimensional input sequence $x(n)$ which is transformed into several coefficients $y_{i}(n)$, where $y_{i}(n)$ would belong to the $i$ th subband. Wealso will usethediscretecosinetransform [23] and another cosine transform variation, which we abbreviate as DCT and DCT-IV (DCT type 4), respectively [23].

### 38.2 Orthogonal Block Transforms

In traditional block-transform processing, such as in image and audio coding, the signal is divided into blocks of $M$ samples, and each block is processed independently $[2,3,12,14,22,23,24]$. Let
the samples in the $m$ th block be denoted as

$$
\begin{equation*}
\mathbf{x}_{m}^{T}=\left[x_{0}(m), x_{1}(m), \ldots, x_{M-1}(m)\right], \tag{38.1}
\end{equation*}
$$

for $x_{k}(m)=x(m M+k)$ and let the corresponding transform vector be

$$
\begin{equation*}
\mathbf{y}_{m}^{T}=\left[y_{0}(m), y_{1}(m), \ldots, y_{M-1}(m)\right] . \tag{38.2}
\end{equation*}
$$

For a real unitary transform $\mathbf{A}, \mathbf{A}^{T}=\mathbf{A}^{-1}$. The forward and inverse transforms for the $m$ th block are

$$
\begin{equation*}
\mathbf{y}_{m}=\mathbf{A} \mathbf{x}_{m}, \tag{38.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{x}_{m}=\mathbf{A}^{T} \mathbf{y}_{m} \tag{38.4}
\end{equation*}
$$

The rows of $\mathbf{A}$, denoted $\mathbf{a}_{n}^{T}(0 \leq n \leq M-1)$, are called the basis vectors because they form an orthogonal basis for the $M$-tuples over the real field [24]. The transform vector coefficients $\left[y_{0}(m), y_{1}(m), \ldots, y_{M-1}(m)\right]$ represent the corresponding weights of vector $\mathbf{x}_{m}$ with respect to this basis.

If the input signal is represented by vector $\mathbf{x}$ while the subbands are grouped into blocks in vector $\mathbf{y}$, we can represent the transform $\mathbf{T}$ which operates over the entire signal as a block diagonal matrix:

$$
\begin{equation*}
\mathbf{T}=\operatorname{diag}\{\ldots, \mathbf{A}, \mathbf{A}, \mathbf{A}, \ldots\} \tag{38.5}
\end{equation*}
$$

where, of course, $\mathbf{T}$ is an orthogonal matrix.

### 38.2.1 Orthogonal Lapped Transforms

For lapped transforms [12], the basis vectors can have length $L$, such that $L>M$, extending across traditional block boundaries. Thus, the transform matrix is no longer square and most of the equations valid for block transforms do not apply to an LT. We will concentrate our efforts on orthogonal LTs[12] and consider $L=N M$, where $N$ istheoverlap factor. Notethat $N, M$, and hence $L$ are all integers. As in the case of block transforms, we define the transform matrix as containing the orthonormal basis vectors as its rows. A lapped transform matrix $\mathbf{P}$ of dimensions $M \times L$ can be divided into square $M \times M$ submatrices $\mathbf{P}_{i}(i=0,1, \ldots, N-1)$ as

$$
\begin{equation*}
\mathbf{P}=\left[\mathbf{P}_{0} \mathbf{P}_{1} \cdots \mathbf{P}_{N-1}\right] \tag{38.6}
\end{equation*}
$$

The orthogonality property does not hold because $\mathbf{P}$ is no longer a square matrix and it is replaced by other properties which we will discuss later.

If we divide the signal into blocks, each of size $M$, we would have vectors $\mathbf{x}_{m}$ and $\mathbf{y}_{m}$ such as in 38.1 and 38.2. These blocks are not used by LTs in a straightforward manner. The actual vector which is transformed by the matrix $\mathbf{P}$ has to have $L$ samples and, at block number $m$, it is composed of the samples of $\mathbf{x}_{m}$ plus $L-M$ samples. These samples are chosen by picking ( $L-M$ )/2 samples at each side of the block $\mathbf{x}_{m}$, as shown in Fig. 38.1, for $N=2$. However, the number of transform coefficients at each step is $M$, and, in this respect, there is no change in the way we represent the transform-domain blocks $\mathbf{y}_{m}$.
The input vector of length $L$ is denoted as $\mathbf{v}_{m}$, which is centered around the block $\mathbf{x}_{m}$, and is defined as

$$
\begin{equation*}
\mathbf{v}_{m}^{T}=\left[x\left(m M-(N-1) \frac{M}{2}\right) \cdots x\left(m M+(N+1) \frac{M}{2}-1\right)\right] \tag{38.7}
\end{equation*}
$$



FIGURE 38.1: The signal samples are divided into blocks of $M$ samples. The lapped transform uses neighboring block samples, as in this example for $N=2$, i.e., $L=2 M$, yielding an overlap of $(L-M) / 2=M / 2$ samples on either side of a block.

Then, we have

$$
\begin{equation*}
\mathbf{y}_{m}=\mathbf{P} \mathbf{v}_{m} . \tag{38.8}
\end{equation*}
$$

The inverse transform is not direct as in the case of block transforms, i.e., with the knowledge of $\mathbf{y}_{m}$ we do not know the samples in the support region of $\mathbf{v}_{m}$, and neither in the support region of $\mathbf{x}_{m}$. We can reconstruct a vector $\hat{\mathbf{v}}_{m}$ from $\mathbf{y}_{m}$, as

$$
\begin{equation*}
\hat{\mathbf{v}}_{m}=\mathbf{P}^{T} \mathbf{y}_{m} \tag{38.9}
\end{equation*}
$$

where $\hat{\mathbf{v}}_{m} \neq \mathbf{v}_{m}$. To reconstruct the original sequence, it is necessary to accumulate the results of the vectors $\hat{\mathbf{v}}_{m}$, in a sense that a particular sample $x(n)$ will be reconstructed from the sum of the contributions it receives from all $\hat{\mathbf{v}}_{m}$, such that $x(n)$ was included in the region of support of the corresponding $\mathbf{v}_{m}$. This additional complication comes from the fact that $\mathbf{P}$ is not a square matrix [12]. However, the whole analysis-synthesis system (applied to the entire input vector) is orthogonal, assuring the PR property using 38.9.

We can also describe the process using a sliding rectangular window applied over the samples of $x(n)$. As an $M$-sample, block $\mathbf{y}_{m}$ is computed using $\mathbf{v}_{m}, \mathbf{y}_{m+1}$ is computed from $\mathbf{v}_{m+1}$ which is obtained by shifting the window to the right by $M$ samples, as shown in Fig. 38.2.


FIGURE 38.2: Illustration of a lapped transform with $N=2$ applied to signal $x(n)$, yielding transform domain signal $y(n)$. The input $L$-tuple as vector $\mathbf{v}_{m}$ is obtained by a sliding window advancing $M$ samples, generating $\mathbf{y}_{m}$. This sliding is also valid for the synthesis side.

As the reader may have noticed, the region of support of all vectors $\mathbf{v}_{m}$ is greater than the region of support of the input vector. Hence, a special treatment has to be given to the transform at the borders. We will discuss this fact later and assume infinitelength signals until then, or assume the length is very large and the borders of the signal are far enough from the region to which we are focusing our attention.

If we denote by $\mathbf{x}$ the input vector and by $\mathbf{y}$ the transform-domain vector, we can be consistent with our notation of transform matrices by defining a matrix $\mathbf{T}$ such that $\mathbf{y}=\mathbf{T x}$ and $\hat{\mathbf{x}}=\mathbf{T}^{T} \mathbf{y}$. In this case, we have

$$
\mathbf{T}=\left[\begin{array}{lllll}
\ddots & & & &  \tag{38.10}\\
& \mathbf{P} & & & \\
& & \mathbf{P} & & \\
& & & \mathbf{P} & \\
& & & & \ddots
\end{array}\right]
$$

where the displacement of the matrices $\mathbf{P}$ obeys the following

$$
\mathbf{T}=\left[\begin{array}{ccccccc}
\ddots & \ddots & & \ddots & & &  \tag{38.11}\\
& \mathbf{P}_{0} & \mathbf{P}_{1} & \cdots & \mathbf{P}_{N-1} & & \\
& & \mathbf{P}_{0} & \mathbf{P}_{1} & \cdots & \mathbf{P}_{N-1} & \\
& & & \ddots & \ddots & & \ddots
\end{array}\right]
$$

$\mathbf{T}$ has as many block-rows as transform operations over each vector $\mathbf{v}_{m}$.
Let the rows of $\mathbf{P}$ bedenoted by $1 \times L$ vectors $\mathbf{p}_{i}^{T}(0 \leq i \leq M-1)$, so that $\mathbf{P}^{T}=\left[\mathbf{p}_{0}, \cdots, \mathbf{p}_{M-1}\right]$. In an analogy to the block transform case, we have

$$
\begin{equation*}
y_{i}(m)=\mathbf{p}_{i}^{T} \mathbf{v}_{m} . \tag{38.12}
\end{equation*}
$$

The vectors $\mathbf{p}_{i}$ are the basis vectors of the lapped transform. They form an orthogonal basis for an $M$-dimensional subspace (there are only $M$ vectors) of the $L$-tuples over the real field.

Assumingthat theentireinput and outputsignals arerepresented bythevectorsxand $\mathbf{y}$, respectively, and that the signals have infinite length, then, from 38.10, we have

$$
\begin{equation*}
y=T x \tag{38.13}
\end{equation*}
$$

and, if $\mathbf{T}$ is orthogonal,

$$
\begin{equation*}
\mathbf{x}=\mathbf{T}^{T} \mathbf{y} . \tag{38.14}
\end{equation*}
$$

The conditions for orthogonality of the LT are expressed as the orthogonality of $\mathbf{T}$. Therefore, the following equations are equivalent in a sense that they state the PR property along with the orthogonality of the LT.

$$
\begin{align*}
\sum_{i=0}^{N-1-l} \mathbf{P}_{i} \mathbf{P}_{i+l}^{T} & =\sum_{i=0}^{N-1-l} \mathbf{P}_{i}^{T} \mathbf{P}_{i+l}=\delta(l) \mathbf{I}_{M} .  \tag{38.15}\\
\mathbf{T T}^{T} & =\mathbf{T}^{T} \mathbf{T}=\mathbf{I}_{\infty} \tag{38.16}
\end{align*}
$$

It is worthwhile to reaffirm that orthogonal LTs are a uniform maximally decimated FIR filter bank. Assume the filters in such a filter bank have $L$-tap impulse responses $f_{i}(n)$ and $g_{i}(n)(0 \leq$ $i \leq M-1,0 \leq n \leq L-1$ ), for the analysis and synthesis filters, respectively. If the filters originally have a length smaller than $L$, one can pad the impulse response with 0 s until $L=N M$. In other words, we force the basis vectors to have a common length which is an integer multiple of the block size. Assume the entries of $\mathbf{P}$ are denoted by $\left\{p_{i j}\right\}$. One can translate the notation from LTs to filter banks by using

$$
\begin{equation*}
p_{k n}=f_{k}(L-1-n)=g_{k}(n) \tag{38.17}
\end{equation*}
$$

### 38.3 Useful Transforms

### 38.3.1 Extended Lapped Transform (ELT)

Cosine modulated filter banks are filter banks based on a low-pass prototype filter modulating a cosine sequence. By a proper choice of the phase of the cosine sequence, $M$ alvar developed the modulated lapped transform (MLT) [8], which led to the so-called extended lapped transforms (ELT) $[10,11,12,13]$. The ELT allows several overlapping factors $N$, generating a family of LTs with good filter frequency response and fast implementation algorithm.

In theELTs, thefilter length $L$ isbasically an even multipleof theblock size $M$, as $L=N M=2 k M$. The M LT-ELT class is defined by

$$
\begin{equation*}
p_{k, n}=h(n) \cos \left[\left(k+\frac{1}{2}\right)\left(\left(n-\frac{L-1}{2}\right) \frac{\pi}{M}+(N+1) \frac{\pi}{2}\right)\right] \tag{38.18}
\end{equation*}
$$

for $k=0,1 \ldots, M-1$ and $n=0,1, \ldots, L-1 . h(n)$ is a symmetric window modulating the cosine sequence and the impulse response of a low-pass prototype (with cutoff frequency at $\pi / 2 M$ ) which is translated in frequency to $M$ different frequency slots in order to construct the uniform filter bank. The ELTs have as their major plus a fast implementation algorithm, which is depicted in Fig. 38.3 in an example for $M=8$. The free parameters in the design of an ELT are the coefficients of the prototype filter. Such degrees of freedom aretranslated in the fast algorithm as rotation angles.

For the case $N=4$ there is a useful parameterized design [11, 12, 13]. In this design, we have:

$$
\begin{align*}
\theta_{k 0} & =-\frac{\pi}{2}+\mu_{M / 2+k}  \tag{38.19}\\
\theta_{k 1} & =-\frac{\pi}{2}+\mu_{M / 2-1-k} \tag{38.20}
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{i}=\left[\left(\frac{1-\gamma}{2 M}\right)(2 k+1)+\gamma\right] \tag{38.21}
\end{equation*}
$$

and $\gamma$ is a control parameter, for $0 \leq k \leq(M / 2)-1$. $\gamma$ controlsthetrade-off between theattenuation and transition region of the prototype filter. For $N=4$, the relation between angles and $h(n)$ is:

$$
\begin{align*}
h(k) & =\cos \left(\theta_{k 0}\right) \cos \left(\theta_{k 1}\right)  \tag{38.22}\\
h(M-1-k) & =\cos \left(\theta_{k 0}\right) \sin \left(\theta_{k 1}\right)  \tag{38.23}\\
h(M+k) & =\sin \left(\theta_{k 0}\right) \cos \left(\theta_{k 1}\right)  \tag{38.24}\\
h(2 M-1-k) & =-\sin \left(\theta_{k 0}\right) \sin \left(\theta_{k 1}\right) \tag{38.25}
\end{align*}
$$

for $k=0,1, \ldots, M / 2-1$. See [12] for optimized angles for ELTs. Further details on ELTs can be found in [10, 11, 12, 13, 17].

### 38.3.2 Generalized Linear-Phase Lapped Orthogonal Transform (GenLOT)

The generalized linear-phase lapped orthogonal transform (GenLOT) is also a useful family of LTs possessing symmetric bases (linear-phasefilters). The use of linear-phase filters is a popular require ment in image processing applications. Let

$$
\mathbf{W}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
\mathbf{I}_{M / 2} & \mathbf{I}_{M / 2}  \tag{38.26}\\
\mathbf{I}_{M / 2} & -\mathbf{l}_{M / 2}
\end{array}\right] \quad \text { and } \quad \Psi_{i}=\left[\begin{array}{cc}
\mathbf{U}_{i} & \mathbf{0}_{M / 2} \\
\mathbf{0}_{M / 2} & \mathbf{V}_{i}
\end{array}\right],
$$

## Forward ELT



$$
\Phi_{k}=\left\{\theta_{k k}, \theta_{k 1}, \ldots ., \theta_{k, M 2-1}\right\}
$$



FIGURE 38.3: Implementation flow-graph for the ELT with $M=8$.
where $\mathbf{U}_{i}$ and $\mathbf{V}_{i}$ can be any $M / 2 \times M / 2$ orthogonal matrices. Let the transform matrix $\mathbf{P}$ for the GenLOT beconstructed interactively. Let $\mathbf{P}^{(i)}$ bethepartial reconstruction of $\mathbf{P}$ after including up to the $i$ th stage. We start by setting $\mathbf{P}^{(0)}=\mathbf{E}_{0}$ where $\mathbf{E}_{0}$ is an orthogonal matrix with symmetric rows. The recursion is given by:

$$
\mathbf{P}^{(i)}=\Psi_{i} \mathbf{W Z}\left[\begin{array}{lr}
\mathbf{W} \mathbf{P}^{(i-1)} & \mathbf{0}_{M}  \tag{38.27}\\
\mathbf{0}_{M} & \mathbf{W} \mathbf{P}^{(i-1)}
\end{array}\right]
$$

where

$$
\mathbf{Z}=\left[\begin{array}{llll}
\mathbf{0}_{M / 2} & \mathbf{0}_{M / 2} & \mathbf{l}_{M / 2} & \mathbf{0}_{M / 2}  \tag{38.28}\\
\mathbf{0}_{M / 2} & \mathbf{I}_{M / 2} & \mathbf{0}_{M / 2} & \mathbf{0}_{M / 2}
\end{array}\right] .
$$

At the final stage we set $\mathbf{P}=\mathbf{P}^{(N-1)}$. $\mathbf{E}_{0}$ is usually the DCT while the other factors ( $\mathbf{U}_{i}$ and $\mathbf{V}_{i}$ ) are found through optimization routines. M ore details on GenLOTs and their design can be found in [17, 19, 20]. The implementation flow-graph of a GenLOT with $M=8$ is shown in Fig. 38.4.

### 38.4 Remarks

We hope this introductory work is helpful in understanding the basic concepts of lapped transforms. Filter banks are covered in other parts of this book. An excellent book by Vaidyanathan [28] has a thorough coverage of such subject. The interrelations of filter banks and LTs are well covered by Malvar [12] and Queiroz [17]. For image processing and coding, it is necessary to process finitelength signals. As we discussed, such an issue is not so straightforward in a general case. Algorithms to implement LTs over finite-length signals are discussed in $[7,12,16,17,18,21]$. These algorithms


FIGURE 38.4: Implementation flow-graph for the GenLOT with $M=8$, where $\beta=2^{N-1}$.
can begeneral or specific. The specific algorithms aregenerally targeted to a particular LT invariantly seeking a very fast implementation. In general, M alvar'sbook [12] is an excellent referencefor lapped transforms and their related topics.
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ASWE ENTER THE 21ST CENTURY, digital audio communications will have becomenearly as prevalent as digital speech communications. In particular, new technologies for audio storage and transmission will makeavailable music and wideband signals in a flexible variety of standard formats.

Thefundamental underpinningfor thesetechnologies isaudio compression based on perceptuallytuned shaping of the quantization noise. The next chapter in this section describes psychoacoustics knowledgethat suggests thegeneral principles of perceptual audio coding. Succeeding chapters in this section are devoted to descriptions of established examples of perceptual audio coders. These include M PEG standards, and coders developed by Dolby, Sony, and Bell Laboratories.

The dimensions of coder performance are quality, bit rate, delay, and complexity. Thequality vs. bit rate tradeoffs are particularly important.

## Audio Quality

The three parameters of digital audio quality aresignal bandwidth, fidelity and spatial realism.
Compact-disk (CD) signals have a bandwidth of $20-20,000 \mathrm{~Hz}$, whiletraditional telephone speech has a bandwidth of $200-3400 \mathrm{~Hz}$. Intermediate bandwidths characterize various grades of wideband speech and audio, including roughly defined ranges of quality referred to as AM radio and FM radio quality (bandwidths on the order of $7-10$ and $12-15 \mathrm{kHz}$, respectively).

In the context of digital coding, fidelity refers to the level of perceptibility of quantization or reconstruction noise. The highest level of fidelity is one where the noise is imperceptible in formal listening tests. Lower levels of fidelity are acceptable in some applications if they are not annoying, although in general it is good practice to sacrifice some bandwidth in the interest of greater fidelity, for a given bit rate in coding. Five-point scales of signal fidelity are common in both speech and audio coding.

Spatial realism is generally provided by increasing the number of coded (and reproduced) spatial channels. Common formats are 1-channel (mono), 2-channel (stereo), 5 -channel (3 front, 2 rear), 5.1-channel ( 5 -channel plus subwoofer) and 8 -channel ( 6 front, 2 rear). For given constraints on bandwidth and fidelity, the required bit rate in coding increases as a function of the number of channels; but the increase is slower than linear, because of the presence of interchannel redundancy. The notion of perceptual coding originally developed for exploiting the perceptual irrelevancies of a single-channel audio signal extends also to themethods used in exploiting interchannel redundancy.

## Bit Rate

The CD-stereo signal has a digital representation rate of 1406 kilobits per second (kb/s). Current technology for perceptual audio coding reproduces CD-stereo with perfect fidelity at bit rates as low as $128 \mathrm{~kb} / \mathrm{s}$, depending on the input signal. CD-like reproduction is possible at bit rates as low as $64 \mathrm{~kb} / \mathrm{s}$ for stereo. Single-channel reproduction of FM -radio-like music is possible at $32 \mathrm{~kb} / \mathrm{s}$. Singlechannel reproduction of AM -radio-like music and wideband speech is possible at rates approaching $16 \mathrm{~kb} / \mathrm{s}$ for all but the most demanding signals. Techniques for so-called "pseudo-stereo" can provide additional enhancement of digital single-channel audio.

## Applications of Digital Audio

The capabilities of audio compression have combined with increasingly affordable implementationson platforms for digital signal processing (DSP), nativesignal processing (NSP) in a computer's (native) processor, and application-specific integrated circuits (ASICs) to create revolutionary applications of digital audio. International and national standards have contributed immensely to this revolution. Some of these standards only specify the bit-stream syntax and decoder, leaving room for future, sometimes proprietary, enhancements of the encoding algorithm.

Thedomains of applicationsincludetransmission (for example, digital audio broadcasting), storage (for example, the minidisk and the digital versatile disk, DVD), and networking (music preview, distribution, and publishing). Thenetworking applicationswill make digital audio communications as commonplace as digital telephony.

## TheFuture of Digital Audio

Remarkable as the capabilities and applications mentioned above are, there are even greater challenges and opportunities for the practitioners of digital audio technology. It is unlikely that we have reached or even approached the fundamental limits of performance in terms of audio quality at a given bit rate. Newer capabilities in this technology (in terms of audio fidelity, bandwidth, and
spatial realism) will continueto lead to newer classes of applications in audio communications. New technologies for embedded coding and universal coding will create interesting new optionsfor digital networking and seamless communication of speech and music signals. Finally, co-designs of audio processing with image and video processing will lead to currently unavailable capabilities for multimedia networking games, computer agents, and personal communication services. These scenarios will call upon our best capabilities in signal compression as well as advances in the sister disciplines of signal synthesis and recognition by machine.
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In this chapter we review properties of auditory perception that are relevant to the design of coders for acoustic signals. The chapter begins with a general definition of a perceptual coder, then considers what the "ideal" psychophysical model would consist of and what use a coder could be expected to make of this model. We then present some basic definitions and concepts. The chapter continues with a review of relevant psychophysical data, including results on threshold, just-noticeabledifferences, masking, and loudness. Finally, we attempt to summarize the present state of the art, the capabilities and limitations of present-day perceptual coders for audio and speech, and what areas most need work.

### 39.1 Introduction

A coded signal differs in some respect from the original signal. One task in designing a coder is to minimize some measure of this difference under the constraints imposed by bit rate, complexity, or cost. What is the appropriate measure of difference? The most straightforward approach is to minimize some physical measure of the difference between original and coded signal. The designer might attempt to minimize RM S difference between the original and coded waveform, or perhaps the difference between original and coded power spectra on a frame-by-frame basis. However, if the purpose of the coder is to encode acoustic signals that are eventually to be listened to ${ }^{1}$ by people,

[^35]these physical measures do not directly address the appropriate issue. For signals that are to be listened to by people, the "best" coder is theonethat sounds the best. There is a very clear distinction between physical and perceptual measures of a signal (frequency vs. pitch, intensity vs. loudness, for example). A perceptual coder can be defined as a coder that minimizes some measure of the difference between original and coded signal so as to minimize the perceptual impact of the coding noise. Wecan definethebest coder given a particular set of constraints as theone in which thecoding noise is least objectionable.

It follows that the designer of a perceptual coder needs some way to determine the perceptual quality of a coded signal. "Perceptual quality" is a poorly defined concept, and it will be seen that in some sense it cannot be uniquely defined. We can, however, attempt to provide a partial answer to thequestion of how it can be determined. We can present something of what is known about human auditory perception from psychophysical listening experiments and show how these phenomena relate to the design of a coder.

One requirement for successful design of a perceptual coder is a satisfactory model for the signaldependent sensitivity of the auditory system. Present-day models are incomplete, but wecan attempt to specify what the properties of a complete model would be. One possible specification is that, for any given waveform (thesignal), it accurately predictsthe loudness, as afunction of pitch and of time, of any added waveform (the noise). If we had such a complete model, then we would in principle be able to build a transparent coder, defined as one in which the coded signal is indistinguishable from the original signal, or at least we would be able to determine whether or not a given coder was transparent. It is relatively simple to design a psychophysical listening experiment to determine whether the coding noise is audible, or equivalently, whether the subject can distinguish between original and coded signal. Any subject with normal hearing could be expected to give similar results to this experiment. While present-day models are far from complete, we can at least describe the properties of a complete model.

Thereisa second requirement that ismoredifficult to satisfy. Thisistheneed to beableto determine which of two coded samples, each of which hasaudiblecodingnoise, ispreferable. Whilea satisfactory model for the signal-dependent sensitivity of the auditory system is in principle sufficient for the design of a transparent coder, the question of how to build the best nontransparent coder does not have a unique answer. Often, design constraints precludebuilding a transparent coder. Even thebest coder built under these constraints will result in audiblecoding noise, and it is under someconditions impossible to specify uniquely how best to distribute this noise. One listener may prefer the more intelligible version, while another may prefer the more natural sounding version. The preferences of even a single listener might very well depend on the application. In the absence of any better criterion, we can attempt to minimize the loudness of the coding noise, but it must be understood that this is an incomplete solution.

Our purpose in this paper is to present something of what is known about human auditory perception in a form that may be useful to the designer of a perceptual coder. We do not attempt to answer the question of how this knowledge is to be utilized, how to build a coder. Present-day perceptual coders for the most part utilize a feedforward paradigm: analysis of the signal to be coded produces specifications for allowable coding noise. Perhaps a more general method is a feedback paradigm, in which the perceptual model somehow makes possible a decision as to which of two coded signalsis"better". Thisdecision processcan then beiterated to arriveat someoptimum solution. It will be seen that for proper exploitation of some aspects of auditory perception the feedforward paradigm may be inadequate and the potentially more time-consuming feedback paradigm may be required. How this is to be done is part of the challenge facing the designer.

### 39.2 Definitions

In this section we define some fundamental terms and concepts and clarify the distinction between physical and perceptual measures.

### 39.2.1 Loudness

When we increase the intensity of a stimulus its loudness increases, but that does not mean that intensity and loudness are the same thing. Intensity is a physical measure. We can measure the intensity of a signal with an appropriate measuring instrument, and if the measuring instrument is standardized and calibrated correctly anyone else anywhere in the world can measure the same signal and get the same result. Loudness is perceptual magnitude. It can be defined as "that attribute of auditory sensation in terms of which sounds can be ordered on a scale extending from quiet to loud" ([23], p.47). We cannot measure it directly. All we can do is ask questions of a subject and from the responses attempt to infer something about loudness. Furthermore, we have no guarantee that a particular stimulus will be as loud for one subject as for another. The best we can do is assume that, for a particular stimulus, loudness judgments for one group of normal-hearing people will be similar to loudness judgments for another group.

There are two commonly used measures of loudness. One is loudness level (unit phon) and the other is loudness (unit sone). These two measures differ in what they describe and how they are obtained. The phon is defined as the intensity, in dB SPL, of an equally loud $1-\mathrm{kHz}$ tone. The sone is defined in terms of subjectively measured loudness ratios. A stimulus half as loud as a one-sone stimulus has a loudness of 0.5 sones, a stimulus ten times as loud has a loudness of 10 sones, etc. A $1-\mathrm{kHz}$ tone at 40 dB SPL is arbitrarily defined to have a loudness of one sone.

The argument can be made that loudness matching, the procedure used to obtain the phon scale, is a less subjective procedurethan loudness scaling, the procedure used to obtain the sonescale. This argument would lead to the conclusion that the phon is the more objective of the two measures and that the sone is more subject to individual variability. This argument breaks down on two counts: first, for dissimilar stimuli even the supposedly straightforward loudness-matching task is subject to large and poorly understood order and bias effects that can only be described as subjective. While loudness matching of two equal-frequency tone bursts generally gives stable and repeatable results, thetask becomesmoredifficult when thefrequencies of the two toneburstsdiffer. Loudnessmatching between two dissimilar stimuli, as for example between a pure tone and a multicomponent complex signal, is even moredifficult and yields less stableresults. Loudness-matching experiments have to be designed carefully, and results from these experiments have to beinterpreted with caution. Second, it is possible to measure loudness in sones, at least approximately, by means of a loudness-matching procedure. Fletcher [6] states that under some conditions loudness adds. Binaural presentation of a stimulus results in loudness doubling; and two equally-loud stimuli, far enough apart in frequency that they do not mask each other, aretwice as loud as one. If loudness additivity holds, then it follows that the sone scale can be generated by matching loudness of a test stimulus to binaural stimuli or to pairs of tones. This approach must be treated with caution. As Fletcher states, "However, this method [scaling] is related more directly to the scale we are seeking (the sone scale) than the two preceding ones (binaural or monaural loudness additivity)" ([6], p. 278). The loudness additivity approach relies on the assumption that loudness summation is perfect, and there is somemore recent evidence [28,33] that loudness summation, at least for binaural vs. monaural presentation, is not perfect.

### 39.2.2 Pitch

The American Standards Association defines pitch as "that attribute of auditory sensation in which sounds may be ordered on a musical scale". Pitch bears much the same relationship to frequency as loudness does to intensity: frequency is an objective physical measure, while pitch is a subjective perceptual measure. Just as there is not a one-to-one relationship between intensity and loudness, so also there is not a one-to-one relationship between frequency and pitch. Under some conditions, for example, loudness can be shown to decrease with decreasing frequency with intensity held constant, and pitch can be shown to decrease with increasing intensity with frequency held constant ([40], p. 409).

### 39.2.3 Threshold of Hearing

Since the concept of threshold is basic to much of what follows, it is worthwhile at this point to discuss it in some detail. It will be seen that thresholds are determined not only by the stimulus and the observer but also by the method of measurement. While this discussion is phrased in terms of threshold of hearing, much of what follows applies as well to differential thresholds (just-noticeable differences) discussed in the next subsection.

By the simplest definition, the threshold of hearing (equivalently, auditory threshold) is thelowest intensity that the listener can hear. This definition is inadequate because we cannot directly measure the listener's perception. A first-order correction, therefore, is that the threshold of hearing is the lowest intensity that elicits from the listener the response that the sound is audible. Given this definition, we can present a stimulus to the listener and ask whether he or she can hear it. If we do this, we soon find that identical stimuli do not always elicit identical responses. In general, the probability of a positive response increases with increasing stimulus intensity and can be described by a psychometric function such as that shown for a hypothetical experiment in Fig. 39.1. Here the stimulus intensity (in dB ) appears on the abscissa and the probability $P(C)$ of a positive response appears on the ordinate. Theyes-no experiment could be described by a psychometric function that ranges from zero to one, and threshold could be defined as thestimulusintensity that elicits a positive response in $50 \%$ of the trials.


FIGURE 39.1: Idealized psychometric functions for hypothetical yes-no experiment (zero to one) and for hypothetical two-interval forced-choice experiment ( 0.5 to one).

A difficulty with thesimple yes-no experiment isthat wehave no control over the subject's criterion level. The subject may be using a strict criterion ("yes" only if the signal is definitely present) or a lax criterion ("yes" if the signal might be present). The subject can respond correctly either by a positive response in the presence of a stimulus (hit) or by a negative response in the absence of a stimulus (correct rejection). Similarly the subject can respond incorrectly either by a negative response in the presence of a stimulus (miss) or by a positive response in the absence of a stimulus (false alarm). Unless the experimenter is willing to use an elaborate and time-consuming procedure that involves assigning rewards to correct responses and penalties to incorrect responses, the criterion level is uncontrolled.

The field of psychophysics that deals with this complication is called detection theory. The field of psychophysical detection theory is highly developed [12] and a complete description is far beyond the scope of this paper. Very briefly, the subject's response is considered to be based on an internal decision variable, a random variable drawn from a distribution with mean and standard deviation that depend on the stimulus. If we assume that the decision variable is normally distributed with a fixed standard deviation $\sigma$ and a mean that depends only on stimulus intensity, then we can define an index of sensitivity $\mathrm{d}^{\prime}$ for a given stimulus intensity as the difference between $m_{0}$ (the mean in the absence of the stimulus) and $m_{s}$ (the mean in the presence of the stimulus), divided by $\sigma$. An ideal observer (a hypothetical subject who does the best possible job for the task at hand) gives a positive response if and only if the decision variable exceeds an internal criterion level. An increase in criterion level decreases the probability of a false alarm and increases the probability of a miss.

A simple and satisfactory way to deal with the problem of uncontrolled criterion level is to use a criterion-free experimental paradigm. The simplest is perhaps the two-interval forced choice (2lFC) paradigm, in which the stimulus is presented at random in one of two observation intervals. The subject's task is to determine which of the two intervals contained the stimulus. The ideal observer selects the interval that elicits the larger decision variable, and criterion level is no longer a factor. N ow the subject hasa 50\% chance of choosingthe correct interval even in the absence of any stimulus, so the psychometric function goes from 0.5 to 1.0 as shown in Fig. 39.1. A reasonable definition of threshold is $P(C)=0.75$, halfway between thechancelevel of 0.5 and one. If the decision variable is normally distributed with a fixed standard deviation, it can beshown that this definition of threshold corresponds to a $d^{\prime}$ of 0.95 .

The number of intervals can be increased beyond two. In this case, the ideal observer responds correctly if the decision variable for the interval containing the stimulus is larger than the largest of the $\mathrm{N}-1$ decision variables for the intervals not containing the stimulus. A common practice is, for an N -interval forced choice paradigm (NIFC), to define threshold as the point halfway between the chance level of $1 / N$ and one. This is a perfectly acceptable practice so long as it is recognized that the measured threshold is influenced by the number of alternatives. For a 3IFC paradigm this definition of threshold corresponds to a $d^{\prime}$ of 1.12 and for a 4IFC paradigm it corresponds to a $d^{\prime}$ of 1.24.

### 39.2.4 Differential Threshold

Thedifferential threshold isconceptually similar to theauditory threshold discussed above, and many of the same comments apply. The differential threshold, or just-noticeable difference (JND), is the amount by which some attribute of a signal has to change in order for the observer to be able to detect the change. A tone burst, for example, can be specified in terms of frequency, intensity, and duration, and a differential threshold for any of these three attributes can be defined and measured.

The first attempt to provide a quantitative description of differential thresholds was provided by the German physiologist E. H. Weber in the first half of the 19th century. According to Weber's law, thejust-noticeabledifference $\Delta I$ isproportional to thestimulusintensity $I$, or $\Delta I / I=K$, wherethe constant of proportionality $\Delta I / I$ is known as the Weber fraction. This was supposed to be a general description of sensitivity to changes of intensity for a variety of sensory modalities, not limited just
to hearing, and it has since been applied to perception of nonintensive variables such as frequency. It was recognized at an early stage that this law breaks down at near-threshold intensities, and in the latter half of the 19th century the German physicist G. T. Fechner suggested the modification that is now known as the modified Weber law, $\Delta I /\left(I+I_{0}\right)=K$, where $I_{0}$ is a constant. WhileWeber's law provides a reasonable first-order description of intensity and frequency discrimination in hearing, in general it does not hold exactly, as will be seen below.

As with thethreshold of hearing, the differential threshold can be measured in different ways, and the result depends to some extent on how it is measured. The simplest method is a same-different paradigm, in which two stimuli are presented and the subject's task is to judge whether or not they are the same. This method suffers from the same drawback as the yes-no paradigm for auditory threshold: we do not have control over the subject's criterion level.

If the physical attribute being measured is simply related to some perceptual attribute, then the differential threshold can be measured by requiring the subject to judge which of two stimuli has more of that perceptual attribute. A just-noticeable difference for frequency, for example, could be measured by requiring the subject to judge which of two stimuli is of higher pitch; or a just noticeable difference for intensity could be measured by requiring the subject to judge which of two stimuli is louder. As with the 2IFC paradigm discussed abovefor auditory threshold, this method removes the problem of uncontrolled criterion level.

There are more general methods that do not assume a knowledge of the relationship between the physical attribute being measured and a perceptual attribute. The most useful, perhaps, is the N -interval forced choice method: N stimuli are presented, one of which differs from the other N -1 along the dimension being measured. The subject's task is to specify which one of the N stimuli is different from the other $\mathrm{N}-1$.

Note that there is a close parallel between the differential threshold and the auditory threshold described in the previous subsection. The auditory threshold can be regarded as a special case of the just-noticeable difference for intensity, where the question is by how much the intensity has to differ from zero in order to be detectable.

### 39.2.5 Masked Threshold

The masked threshold of a signal is defined as the threshold of that signal (the probe) in the presence of another signal (the masker). A related term is masking, which is the elevation of threshold of the probe by the masker: it is the difference between masked and absolute threshold. M ore generally, the reduction of loudness of a supra-threshold signal is also referred to as masking. It will be seen that masking can appear in many forms, depending on spectral and temporal relationships between probe and masker.
$M$ any of the comments that applied to measurement of absolute and differential thresholds also apply to measurement of masked threshold. The simplest method is to present masker plus probe and ask the subject whether or not the probeis present. Once again there is a problem with criterion level. Another method is to present stimuli in two intervals and ask the subject which one contains the probe. This method can give useful results but can, under some conditions, give misleading results. Suppose, for example, that the probe and masker are both pure tones at 1 kHz , but that the two signals are $180^{\circ}$ out of phase. As the intensity of the probe is increased from zero, the intensity of the composite signal will first decrease, then increase. The two signals, masker alone and masker plus probe, may be easily distinguishable, but in the absence of additional information the subject has no way of telling which is which.

A more robust method for measuring masked threshold is the N -interval forced choice method described above, in which the subject specifies which of the $N$ stimuli differs from the other $\mathrm{N}-1$. Subjective percepts in masking experiments can be quite complex and can differ from one observer to another. In the N -interval forced choice method the observer has the freedom to base judgments
on whatever attribute is most easily detected, and it is not necessary to instruct the observer what to listen for.

Note that the differential threshold for intensity can be regarded as a special case of the masked threshold in which the probe is an intensity-scaled version of the masker.

A note on terminology: suppose two signals, $x_{1}(t)$ and $\left[x_{1}(t)+x_{2}(t)\right]$ are just distinguishable. If $x_{2}(t)$ is a scaled version of $x_{1}(t)$, then we are dealing with intensity discrimination. If $x_{1}(t)$ and $x_{2}(t)$ are two different signals, then we are dealing with masking, with $x_{1}(t)$ the masker and $x_{2}(t)$ the probe. In either case, the difference can be described in several ways. These ways include (1) the intensity increment between $x_{1}(t)$ and $\left[x_{1}(t)+x_{2}(t)\right], \Delta I$; (2) the intensity increment relative to $x_{1}(t), \Delta I / I$; (3) the intensity ratio between $x_{1}(t)$ and $\left[x_{1}(t)+x_{2}(t)\right],(I+\Delta I) / I$; (4) theintensity increment in dB, $10 \times \log _{10}(\Delta I / I)$; and (5) the intensity ratio in $\mathrm{dB}, 10 \times \log _{10}[(I+\Delta I) / I]$. These ways are equivalent in that they show the same information, although for a particular application oneway may be preferableto another for presentation purposes. Another measure that is often used, particularly in the design of perceptual coders, is the intensity of the probe $x_{2}(t)$. This measure is subject to misinterpretation and must be used with caution. Depending on the coherence between $x_{1}(t)$ and $x_{2}(t)$, a given probe intensity can result in a wide range of intensity increments $\Delta I$. The resulting ambiguity has been responsible for some confusion.

### 39.2.6 Critical Bands and Peripheral Auditory Filters

The concepts of critical bands and peripheral auditory filters are central to much of the auditory modeling work that is used in present-day perceptual coders. Scharf, in a classic review article[33], defines the empirical critical bandwidth as "that bandwidth at which subjective responses rather abruptly change". Simply put, for some psychophysical tasks the auditory system behaves as if it consisted of a bank of bandpass filters (thecritical bands) followed by energy detectors. Examples of critical-band behavior that areparticularly relevant for the designer of a coder includetherelationship between bandwidth and loudness (Fig. 39.5) and the relationship between bandwidth and masking (Fig. 39.10). Another example of critical-band behavior is phase sensitivity: in experiments measuring the detectability of amplitude and of frequency modulation, the auditory system appears to be sensitive to the relative phase of the components of a complex sound only so long as the components are within a critical band [9, 45].

The concept of thecritical band was introduced morethan a half-century ago by Fletcher [6], and sincethat timeit has been studied extensively. Fletcher's pioneering contribution is ably documented by Allen [1], and Scharf's 1970 review article[33] gives references to somelater work. M ore recently, M oore and his co-workers have made extensive measurements of peripheral auditory filters [24].

The value of critical bandwidths has been the subject of some discussion, because of questions of definition and method of measurement. Figure 39.2 ([31], Fig. 1) shows critical bandwidth as a function of frequency for Scharf's empirical definition (the bandwidth at which subjective responses undergo some sort of change). Results from several experiments are superimposed here, and they are in substantial agreement with each other. M oore and Glasberg [26] argue that the bandwidths shown in Fig. 39.2 are determined not only by the bandwidth of peripheral auditory filters but also by changes in processing efficiency. By their argument, the bandwidth of peripheral auditory filters is somewhat smaller than the values shown in Fig. 39.2 at frequencies above 1 kHz and substantially smaller, by as much as an octave, at lower frequencies.

### 39.3 Summary of Relevant Psychophysical Data

In Section 39.2, we introduced some basic concepts and definitions. In this section, we review some relevant psychophysical results. There are several excellent books and book chapters that have been


FIGURE 39.2: Empirical critical bandwidth. (Source: Scharf, B., Critical bands, ch. 5 in Foundations of M odern Auditory Theory, Vol. 1, Tobias, J.V., ed., Academic Press, NY, 1970. With permission).
written on this subject, and we haveneither the space nor theinclination to duplicatematerial found in these other sources. Our attempt here is to make the reader aware of some relevant results and to refer him or her to sources where more extensive treatments may be found.

### 39.3.1 Loudness

## Loudness Level and Frequency

For pure tones, loudness depends on both intensity and frequency. Figure 39.3 (modified from [37], p. 124) shows loudnesslevel contours. Thecurvesarelabeled in phonsand, in parentheses, sones. These curves have been remeasured many times since, with some variation in the results, but the basic conclusions remain unchanged. The most sensitive region is around $2-3 \mathrm{kHz}$. The lowfrequency slope of the loudness level contours is flatter at high loudness levels than at low. It follows that loudness level grows more rapidly with intensity at low frequencies than at high. The 38- and 48 -phon contours are (by definition) separated by 10 dB at 1 kHz , but they are only about 5 dB apart at 100 Hz .

This figure also shows contoursthat specify thedynamic rangeof hearing. Tones below the 8-phon contour are inaudible, and tones above the dotted line are uncomfortable. The dynamic range of hearing, the distance between these two contours, is greatest around 2 to 3 kHz and decreases at lower and higher frequencies. In practice, the useful dynamic range is substantially less. We know today that extended exposure to sounds at much lower levels than the dotted line in Fig. 39.3 can result in temporary or permanent damage to the ear. It has been suggested that extended exposure to sounds as low as 70 to $75 \mathrm{~dB}(\mathrm{~A})$ may produce permanent high-frequency threshold shifts in some


FIGURE 39.3: Loudness level contours. Parameters: phons (sones). The bottom curve (8 phons) is at the threshold of hearing. The dotted line shows Wegel's 1932 results for "threshold of feeling". Thislineismany dB above levelsthat areknown today to produce permanent damage to the auditory system. (M odified from Stevens, S.S. and Davis, H.W., H earing, John Wiley \& Sons, New York, 1938).

## Loudness and Intensity

Figure 39.4 (modified from [32], Fig. 5) shows loudness growth functions, the relationship between stimulus intensity in dB SPL and loudness in sones, for tones of different frequencies. As can beseen in Fig. 39.4, theloudness growth function depends on frequency. Above about 40 dB SPL for a 1-kH z tone the relationship is approximately described by the power law $L(I)=\left(I / I_{0}\right)^{1 / 3}$, so that if theintensity $I$ is increased by 9 dB theloudness $L$ is approximately doubled. ${ }^{2}$ Therelationship between loudness and intensity has been modeled extensively [1, 6, 46].

## Loudness and Bandwidth

Theloudness of a complex sound of fixed intensity, whether a tonecomplex or a band of noise, depends on its bandwidth, as is shown in Fig. 39.5 ([48], Fig. 3). For sounds well above threshold, the loudness remains more or less constant so long as the bandwidth is less than a critical band. If the bandwidth is greater than a critical band, the loudness increases with increasing bandwidth. Near threshold the trend is reversed, and the loudness decreases with increasing bandwidth. ${ }^{3}$

[^36]

FIGURE 39.4: Loudness growth functions. (M odified from Scharf, B., Loudness, ch. 6 in Handbook of Perception, Vol. IV, H earing, Carterette, E.C. and Friedman M.P., eds., Academic Press, New York, 1978. With permission).

These phenomena have been modeled successfully by utilizing the loudness growth functions shown in Fig. 39.4 in a model that calculates total loudness by summing the specific loudness per critical band [49]. The loudness growth function is very steep near threshold, so that dividing the total energy of the signal into two or more critical bands results in a reduction of total loudness. The loudness growth function well above threshold is less steep, so that dividing the total energy of the signal into two or morecritical bands results in an increase of total loudness.

## Loudness and Duration

Everything we have talked about so far applies to steady-state, long-duration stimuli. These results are reasonably well understood and can be modeled reasonably well by present-day models. However, there is a host of psychophysical data having to do with aspects of temporal structure of the signal that are less well understood and less well modeled. The subject of temporal dynamics of auditory perception is an area where there is a great deal of room for improvement in models for perceptual auditory coders. One example of this subject is the relationship between loudness and duration discussed here. Other examples appear in a later section on temporal aspects of masking.

Thereis general agreement that, for fixed intensity, loudness increases with duration up to stimulus durations of afew hundred milliseconds. (Other factors, usually discussed under thetermsadaptation
symbol) and when the complex was adjusted ("C" symbol) is an example of the bias effects mentioned in section 39.2.1 (Loudness).


FIGURE 39.5: Loudness vs. bandwidth of tone complex. (Source: Zwicker, E. et al., Critical bandwidth in loudness summation, J. Acoust. Soc. Am., 29: 548-557, 1957. With permission).


FIGURE 39.6: Frequency JND as a function of frequency and intensity (M odified from Wier, C.C. et al., Frequency discrimination as a function of frequency and sensation level, J. Acoust. Soc. Am., 61: 178-184, 1977. With permission).
or fatigue, come into play for longer durations of many secondsor minutes. We will not discussthese factors here.) The duration below which loudness increases with increasing duration is sometimes referred to as the critical duration. Scharf [32] provides an excellent summary of studies of the relationship between loudness and duration. In hissurvey, hecites values of critical duration ranging from 10 msec to over 500 msec . About half the studies in Scharf's survey show that the total energy (intensity x duration) stays constant below the critical duration for constant loudness, while the remaining studies are about evenly split between total energy increasing and total energy decreasing with increasing duration.

One possible explanation for this confused state of affairs is the inherent difficulty of making loudness matches between dissimilar stimuli, discussed above in Section 39.2.1 (Loudness). Two stimuli of different durations differ by morethan "loudness", and depending on a variety of poorlyunderstood experimental or individual factors what appears to be the same experiment may yield different results in different laboratories or with different subjects.

Some support for this explanation comes from the fact that studies of threshold intensity as a function of duration are generally in better agreement with each other than studies of loudness as a function of duration. As discussed above in Section 39.2.3 (Threshold of Hearing) measurements of auditory threshold depend to some extent on the method of measurement, but it is still possible to establish an internally-consistent criterion-freemeasure. Theexact results depend to some extent on signal frequency, but there is reasonable agreement among various studies that total energy at threshold remains approximately constant between about 10 msec and 100 msec . (See [41] for a survey of studies of threshold intensity as a function of duration.)

### 39.3.2 Differential Thresholds

## Frequency

Figure 39.6 shows frequency JND as a function of frequency and intensity as measured in the most recent comprehensive study [43]. The frequency JND generally increases with increasing frequency and decreases with increasing intensity, ranging from about 1 Hz at low frequency and moderate intensity to more than 100 Hz at high frequency and low intensity.

The results shown in Fig. 39.6 are in basic agreement with results from most other studies of frequency JN D's with the exception of the earliest comprehensivestudy, by Shower and Biddulph ([43], p. 180). Shower and Biddulph [35] found a more gradual increase of frequency JND with frequency. As we have noted above, the results obtained in experiments of this nature arestrongly influenced by details of the method of measurement. Shower and Biddulph measured detectability of frequency modulation of a pure tone; most other experimenters measured the ability of subjects to correctly identify whether one tone burst was of higher or lower frequency than another. Why this difference in procedure should produce this difference in results, or even whether this difference in procedure is solely responsible for the difference in results, is unclear.

The Weber fraction $\Delta f / f$, where $\Delta f$ is the frequency JND, is smallest at mid frequencies, in the region from 500 Hz to 2 kHz . It increases somewhat at lower frequencies, and it increases very sharply at high frequencies above about 4 kHz . Wier et al. [43] in their Fig. 1, reproduced here as our Fig. 39.6, plotted $\log \Delta f$ against $\sqrt{f}$. They found that this choice of axes resulted in the closest fit to a straight line. It is not clear that this choice of axes has any theoretical basis; it appears simply to be a choice that happens to work well. There have been extensive attempts to model frequency selectivity. Thesestudies suggest that theauditory system usesthetiming of individual nerveimpulses at low frequencies, but that at high frequencies above a few kHz this timing information is no longer availableand theauditory system relies exclusively on placeinformation from themechanically tuned inner ear.

Rosenblith and Stevens[30] provide an interesting example of the interaction between method of
measurement and observed result. They compared frequency JNDs using two methods. One was an "AX" method, in which the subject judged whether the second of a pair of tone bursts was of higher or lower frequency than the first of the pair. The other was an "ABX" method, in which the subject judged whether the third of three tone bursts, at the same frequency as one of the first two tone bursts, was more similar to the first or to the second burst. They found that frequency JNDs measured using the AX method were approximately half the size of frequency JNDs measured using the ABX method, and they concluded that "... it would be rather imprudent to postulatea "true" DL (difference limen), or to infer the behavior of the peripheral organ from the size of a DL measured under a given set of conditions". They discussed their results in terms of information theory, an active topic at the time, and were unable to reach any definite conclusion. An analysis of their results in terms of detection theory, which at that time was in its infancy, predicts their results almost exactly. ${ }^{4}$

## Intensity

The Weber fraction $\Delta I / I$ for pure tones is not constant but decreases slightly as stimulus intensity increases. This change has been termed the near miss to Weber's law. In most studies, the Weber fraction has been found to be independent of frequency. An exception is Riesz's study [29], in which the Weber fraction was at a minimum at approximately 2 kHz and increased at higher and lower frequencies.

Typical results are summarized in Fig. 39.7 ([18], Fig. 4). The solid straight line is a good fit to Jesteadt's intensity JND data at frequencies from 200 Hz to 8 kHz . The Weber fraction decreases from about 0.44 at 5 dB SL (decibels above threshold) to about 0.12 at 80 dB SL. These results are in substantial agreement with most other studies with the exception of Riesz's study. Riesz's data are shown in Fig. 39.7 as the curves identified by symbols. There is a larger change of intensity JND with intensity, and the intensity JND depends on frequency.

There is an interesting parallel between the results for intensity JND and the results for frequency JND. In both cases, results from most studies are in agreement with the exception of one study: Shower and Biddulph for frequency JND, and Riesz for intensity JND. In both cases, most studies measured the ability of subjects to correctly identify the difference between two tone bursts. Both of the outlying studies measured, instead, the ability of subjects to identify modulation of a tone: Shower and Biddulph used frequency modulation and Riesz used amplitude modulation. It appears that a modulated continuous tone may give different results than a pair of tone bursts. Whether this is a real effect, and, if it is, whether it isdueto stimulus artifact or to properties of the auditory system, is unclear. The subject merits further investigation.

The Weber fraction for wideband noise appears to be independent of intensity. M iller [21] measured detectability of intensity increments in wide-band noise and found that the Weber fraction $\Delta I / I$ was approximately constant at 0.099 above 30 dB SL . It increased below 30 dB SL, which led M iller to revive Fechner's modification of Weber's law as discussed above in Section 39.2.4 (Differential Threshold).

### 39.3.3 Masking

No aspect of auditory psychophysicsismorerelevant to the design of perceptual auditory codersthan masking, since the basic objective is to use the masking properties of speech to hidethe coding noise.

[^37]

FIGURE 39.7: Summary of intensity JND sfor pure tones. Jesteadt et al. [18] found that the Weber fraction $\Delta I / I$ was independent of frequency (straight line). Riesz [29], using a different procedure, found a dependence (connected points). (Source: Jesteadt, W. et al., Intensity Discrimination as a function of frequency and sensation level, J. Acoust. Soc. Am., 61: 169-177, 1977. With permission).

It will be seen that while we can use present-day knowledge of masking to great advantage, there is still much to be learned about properties of masking if we are to fully exploit it. Since some of the major unresolved problems in modeling masking are related to the relative bandwidth of masker and probe, our approach here is to present masking in terms of this relative bandwidth.

## Tone Probe, Tone Masker

At onetime, perhapsbecauseof thedemonstrated power of theFourier transform in theanalysis of linear time-invariant systems, the sine wave was considered to bethe "natural" signal to be used in studies of human hearing. Much of the earliest work on masking dealt with the masking of one tone by another [42]. Typical results are shown in Fig. 39.8 ([3], Fig. 1). Similar results appear in Wegel and Lane[42]. The abscissa is probe frequency and the ordinate is masking in dB, the elevation of masked over absolute threshold ( 15 dB SPL for $400-\mathrm{Hz}$ tone). Three curves are shown, for $400-\mathrm{Hz}$ maskers at 40,60 , and 80 dB SPL.

M asking is greatest for probe frequencies slightly above or below the masker frequency of 400 Hz . Maximum probe-to-masker ratios are - 19 dB for an 80 dB SPL masker (probe intensity elevated 46 dB above the absolute threshold of 15 dB SPL),-15 dB for a 60 dB SPL masker, and -14 dB for a 40 dB SPL masker.

M asking decreases as probe frequency gets closer to 400 Hz . The probe frequencies closest to 400 Hz are 397 and 403 Hz , and at these frequencies the threshold probe-to-masker ratio is -26 dB for an 80 dB SPL masker, -23 dB for a 60 dB SPL masker, and -21 dB for a 40 dB SPL masker.
$M$ asking al so decreases as probefrequency getsfurther away from masker frequency. For the 40 dB SPL masker this selectivity is nearly symmetric in log frequency, but as the masker intensity increases the masking becomes more and more asymmetric so that the $400-\mathrm{Hz}$ masker produces much more masking at higher frequencies than at lower.

Theirregularities seen near probefrequencies of 400,800 , and 1200 Hz aretheresult of interactions between masker and probe. When masker and probefrequenciesareclose, beatingresults. Even when


FIGURE 39.8: M asking of tones by a 400-H z tone at 40, 60, and 80 dB SPL. (Source: Egan, J.P. and Hake, H.W., On themasking pattern of a simple auditory stimulus, J. Acoust. Soc. Am., 22: 622-630, 1950).
their frequencies arefar apart, nonlinear effects in theauditory system result in complex interactions. These irregularities provided incentive to use narrow bands of noise, rather than pure tones, as maskers.

## Tone Probe, Noise Masker

Fletcher and M unson [8] wereamongthefirst to usebands of noiseasmaskers. Figure 39.9 ([3], Fig. 2) shows typical results. The conditions are similar to those for Fig. 39.8 except that now the masker is a band of noise 90 Hz wide centered at 410 Hz . The maximum probe-to-masker ratios occur for probe frequencies slightly above the center frequency of the masker, and they are much greater than they werefor thetonemaskersshown in Fig. 39.8. M aximum probe-to-masker ratiosare -4 dB for an 80 dB SPL masker and -3 dB for 60 and 40 dB SPL maskers. The frequency selectivity and upward spread of masking seen in Fig. 39.8 appear in Fig. 39.9 as well, but theirregularities seen at harmonics of the masker frequency are greatly reduced.

An important effect that occurs in connection with masking of a tone probe by a band of noise is the relationship between masker bandwidth and amount of masking. This relationship can be presented in many ways, but the results can be described to a reasonable degree of accuracy by saying that noise energy within a narrow band of frequencies surrounding the probe contributes to masking whilenoise energy outsidethis band of frequencies does not. This is onemanifestation of thecritical band described in Section 39.2.6 (Critical Bands and Peripheral Auditory Filters).

Figure 39.10 ([2], Fig. 6) shows results from a series of experiments designed to determine the widths of critical bands. Wearemost concerned herewith theclosed symbols and the associated solid and dotted straight lines. These show an expanded and elaborated repeat of a test Fletcher reported in 1940 to measure the width of critical bands, and the results shown here are similar to Fletcher's results ([7], Fig. 124). The closed symbols show threshold level of probe signals at frequencies ranging from 500 Hz to 8 kHz in dB relative to the intensity of a masking band of noise centered at the frequency of the test signal and with the bandwidth shown on the abscissa. The intensity of the masking noise is 60 dB SPL per 1/3 octave. N ote that for narrow-band maskers the probe-to-masker


FIGURE 39.9: Masking of tones by a $90-\mathrm{Hz}$ wide band of noise centered at 410 Hz at 40,60 , and 80 dB SPL (Source: Egan, J.P. and Hake, H.W., On the masking pattern of a simple auditory stimulus, J. Acoust. Soc. Am., 22: 622-630, 1950).
ratio is nearly independent of bandwidth, while for wide-band maskers the probe-to-masker ratio decreases at approximately 3 dB per doubling of bandwidth. This result indicates that above a certain bandwidth, approximated in thisfigure asthe intersection of the asymptotic narrow-band horizontal lineand the asymptotic wide-band slopinglines, noiseenergy outsideof this band does not contribute to masking.

The results shown in Fig. 39.10 are from only one of many studies of masking of pure tones by noise bands of varying bandwidths that lead to similar conclusions. The list includes Feldtkeller and Zwicker [5] and Greenwood [13]. Scharf [33] provides additional references.

## Noise Probe, Tone or Noise Masker

M asking of bands of noise, either by toneor noisemaskers, has received relatively littleattention. Thisisunfortunatefor thedesigner who isconcerned with masking wide-band coding noise. M asking of noise by tones is touched on in Zwicker [47], but the earliest study that gives actual data points appears to be Hellman [15]. The threshold probe-to-masker ratios for a noise probe approximately one critical band wide were -21 dB for a 60 dB SPL masker and -28 dB for a 90 dB SPL masker. Threshold probe-to-masker ratios for an octave-band probe were -55 dB for $1-\mathrm{kHz}$ maskers at 80 and 100 dB SPL. A $1-\mathrm{kHz}$ masker at 90 dB SPL produced practically no masking of a wide-band probe.

Hall [34] measured threshold intensity for noise bursts one half, one, and two critical bands wide


FIGURE 39.10: Threshold level of probesignalsfrom 500 Hz to 8 kHz relative to overall level of noise masker at bandwidth shown on the abscissa. (M odified from Bos, C.E. and deBoer, E., M asking and discrimination, J. Acoust. Soc. Am., 39: 708-715, 1966. With permission).
with various center frequencies in the presence of 80 dB SPL pure-tone maskers ranging from an octave below to an octave above the center frequency. Figure 39.11 shows results for a critical-band $1-\mathrm{kH}$ z probe. The threshold probe-to-masker ratio for a 1-kHz masker is -24 dB , in agreement with Hellman's results, and the figure shows the same upward spread of masking that appears in Figs. 39.8 and 39.9. (Note that in Figs. 39.8 and 39.9 the masker is fixed and the abscissa is probe frequency, while in Fig. 39.11 the probe is fixed and the abscissa is masker frequency.) A tone below 1 kHz produces more masking than a tone above 1 kHz .

M asking of noise by noise is confounded by the question of phase relationships between probe and masker. If masker and probe are identical in bandwidth and phase, then as we saw in Section 39.2.5 (Masked Threshold) themasked threshold becomes identical to thedifferential threshold. M iller's [21] Weber fraction $\Delta I / I$ of 0.099 for intensity discrimination of wide-band noise, phrased in terms of intensity of the just-detectable increment, leads to a probe-to-masker ratio of -26.3 dB .

M ore recently, Hall [14] measured threshold intensity for various combinations of probe and masker bandwidths. These experiments differ from earlier experiments in that phase relationships between probe and masker were controlled: all stimuli were generated by adding together equalamplitude random phase sinusoidal components, and components common to probe and masker had identical phase. Results for one subject are shown in Fig. 39.12. Masker bandwidth appears on the abscissa, and the parameter is probe bandwidth: $A \Rightarrow 0 \mathrm{~Hz}, B \Rightarrow 4 \mathrm{~Hz}, C \Rightarrow 16 \mathrm{~Hz}$, and $D \Rightarrow 64 \mathrm{~Hz}$. All stimuli were centered at 1 kHz and the overall intensity of the masker was 70 dB SPL.


FIGURE 39.11: Threshold intensity for a $923-1083 \mathrm{~Hz}$ band of noise masked by an $80-\mathrm{dB}$ SPL tone at the frequency shown on the abscissa. (Source: Schroeder, M.R. et al., Optimizing digital speech coders by exploiting masking properties of the human ear, J. Acoust. Soc. Am., 66: 1647-1652, 1979. With permission).

This figure differs from Figs. 39.8 through 39.11 in that the vertical scale shows intensity increment between masker alone and masker plus just-detectable probe rather than intensity of the just-detectable probe, and the results look quite different. For all probe bandwidths shown, the intensity increment varies only slightly so long as the masker is at least as wide as the probe. The intensity increment decreases when the probe is wider than the masker.

## Asymmetry of Masking

Inspection of Figs. 39.8- 39.11 reveals large variation of threshold probe-to-masker intensity ratios depending on the relative bandwidth of probe and masker. Tone maskers produce threshold probe-to-masker ratios of -14 to -26 dB for tone probes, depending on the intensity of the masker and the frequency of the probe (Fig. 39.8), and threshold probe-to-masker ratios of -21 to -28 dB for critical-band noise probes ([15]; also Fig. 39.11). On the other hand, a tone masked by a band of noise is audibleonly at much higher probe-to-masker ratios, in theneighborhood of 0 dB (Figs. 39.9 and 39.10). This asymmetry of masking (theterm is due to Hellman, [15]) is of central importance in the design of perceptual coders because of thedifferent masking properties of noise-likeand tone-like portions of the coded signal [19]. Current perceptual models do not handle this asymmetry well, so it is a subject we must examine closely.

The logical conclusion to be drawn from the numbers in the preceding paragraph at first appears to be that a band of noise is a better masker than a tone, for both noise and tone probes. In fact, the correct conclusion may becompletely different. It can beargued that so long as themasker bandwidth is at least as wide as the probe bandwidth, tones or bands of noise are equally effective maskers and the psychophysical data can be described satisfactorily by current energy-based perceptual models, properly applied. It is only when the bandwidth of the probe is greater than the bandwidth of the masker that energy-based models break down and some criterion other than average energy must be applied.

Figure 39.13 shows Egan and Hake's results for 80 dB SPL tone and noise maskers superimposed on each other. Results for the tone masker are shown as a solid curve and results for the noise masker areshown as a dashed curve. (These curves arenot identical to the corresponding curves in Figs. 39.8 and 39.9: They are average results from five subjects, while Figs. 39.8 and 39.9 were for a single


FIGURE 39.12: Intensity increment between masker alone and masker plus just-detectable probe. Probebandwidth $0 \mathrm{~Hz}(\mathrm{~A}) ; 4 \mathrm{~Hz}(\mathrm{~B}) ; 16 \mathrm{~Hz}(\mathrm{C}) ; 64 \mathrm{~Hz}(\mathrm{D})$. Frequency components common to probe and masker haveidentical phase. (Source: H all, J.L., Asymmetry of maskingrevisited: generalization of masker and probe bandwidth, J. Acoust. Soc. Am., 101: 1023-1033, 1997. With permission).
subject.) The maximum amount of masking produced by the band of noise is 61 dB , whilethe tone masker produces only 37 dB of masking for a $397-\mathrm{Hz}$ probe.

Thedifferencebetween toneand noisemaskersmay bemoreapparent than real, and for masking of a tonetheauditory system may besimilarly affected by toneand noisemaskers. What is plotted in this figure is the elevation in threshold intensity of the probe tone by the masker, but the discrimination the subject makes is in fact between masker alone and masker plus probe. As was discussed above in Section 39.2.5 (Masked Threshold), since coherence between tone probe and masker depends on the bandwidth of the masker, a probetone of a given intensity can produce a much greater change in intensity of probe plus masker for a tone masker than for a noise masker.

The stimulus in the Egan and Hake experiment with a $400-\mathrm{Hz}$ masker and a $397-\mathrm{Hz}$ probe is identical to thestimulusRiesz used to measureintensity JND (seeSection 47 Differential Thresholds: Intensity, above). As Egan and Hake observe "... When the frequency of the masked stimulus is 397 or 403 c.p.s. [Hz], the amount of masking is evidently determined by the value of the differential threshold for intensity at 400 c.p.s." ([3], p. 624). Specifically, for the results shown in Fig. 39.13, the threshold intensity of a $397-\mathrm{Hz}$ tone is 52 dB SPL. This leads to a Weber fraction $\Delta I / I$ (power at envelope maximum minus power at envelope minimum, divided by power at envelope minimum) of 0.17 , which is only slightly higher than values obtained by Riesz and by Jesteadt et al. shown in Fig. 39.7.

The situation with noise masker is more difficult to analyze because of the random nature of the masker. The effective intensity increment between masker alone and masker plus probe depends on the phase relationship between probe and $400-\mathrm{Hz}$ component of the masker, which are uncontrolled in the Egan and Hake experiment, and also on the effective time constant and bandwidth of the analyzing auditory filter, which are unknown. However, for the experiment shown in Fig. 39.12 the maskers werecomputer-generated repeatablestimuli, so that theintensity of masker plus probecould be computed. The results shown in Fig. 39.12 lead to a Weber fraction $\Delta I / I$ of 0.15 for tonemasked by tone and 0.10 for tone masked by $64-\mathrm{Hz}$ wide noise. Results are similar for noise masked by noise, so long as the masker is at least as wide as the probe. Weber fractions for the $64-\mathrm{Hz}$ wide masker in Fig. 39.12 range from 0.18 for a $4-\mathrm{Hz}$ wide probe to 0.15 for a $64-\mathrm{Hz}$ wide probe.

Our understanding of thefactors leading to theresultsshown in Fig. 39.12 is obviously very limited, but these results appear to be consistent with the view that to a first-order approximation the relevant variable for masking is the Weber fraction $\Delta I / I$, the intensity of masker plus probe relative to the


FIGURE 39.13: Masking produced by a $400-\mathrm{Hz}$ masker at 80 dB SPL and a $90-\mathrm{Hz}$ wide band of noise centered at 410 Hz . (Source: Egan, J.P. and Hake, H.W., On the masking pattern of a simple auditory stimulus, J. Acoust. Soc. Am., 22: 622-630, 1950).
intensity of the masker, so long as themasker is at least as wide as the probe. This is truefor both tone and noise maskers. Because of changes in coherence between probeand masker as masker bandwidth changes, the corresponding probe intensity at threshold can be much lower for a tone masker than for a probe masker, as is shown in Fig. 39.13.

The asymmetry that Hellman was primarily concerned with in her 1972 paper is the striking difference between the threshold of a band of noise masked by a tone and of a tone masked by a band of noise. It appears that this is a completely different effect than the asymmetry shown in Fig. 39.13 and one that cannot be accounted for by current energy-based models of masking. The difference between the -5 to +5 dB threshold probe-to-masker ratios seen in Figs. 39.9 and 39.10 for tones masked by noise and the -21 to -28 dB threshold probe-to-masker ratios for noise masked by tone reported by Hellman and seen in Fig. 39.11 is due in part to the random nature of the noise masker and to the change in coherence between masker and probe that we have already discussed. Even when these factors are controlled, as in Fig. 39.12, decrease of masker bandwidth for a $64-\mathrm{Hz}$ wide band of noise results in a decrease of threshold intensity increment. (Thesituation is complicated by the possi bility of off-frequency listening. As we have already seen, neither a tone nor a noise masker masks remotefrequencies effectively. The $64-\mathrm{Hz}$ band is narrow enough that off-frequency listening is not a factor.) These and similar results lead to the conclusion that present-day models operating on signal power are inadequate and that someenvelope-based measure, such as the envelope maximum or ratio of envelope maximum to minimum, must be considered $[10,11,38]$.

## Temporal Aspects of Masking

Up until now, wehavediscussed masking effectswith simultaneous masker and probe. In order to be able to deal effectively with a dynamically varying signal such as speech, we need to consider nonsimultaneous masking as well. When the probe follows the masker, the effect is referred to as forward masking. When the masker follows the probe, it is referred to as backward masking. Effects have al so been measured with a brief probenear thebeginning or theend of alonger-duration masker. These effects have been referred to as forward or backward fringe masking, respectively ([44], p. 162).

The various kinds of simultaneous and non-simultaneous masking are nicely illustrated in


FIGURE 39.14: M asking of tone by ongoing wide-band noise with silent interval of $25,50,200$, or 500 msec . This figure shows simultaneous, forward, backward, forward fringe, and backward fringe masking. (Source: Elliott, L.L., M asking of tones before, during, and after brief silent periods in noise, J. Acoust. Soc. Am., 45: 1277-1279, 1969. With permission).

Fig. 39.14 ([4], Fig. 1). The masker was wideband noise at an overall level of 70 dB SPL and theprobe was a brief $1.9-\mathrm{kH}$ z tone burst. The masker was on continuously except for a silent interval of 25,50 , 200 , or 500 msec . beginning at the $0-\mathrm{msec}$ point on the abscissa. The four sets of data points show thresholds for probes presented at varioustimes relative to the gap for thefour gap durations. Probe thresholds in silence and in continuous noise are indicated on the ordinate by the symbols "Q" and "CN".

Forward masking appears as the gradual drop of probe threshold over a duration of more than 100 msec following the cessation of the masker. Backward masking appears as the abrupt increase of masking, over a duration of a few tens of msec, immediately before the reintroduction of the masker. Forward fringe masking appears as the morethan 10 -dB overshoot of masking immediately following the reintroduction of the masker, and backward fringe masking appears as the smaller overshoot immediately preceding the cessation of the masker. Backward masking is an important effect for the designer of coders for acoustic signals because of its relationship to audibility of pre echo. It is a puzzling effect, because it is caused by a masker that begins only after the probehas been presented. Stimulus-related electrophysiological events can be recorded in the cortex several tens of msec after presentation of the stimulus, so there may be some physiological basis for backward masking. It is an unstable effect, and there is some evidence that backward masking decreases with practice[20], ([23], p. 119).

Forward masking is a more robust effect, and it has been studied extensively. It is a complex function of stimulus parameters, and we do not have a comprehensive model that predicts amount of forward masking as a function of frequency, intensity, and time course of masker and of probe. The following two examples illustrate some of its complexity.

Figure39.15 ([17], Fig. 1) isfrom astudy of theeffectsof masker frequency and intensity on forward


FIGURE 39.15: Forward masking with identical masker and probe frequencies, as a function of frequency, delay, and masker level (Source: Jesteadt, W. et al., Forwarding masking as a function of frequency, masker level, and signal delay, J. Acoust. Soc. Am., 71: 950-962, 1982. With permission).
masking. $M$ asker and probe were of the same frequency. The left and right columns show the same data, plotted on the left against probe delay with masker intensity as a parameter and plotted on the right against masker intensity with probe delay as a parameter. The amount of masking depends in an orderly way on masker frequency, masker intensity, and probe delay. Jesteadt et al. were able to fit these data with a single equation with three free constants. This equation, with minor modification, was later found to give a satisfactory fit to data obtained with forward masking by wide-band noise[25].

Striking effects can be observed when probe and masker frequencies differ. Figure 39.16 (modified from [22], Fig. 8) superimposes simultaneous (open symbols) and forward (filled symbols) masking curves for a $6-\mathrm{kH}$ z probe at 36 dB SPL, 10 dB above the absolute threshold of 26 dB SPL . Rather than showing the amount of masking for a fixed masker, this figure shows masker level, as a function of masker frequency, sufficient to just mask theprobe. It isclear that simultaneous and forward masking differ, and that the difference depends on the relative frequency of masker and probe. Results such as those shown in Fig. 39.16 are of interest to the field of auditory physiology because of similarities between forward masking results and frequency selectivity of primary auditory neurons.


FIGURE 39.16: Simultaneous (open symbols) and forward (closed symbols) masking of a $6-\mathrm{kHz}$ probetoneat 36 dB SPL. M asker frequency appearson theabsci ssa, and masker intensity just sufficient to mask the probe appears on the abscissa. (M odified from M oore, B.C.J., Psychophysical tuning curves measured in simultaneous and forward masking, J. Acoust. Soc. Am., 63: 524-532, 1978. With permission).

### 39.4 Conclusions

Notwithstanding the successes obtained to date with perceptual coders for speech and audio [16, 19, $27,36]$, thereisstill a great deal of room for further advancement. Themost widely applied perceptual models today apply an energy-based criterion to somecritical-band transformation of the signal and arrive at a prediction of acceptable coding noise. These model sare essentially refinements of models first described by Fletcher and his co-workers and further developed by Zwicker and others [34]. These models do a good job describing masking and loudness for steady-state bands of noise, but they are less satisfactory for other signals. We can identify two areas in which there seem to be great room for improvement. One of these areas presents a challenge jointly to the designer of coders and to the auditory psychophysicist, and the other area presents a challenge primarily to the auditory psychophysicist.

One area for additional research has to do with asymmetry of masking. Noise is a more effective masker than tones, and this differenceis not handled well by present-day perceptual models. Presentday coders first compute a measure of tonality of the signal and then use this measure empirically to obtain an estimate of masking. This empirical approach has been applied successfully to a variety of signals, but it is possible that an approach that is less empirical and more based on a comprehensive model of auditory perception would be more robust.

As discussed in Section 39.3.3 (Masking: Asymmetry of M asking), there is evidence that there are two separate factors contributing to this asymmetry of masking. The difference between noise and tone maskers for narrow-band coding noise appears to result from problems with signal definition rather than a difference in processing by the auditory system, and it may be that an effective way of dealing with it will result not from an improved understanding of auditory perception but rather from changes in the coder. A feedforward prediction of acceptable coding noise based on the energy of the signal does not take into account phase relationships between signal and noise. What may be required is a feedback, analysis-by-synthesis approach, in which adirect comparison is madebetween the original signal and the proposed coded signal. This approach would require a more complex encoder but leave the decoder complexity unchanged [27]. The difference between narrow-band and wide-band coding noise, on the other hand, appears to call for a basic change in models of
auditory perception. For largely historical reasons, the idea of signal energy as a perceptual measure is deeply ingrained in present-day perceptual models. Thereis increasing real ization that under some conditions signal energy is not the relevant measure but that some envelope-based measure may be required.

A second area in which additional research may prove fruitful is in the area of temporal aspects of masking. As is discussed in Section 39.3.3 (Masking: Temporal Aspects of M asking), the situation with time-varying signal and noise is more complex than the steady-state situation. There is an extensive body of psychophysical data on various aspects of nonsimultaneous masking, but we are still lacking a satisfactory comprehensive perceptual model. As is the case with asymmetry of masking, present-day coders deal with this problem at an empirical level, in some cases very effectively. However, as with asymmetry of masking, an approach based on fundamental properties of auditory perception would perhaps be better able to deal with a wide variety of signals.
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### 40.1 Introduction

## PCM Bit Rates

Typical audio signal classes are telephone speech, wideband speech, and wideband audio, all of which differ in bandwidth, dynamic range, and in listener expectation of offered quality. The quality of telephone-bandwidth speech is acceptable for telephony and for some videotelephony and video-conferencing services. Higher bandwidths ( 7 kHz for wideband speech) may be necessary to improve the intelligibility and naturalness of speech. Wideband (high fidelity) audio representation including multichannel audio needs bandwidths of at least 15 kHz .

The conventional digital format for these signals is PCM, with sampling rates and amplitude resolutions (PCM bits per sample) as given in Table 40.1.

The compact disc (CD) is today's de facto standard of digital audio representation. On a CD with its 44.1 kHz sampling rate the resulting stereo net bit rate is $2 \times 44.1 \times 16 \times 1000 \equiv 1.41 \mathrm{Mb} / \mathrm{s}$ (see Table 40.2). However, the CD needs a significant overhead for a runlength-limited line code, which maps 8 information bits into 14 bits, for synchronization and for error correction, resulting in a 49-bit representation of each 16-bit audio sample. Hence, thetotal stereo bit rateis $1.41 \times 49 / 16=$ $4.32 \mathrm{M} \mathrm{b} / \mathrm{s}$. Table 40.2 compares bit rates of the compact disc and the digital audio tape(DAT).

TABLE 40.1 Basic Parameters for Three Classes of Acoustic Signals

|  | Frequency range in <br> Hz | Sampling rate <br> in kHz | PCM bits per <br> sample | PCM bit rate <br> in kb/s |
| :---: | :---: | :---: | :---: | :---: |
| Telephone speech | $300-3,400^{a}$ | 8 | 8 | 64 |
| Wideband speech | $50-7,000$ | 16 | 8 | 128 |
| Wideband audio (stere0) | $10-20,000$ | $48^{b}$ | $2 \times 16$ | $2 \times 768$ |

${ }^{a}$ Bandwidth in Europe; 200 to 3200 Hz in the U.S.
${ }^{b}$ Other sampling rates: $44.1 \mathrm{kHz}, 32 \mathrm{kHz}$.

TABLE 40.2 CD and DAT Bit Rates

| Storage device | Audio rate (M b/s) | Overhead (M b/s) | Total bit rate (M b/s) |
| :--- | :--- | :--- | :--- |
| Compact disc (CD) | 1.41 | 2.91 | 4.32 |
| Digital audio tape (DAT) | 1.41 | 1.05 | 2.46 |

Note: Stereophonic signals, sampled at 44.1 kHz ; DAT supports also sampling rates of 32 kHz and 48 kHz .

For archiving and processing of audio signals, sampling rates of at least $2 \times 44.1 \mathrm{kHz}$ and amplitude resolutions of up to 24 b per sample are under discussion. Lossless coding is an important topic in order not to compromise audio quality in any way [1]. The digital versatile disk (DVD) with its capacity of 4.7 GB is the appropriate storage medium for such applications.

## Bit Rate Reduction

Although high bit ratechannels and networksbecomemoreeasily accessible, low bit ratecoding of audio signals has retained its importance. The main motivations for low bit rate coding are the need to minimizetransmission costs or to provide cost-efficient storage, the demand to transmit over channels of limited capacity such as mobile radio channels, and to support variable-rate coding in packet-oriented networks.

Basic requirements in the design of low bit rate audio coders arefirst, to retain a high quality of the reconstructed signal with robustness to variations in spectra and levels. In the case of stereophonic and multichannel signals spatial integrity is an additional dimension of quality. Second, robustness against random and bursty channel bit errors and packet losses is required. Third, low complexity and power consumption of the codecs are of high relevance. For example, in broadcast and playback applications, the complexity and power consumption of audio decoders used must be low, whereas constraints on encoder complexity are more relaxed. Additional network-related requirements are low encoder/decoder delays, robustness against errors introduced by cascading codecs, and a graceful degradation of quality with increasing bit error rates in mobile radio and broadcast applications. Finally, in professional applications, the coded bit streams must allow editing, fading, mixing, and dynamic range compression [1].

Wehaveseen rapid progressin bit ratecompression techniquesfor speech and audio signals[2]-[7]. Linear prediction, subband coding, transform coding, as well as variousforms of vector quantization and entropy codingtechniqueshavebeen used to design efficient codingal gorithmswhich can achieve substantially more compression than was thought possible only a few years ago. Recent results in speech and audio coding indicate that an excellent coding quality can be obtained with bit rates of 1 b per samplefor speech and wideband speech and 2 b per sample for audio. Expectationsover thenext decade are that the rates can be reduced by a factor of four. Such reductions shall be based mainly on employing sophisticated forms of adaptive noise shaping controlled by psychoacoustic criteria. In storage and ATM -based applications additional savings are possible by employing variable-rate coding with its potential to offer a time-independent constant-quality performance.

Compressed digital audio representations can be made less sensitive to channel impairments than analog ones if source and channel coding are implemented appropriately. Bandwidth expansion has often been mentioned as a disadvantage of digital coding and transmission, but with today's
data compression and multilevel signaling techniques, channel bandwidths can be reduced actually, compared with analog systems. In broadcast systems, the reduced bandwidth requirements, together with the error robustness of the coding algorithms, will allow an efficient use of available radio and TV channels as well as "taboo" channels currently left vacant because of interference problems.

## MPEG Standardization Activities

Of particular importancefor digital audio isthestandardization work within the International Organization for Standardization (ISO/IEC), intended to provideinternational standards for audiovisual coding. ISO has set up a Working Group WG 11 to develop such standards for a wide range of communications-based and storage-based applications. This group is called M PEG, an acronym for M oving Pictures Experts Group.

M PEG's initial effort was the M PEG Phase 1 (M PEG-1) coding standardsIS 11172 supporting bit rates of around $1.2 \mathrm{Mb} / \mathrm{s}$ for video (with video quality comparable to that of today's analog video cassette recorders) and $256 \mathrm{~kb} / \mathrm{s}$ for two-channel audio (with audio quality comparable to that of today's compact discs) [8].

The more recent M PEG-2 standard IS 13818 provides standards for high quality video (including High Definition TV) in bit rate ranges from 3 to $15 \mathrm{Mb} / \mathrm{s}$ and above. It provides also new audio features including low bit rate digital audio and multichannel audio [9].

Finally, thecurrent M PEG-4 work addresses standardization of audiovisual coding for applications ranging from mobileaccesslow complexity multimediaterminals to high quality multichannel sound systems. M PEG-4 will allow for interactivity and universal accessibility, and will provideahigh degree of flexibility and extensibility [10].

M PEG-1, M PEG-2, and M PEG-4 standardization work will be described in Sections 40.3 to 40.5 of this paper. Web information about M PEG is available at different addresses. The official M PEG Web site offers crash courses in M PEG and ISO, an overview of current activities, M PEG requirements, workplans, and information about documents and standards [11]. Links lead to collections of frequently asked questions, listings of M PEG, multimedia, or digital video related products, M PEG/Audio resources, software, audio test bitstreams, etc.

### 40.2 Key Technologies in Audio Coding

First proposals to reduce wideband audio coding rates havefollowed thosefor speech coding. Differences between audio and speech signals are manifold; however, audio coding implies higher sampling rates, better amplitude resolution, higher dynamic range, larger variations in power density spectra, stereophonic and multichannel audio signal presentations, and, finally, higher listener expectation of quality. Indeed, the high quality of theCD with its 16 -b per sample PCM format has made digital audio popular.

Speech and audio coding are similar in that in both cases quality is based on the properties of human auditory perception. On the other hand, speech can be coded very efficiently because a speech production model is available, whereas nothing similar exists for audio signals.

M odest reductions in audio bit rateshavebeen obtained by instantaneous companding (e.g., a conversion of uniform 14-bit PCM into a 11-bit nonuniform PCM presentation) or by forward-adaptive PCM (block companding) as employed in various forms of near-instantaneously companded audio multiplex (NICAM ) coding [ITU-R, Rec. 660]. For example, the British Broadcasting Corporation (BBC) has used theNICAM 728 coding format for digital transmission of sound in several European broadcast television networks; it uses $32-\mathrm{kH}$ z sampling with 14 -bit initial quantization followed by a compression to a 10-bit format on the basis of 1-ms blocks resulting in a total stereo bit rate of $728 \mathrm{~kb} / \mathrm{s}$ [12]. Such adaptive PCM schemes can solve the problem of providing a sufficient dynamic range for audio coding but they are not efficient compression schemes because they do not exploit
statistical dependencies between samples and do not sufficiently remove signal irrelevancies.
Bit ratereductions by fairly simplemeansareachieved in theinteractiveCD (CD-i) which supports 16 -bit PCM at a sampling rate of 44.1 kHz and allows for three levels of adaptive differential PCM (ADPCM) with switched prediction and noise shaping. For each block there is a multiple choice of fixed predictors from which to choose. The supported bandwidths and b/sample-resolutions are $37.8 \mathrm{kHz} / 8$ bit, $37.8 \mathrm{kHz} / 4$ bit, and $18.9 \mathrm{kHz} / 4$ bit.

In recent audio coding algorithms four key technologies play an important role: perceptual coding, frequency domain coding, window switching, and dynamic bit allocation. These will be covered next.

### 40.2.1 Auditory Masking and Perceptual Coding

## Auditory Masking

Theinner ear performs short-term critical band analyseswherefrequency-to- placetransformations occur along the basilar membrane. The power spectra are not represented on a linear frequency scale but on limited frequency bands called critical bands. The auditory system can roughly be de scribed as a bandpass filterbank, consisting of strongly overlapping bandpass filters with bandwidths in the order of 50 to 100 Hz for signals below 500 Hz and up to 5000 Hz for signals at high frequencies. Twenty-five critical bands covering frequencies of up to 20 kHz have to be taken into account.

Simultaneous masking is a frequency domain phenomenon where a low-level signal (the maskee) can be made inaudible (masked) by a simultaneously occurring stronger signal (the masker), if masker and maskee are close enough to each other in frequency [13]. Such masking is greatest in the critical band in which the masker is located, and it is effective to a lesser degree in neighboring bands. A masking threshold can be measured below which the low-level signal will not be audible. This masked signal can consist of low-level signal contributions, quantization noise, aliasing distortion, or transmission errors. The masking threshold, in the context of source coding also known as threshold of just noticeable distortion (JND) [14], varies with time. It depends on the sound pressure level (SPL), the frequency of the masker, and on characteristics of masker and maskee. Take the example of the masking threshold for the SPL $=60 \mathrm{~dB}$ narrowband masker in Fig. 40.1: around 1 kHz the four maskees will be masked as long as their individual sound pressure levels are below the masking threshold. The slope of the masking threshold is steeper towards lower frequencies, i.e., higher frequencies are more easily masked. It should be noted that the distance between masker and masking threshold is smaller in noise-masking-tone experiments than in tone-masking-noise experiments, i.e., noise is a better masker than a tone. In M PEG coders both thresholds play a role in computing the masking threshold.

Without a masker, a signal is inaudible if its sound pressure level is below the threshold in quiet which depends on frequency and covers a dynamic range of more than 60 dB as shown in the lower curve of Figure 40.1.

The qualitative sketch of Fig. 40.2 gives a few more details about the masking threshold: a critical band, tones below this threshold (darker area) are masked. The distance between the level of the masker and the masking threshold is called signal-to-mask ratio (SM R). Its maximum value is at the left border of thecritical band (point $A$ in Fig. 40.2), its minimum valueoccurs in thefrequency range of the masker and is around 6 dB in noise-masks-tone experiments. Assumea m-bit quantization of an audio signal. Within a critical band thequantization noise will not be audible as long as its signal-to-noiseratio SNR is higher than itsSM R. Noiseand signal contributions outsidetheparticular critical band will also be masked, although to a lesser degree, if their SPL is below the masking threshold.

Defining $S N R(m)$ as thesignal-to-noise ratio resulting from an $m$-bit quantization, theperceivable distortion in a given subband is measured by the noise-to-mask ratio

$$
N M R(m)=S M R-S N R(m)(\text { in } d B)
$$



FIGURE 40.1: Threshold in quiet and masking threshold. Acoustical events in the shaded areas will not be audible.

The noise to-mask ratio $\mathrm{NM} R(\mathrm{~m})$ describes the differencein dB between the signal-to-mask ratio and the signal-to-noise ratio to be expected from an m -bit quantization. The NM R valueis also the difference (in dB ) between the level of quantization noise and the level where a distortion may just become audible in a given subband. Within a critical band, coding noise will not be audible as long as $N M R(m)$ is negative.

Wehavejust described masking by only one masker. If the sourcesignal consists of many simultaneous maskers, each has its own masking threshold, and a global masking threshold can be computed that describes the threshold of just noti ceable distortions as a function of frequency.

In addition to simultaneous masking, the timedomain phenomenon of temporal masking plays an important role in human auditory perception. It may occur when two sounds appear within a small interval of time. Depending on the individual sound pressure levels, the stronger sound may mask the weaker one, even if the maskee precedes the masker (Fig. 40.3)!

Temporal masking can help to mask pre-echoescaused by thespreading of a sudden largequantization error over theactual codingblock. Theduration within which pre-maskingapplies issignificantly less than one tenth of that of the post-masking which is in the order of 50 to 200 ms . Both pre and postmasking are being exploited in M PEG/Audio coding algorithms.

## Perceptual Coding

Digital coding at high bit rates is dominantly waveform-preserving, i.e., the amplitude-vs.time waveform of the decoded signal approximates that of the input signal. The difference signal between input and output waveform is then the basic error criterion of coder design. Waveform coding principles have been covered in detail in [2]. At lower bit rates, facts about the production and perception of audio signals have to be included in coder design, and the error criterion has to be in favor of an output signal that is useful to the human receiver rather than favoring an output signal that follows and preserves the input waveform. Basically, an efficient source coding algorithm will (1) remove redundant components of the source signal by exploiting correlations between its


FIGURE 40.2: Masking threshold and signal-to-mask ratio (SM R). Acoustical events in the shaded areas will not be audible.
samples and (2) remove components that are irrelevant to the ear. Irrelevancy manifests itself as unnecessary amplitude or frequency resolution; portions of the source signal that aremasked do not need to be transmitted.

The dependence of human auditory perception on frequency and the accompanying perceptual tolerance of errors can (and should) directly influence encoder designs; noise shaping techniques can emphasize coding noise in frequency bands where that noise perceptually is not important. To this end, the noise shifting must be dynamically adapted to the actual short-term input spectrum in accordance with the signal-to-mask ratio which can be done in different ways. However, frequency weightings based on linear filtering, as typical in speech coding, cannot make full use of results from psychoacoustics. Therefore, in wideband audio coding, noise-shaping parameters are dynamically controlled in a more efficient way to exploit simultaneous masking and temporal masking.

Figure 40.4 depicts the structure of a perception-based coder that exploits auditory masking. The


FIGURE 40.3: Temporal masking. Acoustical events in the shaded areas will not be audible.
encoding process is controlled by the SM R vs. frequency curve from which the needed amplitude resolution (and hence the bit allocation and rate) in each frequency band is derived. The SM R is typically determined from ahigh resolution, say, a 1024-point FFT-based spectral analysis of theaudio block to be coded. Principally, any coding schemecan beused that can be dynamically controlled by such perceptual information. Frequency domain coders (see next section) are of particular interest because they offer a direct method for noise shaping. If the frequency resolution of these coders is high enough, the SM R can be derived directly from the subband samples or transform coefficients without running a FFT-based spectral analysis in parallel [15, 16].


FIGURE 40.4: Block diagram of perception-based coders.

If the necessary bit rate for a complete masking of distortion is available, the coding scheme will be perceptually transparent, i.e., the decoded signal is then subjectively indistinguishable from the source signal. In practical designs, we cannot go to the limits of just noticeable distortion because postprocessing of the acoustic signal by the end-user and multiple encoding/decoding processes in transmission links have to be considered. M oreover, our current knowledge about auditory masking is very limited. Generalizations of masking results, derived for simple and stationary maskers and for limited bandwidths, may be appropriatefor most sourcesignals, but may fail for others. Therefore, as an additional requirement, weneed a sufficient safety margin in practical designs of such perceptionbased coders. It should be noted that the M PEG/Audio coding standard is open for better encoderlocated psychoacoustic models because such models are not normative elements of the standard (see Section 40.3).

### 40.2.2 Frequency Domain Coding

As one example of dynamic noise-shaping, quantization noise feedback can be used in predictive schemes [17, 18]. However, frequency domain coders with dynamic allocations of bits (and hence of quantization noise contributions) to subbands or transform coefficients offer an easier and more accurate way to control the quantization noise [2, 15].

In all frequency domain coders, redundancy (the non-flat short-term spectral characteristics of the source signal) and irrelevancy (signals below the psychoacoustical thresholds) are exploited to
reducethetransmitted data ratewith respect to PCM . Thisisachieved by splitting thesourcespectrum into frequency bands to generate nearly uncorrelated spectral components, and by quantizing these separately. Two coding categories exist, transform coding (TC) and subband coding (SBC). The differentiation between these two categories is mainly due to historical reasons. Both use an analysis filterbank in the encoder to decompose the input signal into subsampled spectral components. The spectral components are called subband samples if the filterbank has low frequency resolution, otherwise they are called spectral lines or transform coefficients. These spectral components are recombined in the decoder via synthesis filterbanks.

In subband coding, thesourcesignal is fed into an analysis filterbank consisting of M bandpassfilters which are contiguous in frequency so that the set of subband signals can be recombined additively to producethe original signal or a close version thereof. Each filter output is critically decimated (i.e., sampled at twicethenominal bandwidth) by afactor equal to $M$, thenumber of bandpass filters. This decimation results in an aggregate number of subband samples that equals that in the source signal. In the receiver, the sampling rate of each subband is increased to that of the source signal by filling in the appropriate number of zero samples. Interpolated subband signals appear at the bandpass outputs of the synthesis filterbank. The sampling processes may introduce aliasing distortion due to the overlapping nature of the subbands. If perfect filters, such as two-band quadrature mirror filters or polyphasefilters, are applied, aliasing terms will cancel and the sum of the bandpass outputs equals the source signal in the absence of quantization [19]-[22]. With quantization, aliasing components will not cancel ideally; nevertheless, theerrors will beinaudible in M PEG/Audio coding if a sufficient number of bits is used. However, these errors may reduce the original dynamic range of 20 bits to around 18 bits [16].

In transform coding, a block of input samples is linearly transformed via a di scretetransform into a set of near- uncorrelated transform coefficients. These coefficientsarethen quantized and transmitted in digital form to the decoder. In the decoder, an inverse transform maps the signal back into the timedomain. In theabsenceof quantization errors, thesynthesisyields exact reconstruction. Typical transforms are the Discrete Fourier Transform or the Discrete Cosine Transform (DCT), calculated via an FFT, and modified versions thereof. We have already mentioned that the decoder-based inverse transform can be viewed as the synthesis filterbank, the impulse responses of its bandpass filters equal the basis sequences of the transform. The impulse responses of the analysis filterbank are just the time-reversed versions thereof. The finite lengths of these impulse responses may cause so-called block boundary effects. State-of-the-art transform coders employ a modified DCT (M DCT) filterbank as proposed by Princen and Bradley [21]. The M DCT is typically based on a 50\% overlap between successive analysis blocks. Without quantization they are free from block boundary effects, have a higher transform coding gain than the DCT, and their basis functions correspond to better bandpass responses. In the presence of quantization, block boundary effects are deemphasized due to the doubling of the filter impulse responses resulting from the overlap.

Hybrid filterbanks, i.e., combinations of discrete transform and filterbank implementations, have frequently been used in speech and audio coding [23, 24]. One of the advantages is that different frequency resolutions can be provided at different frequencies in a flexibleway and with low complexity. A high spectral resolution can beobtained in an efficient way by using a cascade of a filterbank (with its short delays) and a linear M DCT transform that splits each subband sequencefurther in frequency content to achieve a high frequency resolution. M PEG-1/Audio coders use a subband approach in layers I and II, and a hybrid filterbank in layer III.

### 40.2.3 Window Switching

A crucial part in frequency domain coding of audio signals is the appearance of preechoes, similar to copying effectson analogtapes. Consider thecasethat asilent period isfollowed by a percussivesound, such as from castanets or triangles, within the same coding block. Such an onset ("attack") will cause
comparably large instantaneous quantization errors. In TC, the inverse transform in the decoding process will distribute such errors over the block; similarly, in SBC, the decoder bandpass filters will spread such errors. In both mappings pre-echoes can become distinctively audible, especially at low bit rates with comparably high error contributions. Preechoes can be masked by the time domain effect of pre-masking if thetimespread is of short length (in the order of a few milliseconds). Therefore, they can be reduced or avoided by using blocks of short lengths. However, a larger percentage of the total bit rate is typically required for the transmission of side information if the blocks are shorter. A solution to this problem is to switch between block sizes of different lengths as proposed by Edler (window switching) [25], typical block sizes arebetween $N=64$ and $N=1024$. The small blocks are only used to control pre-echo artifacts during nonstationary periods of the signal, otherwise the coder switches back to long blocks. It is clear that the block size selection has to be based on an analysis of the characteristics of the actual audio coding block. Figure 40.5 demonstrates the effect in transform coding: if the block size is $N=1024$ [Fig. 40.5(b)] pre-echoes are clearly (visible and) audible whereas a block size of 256 will reduce these effects because they are limited to the block where the signal attack and the corresponding quantization errors occur [Fig. 40.5(c)]. In addition, pre-masking can become effective.


FIGURE 40.5: Window switching. (a) Source signal, (b) reconstructed signal with block size $\mathrm{N}=$ 1024, and (c) reconstructed signal with block size $N=256$. (Source: Iwadare, M., Sugiyama, A., Hazu, F., Hirano, A., and Nishitani, T., IEEE J. Sel. Areas Commun., 10(1), 138-144, Jan. 1992.)

### 40.2.4 Dynamic Bit Allocation

Frequency domain coding significantly gains in performance if the number of bits assigned to each of the quantizers of the transform coefficients is adapted to short-term spectrum of the audio coding block on ablock-by-block basis. In themid-1970s, Zelinski and Noll introduced dynamicbit allocation and demonstrated significant SN R-based and subjective improvements with their adaptive transform coding (ATC, see Fig. 40.6 [15, 27]). They proposed a DCT mapping and a dynamic bit allocation algorithm which used the DCT transform coefficients to compute a DCT-based short-term spectral envelope. Parameters of this spectrum were coded and transmitted. From these parameters, the short-term spectrum was estimated using linear interpolation in the log-domain. This estimate was then used to calculatetheoptimum number of bitsfor each transform coefficient, both in theencoder and decoder.


FIGURE 40.6: Conventional adaptive transform coding (ATC).

That ATC had a number of shortcomings, such as block boundary effects, preeechoes, marginal exploitation of masking, and insufficient quality at low bit rates. Despitethese shortcomings, wefind many of the features of the conventional ATC in more recent frequency domain coders.

M PEG/Audio coding algorithms, described in detail in thenext section, makeuse of the abovekey technologies.

### 40.3 MPEG-1/Audio Coding

TheM PEG-1/Audio coding standard [8], [28]-[30] is about to become a universal standard in many application areas with totally different requirements in thefields of consumer electronics, professional audio processing, telecommunications, and broadcasting [31]. The standard combines features of M USICAM and ASPEC coding algotithms [32,33]. M ain steps of development towards the M PEG1/Audio standard have been described in [30, 34]. The M PEG-1/Audio standard represents the state of the art in audio coding. Its subjective quality is equivalent to CD quality (16-bit PCM) at stereo rates given in Table 40.3 for many types of music. Because of its high dynamic range, M PEG-1/audio
has potential to exceed thequality of a CD [31, 35].

TABLE 40.3 Approximate M PEG-1 Bit Rates for Transparent
Representations of Audio Signals and Corresponding
Compression Factors (Compared to CD Bit Rate)

| M PEG-1 audio coding | Approximate stereo bit rates <br> for transparent quality | Compression <br> factor |
| :---: | :---: | :---: |
| Layer I | $384 \mathrm{~kb} / \mathrm{s}$ | 4 |
| Layer II | $192 \mathrm{~kb} / \mathrm{s}$ | 8 |
| Layer III | $128 \mathrm{~kb} / \mathrm{s}^{a}$ | 12 |

${ }^{a}$ Average bit rate; variable bit rate coding assumed.

### 40.3.1 The Basics

## Structure

Thebasic structure follows that of perception-based coders (seeFig. 40.4). In the first step, the audio signal isconverted into spectral componentsvia an analysisfilterbank; layersI and II makeuse of a subband filterbank, layer III employs a hybrid filterbank. Each spectral component isquantized and coded with the goal to keep thequantization noise below the masking threshold. The number of bits for each subband and a scalefactor aredetermined on ablock-by-block basis, each block has 12 (layerl) or 36 (layers II and III) subband samples (seeSection 40.2). The number of quantizer bits is obtained from a dynamic bit allocation algorithm (layers I and II) that is controlled by a psychoacoustic model (see below). The subband codewords, scalefactor, and bit allocation information are multiplexed into one bitstream, together with a header and optional ancillary data. In the decoder, the synthesis filterbank reconstructs a block of 32 audio output samples from the demultiplexed bitstream.

M PEG-1/Audio supports sampling rates of $32,44.1$, and 48 kHz and bit rates between $32 \mathrm{~kb} / \mathrm{s}$ (mono) and $448 \mathrm{~kb} / \mathrm{s}, 384 \mathrm{~kb} / \mathrm{s}$, and $320 \mathrm{~kb} / \mathrm{s}$ (stereo; layers I, II, and III, respectively). Lower sampling rates ( $16,22.05$, and 24 kHz ) have been defined in MPEG-2 for better audio quality at bit rates at, or below, $64 \mathrm{~kb} / \mathrm{s}$ per channel [9]. The corresponding maximum audio bandwidths are $7.5,10.3$, and 11.25 kHz . The syntax, semantics, and coding techniques of M PEG-1 are maintained except for a small number of parameters.

## Layers and Operating Modes

Thestandard consists of three layers I, II, and III of increasing complexity, delay, and subjective performance. From a hardware and software standpoint, the higher layers incorporate the main building blocks of the lower layers (Fig. 40.7). A standard full M PEG-1/Audio decoder is able to decode bit streams of all three layers. The standard also supports M PEG-1/Audio layer X decoders ( $X=$ I, II, or III). Usually, a layer II decoder will be able to decode bitstreams of layers I and II, a layer III decoder will be able to decode bitstreams of all three layers.

## Stereo Redundancy Coding

M PEG-1/Audio supportsfour modes: mono, stereo, dual with two separatechannels(useful for bilingual programs), and joint stereo. In the optimal joint stereo mode, interchannel dependencies are exploited to reduce theoverall bit rateby using an irrelevancy reducing technique called intensity stereo. It is known that above 2 kHz and within each critical band, the human auditory system bases its perception of stereo imaging more on the temporal envelope of the audio than on its temporal fine structure. Therefore, the M PEG audio compression algorithm supports a stereo redundancy

## Layer III

## Layer II

## Layer I

FIGU RE 40.7: H ierarchy of layers I, II, and III of M PEG-1/Audio.
coding modecalled intensity stereo coding which reduces the total bit rate without violating the spatial integrity of the stereophonic signal.

In intensity stereo mode, the encoder codes some upper-frequency subband outputs with a single sum signal $L+R$ (or some linear combination thereof) instead of sending independent left ( $L$ ) and right $(R)$ subband signals. The decoder reconstructs the left and right channels based only on the single $+R$ signal and on independent left and right channel scal efactors. Hence, the spectral shape of the left and right outputs is the same within each intensity-coded subband but the magnitudes are different [36]. The optional joint stereo mode will only be effective if the required bit rate exceeds the avai lable bit rate, and it will only be applied to subbands corresponding to frequencies of around 2 kHz and above.

Layer III has an additional option: in the mono/stereo (M/S) mode the left and right channel signals are encoded as middle $(\mathrm{L}+\mathrm{R})$ and side $(\mathrm{L}-\mathrm{R})$ channels. This latter mode can be combined with the joint stereo mode.

## Psychoacoustic Models

We have already mentioned that the adaptive bit allocation algorithm is controlled by a psychoacoustic model. This model computes SM R taking into a account the short-term spectrum of the audio block to be coded and knowledge about noise masking. The model is only needed in the encoder which makes the decoder less complex; this asymmetry is a desirable feature for audio playback and audio broadcasting applications.

Thenormativepart of thestandard describesthe decoder and themeaning of theencoded bitstream, but the encoder is not standardized thus leaving room for an evolutionary improvement of the encoder. In particular, different psychoacoustic models can beused ranging from very simple (or none at all) to very complex ones based on quality and implementability requirements. Information about the short-term spectrum can be derived in various ways, for example, as an accurate estimate from an FFT-based spectral analysis of the audio input samples or, less accurate, directly from the spectral components as in the conventional ATC [15]; see also Fig. 40.6. Encoders can also be optimized for a certain application. All these encoders can be used with complete compatibility with all existing M PEG-1/Audio decoders.

The informative part of the standard gives two examples of FFT-based models; see also [8, 30, 37]. Both models identify, in different ways, tonal and non-tonal spectral components and use the corresponding results of tone-masks-noise and noise-masks-tone experiments in the calculation of the global masking thresholds. Details are given in the standard, experimental results for both psychoacoustic models are described in [37]. In the informative part of the standard a 512-point FFT is proposed for layer I, and a 1024-point FFT for layers II and III. In both models, the audio input samples are Hann-weighted. M odel 1, which may be used for layers I and II, computes for
each masker its individual masking threshold, taking into account its frequency position, power, and tonality information. Theglobal masking threshold is obtained as the sum of all individual masking thresholds and the absolute masking threshold. The SMR is then the ratio of the maximum signal level within a given subband and the minimum value of the global masking threshold in that given subband (see Fig. 40.2).

M odel 2, which may be used for all layers, is more complex: tonality is assumed when a simple prediction indicates a high prediction gain, the masking thresholds are calculated in the cochlea domain, i.e., properties of the inner ear are taken into account in more detail, and, finally, in case of potential pre-echoes the global masking threshold is adjusted appropriately.

### 40.3.2 Layers I and II

M PEG layer I and II coders have very similar structures. The layer II coder achieves a better performance, mainly because the overall scal efactor side information is reduced exploiting redundancies between the scal efactors. Additionally, a slightly finer quantization is provided.

## Filterbank

Layer I and II coders map the digital audio input into 32 subbands via equally spaced bandpass filters (Figs. 40.8 and 40.9). A polyphase filter structure is used for the frequency mapping; its filters have 512 coefficients. Polyphase structures are computationally very efficient because a DCT can be used in thefiltering process, and they areof moderatecomplexity and low delay. On thenegative side, thefilters are equally spaced, and thereforethe frequency bands do not correspond well to thecritical band partition (see Section 40.2.1). At $48-\mathrm{kHz}$ sampling rate, each band has a width of 24000/32 $=750 \mathrm{~Hz}$; hence, at low frequencies, a single subband covers a number of adjacent critical bands. The subband signals are resampled (critically decimated) at a rate of 1500 Hz . The impulse response of subband $k, h_{\text {sub }(k)}(n)$, is obtained by multiplication of the impulse response of a single prototype lowpass filter, $h(n)$, by a modulating function which shifts the lowpass response to the appropriate subband frequency range:

$$
\begin{aligned}
h_{\mathrm{sub}(k)}(n)= & h(n) \cos \left[\frac{(2 k+1) \pi n}{2 M}+\varphi(k)\right] \\
& M=32 ; k=0,1, \ldots, 31 ; n=0,1, \ldots, 511
\end{aligned}
$$

The prototypelowpass filter hasa 3-dB bandwidth of $750 / 2=375 \mathrm{~Hz}$, and the center frequencies areat odd multiples thereof (all values at 48 kHz sampling rate). Thesubsampled filter outputsexhibit a significant overlap. However, the design of the prototype filter and the inclusion of appropriate phase shifts in the cosineterms result in an aliasing cancellation at theoutput of the decoder synthesis filterbank. Details about the coefficients of the prototype filter and the phase shifts $\varphi(k)$ are given in the ISO/M PEG standard. Details about an efficient implementation of the filterbank can be found in [16] and [37], and, again, in the standardization documents.

## Quantization

The number of quantizer levels for each spectral component is obtained from a dynamic bit allocation rule that is controlled by a psychoacoustic model. The bit allocation algorithm selects one uniform midtread quantizer out of a set of availablequantizerssuch that both thebit raterequirement and the masking requirement aremet. Theiterative procedureminimizestheN MR in each subband. It starts with the number of bits for the samples and scal efactors set to zero. In each iteration step, the quantizer $S N R(m)$ is increased for theonesubband quantizer producing thelargest value of the NM $R$ at the quantizer output. (The increase is obtained by allocating one more bit). For that purpose, $N M R(m)=S M R-S N R(m)$ is calculated as the difference (in $d B$ ) between the actual quantization


FIGURE 40.8: Structure of M PEG-1/Audio encoder and decoder, layersI and II.
noise level and the minimum global masking threshold. Thestandard provides tables with estimates for the quantizer $\operatorname{SNR}(m)$ for a given $m$.

Block companding is used in thequantization process, i.e., blocks of decimated samples areformed and divided by a scalefactor such that the sample of largest magnitude is unity. In layer I blocks of 12 decimated and scaled samples are formed in each subband (and for the left and right channel) and there is one bit allocation for each block. At $48-\mathrm{kH}$ z sampling rate, 12 subband samples correspond to 8 ms of audio. There are 32 blocks, each with 12 decimated samples, representing $32 \times 12=384$ audio samples.

In layer II in each subband a 36 -sample superblock is formed of three consecutive blocks of 12 decimated samples corresponding to 24 ms of audio at 48 kHz sampling rate. There is one bit allocation for each 36 -sample superblock. All 32 superblocks, each with 36 decimated samples, represent, altogether, $32 \times 36=1152$ audio samples. As in layer I, a scal efactor is computed for each 12 -sample block. A redundancy reduction technique is used for the transmission of the scalefactors: depending on the significance of the changes between the three consecutive scalefactors, one, two, or all three scalefactors are transmitted, together with a 2-bit scalefactor select information. Compared with layer I, the bit rate for the scal efactors is reduced by around 50\% [30]. Figure 40.9 indicates the block companding structure.

The scaled and quantized spectral subband components are transmitted to the receiver together with scal efactor, scal efactor select (layer II), and bit allocation information. Quantization with block companding provides a very large dynamic range of more than 120 dB . For example, in layer II uniform midtread quantizers are available with $3,5,7,9,15,31, \ldots, 65535$ levels for subbands of low index (low frequencies). In the mid and high frequency region, the number of levels is reduced significantly. For subbands of index 23 to 26 there are only quantizers with 3,5, and 65535 (!) levels available. The 16-bit quantizers prevent overload effects. Subbands of index 27 to 31 are not transmitted at all. In order to reduce thebit rate, the codewords of three successive subband samples resulting from quantizing with $3-, 5$, and 9 -step quantizers are assigned onecommon codeword. The savings in bit rate is about 40\% [30].

Figure 40.10 shows the time dependence of the assigned number of quantizer bits in all subbands


FIGURE 40.9: Block companding in M PEG-1/Audio coders.
for a layer II encoded high quality speech signal. Note, for example, that quantizers with ten or more bits resolution are only employed in the lowest subbands, and that no bits have been assigned for frequencies above 18 kHz (subbands of index 24 to 31).


FIGURE 40.10: Time-dependence of assigned number of quantizer bits in all subbands for a layer II encoded high quality speech signal.

## Decoding

Thedecodingisstraightforward: thesubband sequencesarereconstructed on thebasisofblocks of 12 subband samples taking into account the decoded scalefactor and bit allocation information. If a subband has no bits allocated to it, the samples in that subband are set to zero. Each time the subband samples of all 32 subbands have been calculated, they are applied to the synthesis filterbank, and 32 consecutive 16-bit PCM format audio samples are calculated. If available, as in bidirectional communications or in recorder systems, the encoder (analysis) filterbank can be used in a reverse mode in the decoding process.

### 40.3.3 Layer III

Layer III of the M PEG-1/Audio coding standard introduces many new features (see Fig. 40.11), in particular a switched hybrid filterbank. In addition, it employs an analysis-by-synthesis approach, an advanced preecho control, and nonuniform quantization with entropy coding. A buffer technique, called bit reservoir, leads to further savings in bit rate. Layer III is the only layer that provides mandatory decoder support for variable bit rate coding [38].


FIGURE 40.11: Structure of M PEG-1/Audio encoder and decoder, layer III.

## Switched Hybrid Filterbank

In order to achieve a higher frequency resolution closer to critical band partitions, the 32 subband signals are subdivided further in frequency content by applying, to each of the subbands, a 6- or 18 -point modified DCT block transform, with $50 \%$ overlap; hence, the windows contain, respectively, 12 or 36 subband samples. The maximum number of frequency components is $32 \times$ $18=576$ each representing a bandwidth of only $24000 / 576=41.67 \mathrm{~Hz}$. Because the 18 -point block transform provides better frequency resolution, it is normally applied, whereas the 6-point block transform provides better time resolution and is applied in case of expected pre-echoes (see Section 40.2.3). In principle, a pre-echo is assumed, when an instantaneous demand for a high number of bits occurs. Depending on the nature of potential, all pre-echoes or a smaller number of transforms areswitched. Two special M DCT windows, astart window and astop window, areneeded in case of transitions between short and long blocks and vice versa to maintain the time domain alias cancellation feature of the M DCT [22, 25, 37]. Figure 40.12 shows a typical sequence of windows.

## Quantization and Coding

The M DCT output samples are nonuniformly quantized thus providing both smaller meansquared errors and masking because larger errors can be tolerated if the samples to be quantized


FIGURE 40.12: Typical sequence of windows in adaptive window switching.
are large. Huffman coding, based on 32 code tables, and additional run-length coding are applied to represent the quantizer indices in an efficient way. The encoder maps the variable wordlength codewords of theH uffman codetables into a constant bit rateby monitoring thestate of a bitreservoir. Thebit reservoir ensuresthat thedecoder buffer neither underflows nor overflows when thebitstream is presented to the decoder at a constant rate.

In order to keep the quantization noise in all critical bands below the global masking threshold (noiseallocation) an iterativeanalysis-by-synthesismethod is employed whereby theprocessof scaling, quantization, and coding of spectral data is carried out within two nested iteration loops. The decoding follows that of the encoding process.

### 40.3.4 Frame and Multiplex Structure

## Frame Structure

Figure 40.13 shows the frame structure of MPEG-1/Audio coded signals, both for layer I and layer II. Each frame has a header; its first part contains 12 synchronisation bits, 20 bit system information, and an optional 16-bit cyclic redundancy check code. Its second part contains side information about the bit allocation and the scalefactors (and, in layer II, scal efactor information). As main information, a frame carries a total of $32 \times 12$ subband samples (corresponding to 384 PCM audio input sample - equivalent to 8 ms at a sampling rate of 48 kHz ) in layer I, and a total of $32 \times 36$ subband samples in layer II (corresponding to 1152 PCM audio input samples - equivalent to 24 ms at a sampling rate of 48 kH z). Notethat thelayer I and II framesareautonomous: each framecontains all information necessary for decoding. Therefore, each frame can be decoded independently from previous frames, it defines an entry point for audio storage and audio editing applications. Please note that the lengths of the frames are not fixed, due to (1) the length of the main information field, which depends on bit-rate and sampling frequency, (2) the side information field which varies in layer II, and (3) the ancillary data field, the length of which is not specified.


FIGURE 40.13: M PEG-1 frame structure and packetization. Layer I: 384 subband samples; layer II: 1152 subband samples; packets P: 4-byte header; 184-byte payload field (see also Fig. 40.14).

## Multiplex Structure

We have already mentioned that the systems part of the M PEG-1 coding standard IS 11172 defines a packet structure for multiplexing audio, video, and ancillary data bitstreams in one stream. The variable-length M PEG frames are broken down into packets. The packet structure uses 188-byte packets consisting of a 4-byte header followed by 184 bytes of payload (see Fig. 40.14). The header


FIGURE 40.14: M PEG packet delivery.
includes async byte, a 13-bit field called packet identifier to inform the decoder about thetypeof data, and additional information. For example, a 1-bit payload unit start indicator indicates if the payload starts with a frame header. No predetermined mix of audio, video, and ancillary data bitstreams is required, the mix may change dynamically, and services can be provided in a very flexible way. If additional header information is required, such as for periodic synchronization of audio and video timing, a variable-length adaptation header can be used as part of the 184-byte payload field.

Although the lengths of the frames are not fixed, the interval between frame headers is constant ( within a byte) throughout the use of padding bytes. TheM PEG systems specification describes how M PEG-compressed audio and video data streams are to be multiplexed together to form a singledata stream. The terminology and the fundamental principles of the systems layer are described in [39].

### 40.3.5 Subjective Quality

The standardization process included extensive subjective tests and objective evaluations of parameters such as complexity and overall delay. The M PEG (and equivalent ITU-R) listening tests were carried out under very similar and carefully defined conditions with around 60 experienced listeners, approximately 10 test sequences wereused, and the sessions wereperformed in stereo with both loudspeakers and headphones. In order to detect even small impairments, the5-point ITU-R impairment scale was used in all experiments. Details are given in [40] and [41]. Critical test items were chosen in the tests to evaluate the coders by their worst case (not average) performance. The subjective evaluations, which have been based on triple stimulus/hidden reference/double blind tests, have shown very similar and stable evaluation results. In these tests the subject is offered three signals, $A, B$, and C (triple stimulus). A is always the unprocessed source signal (the reference). B and C , or C and B , are the reference and the system under test (hidden reference). The selection is neither known to the subjects nor to the conductors(s) of the test (double blind test). The subjects have to decide if $B$ or C is the reference and have to grade the remaining one.

The M PEG-1/Audio coding standard has shown an excellent performance for all layers at the
rates given in Table 40.3. It should be mentioned again that the standard leaves room for encoderbased improvements by using better psychoacoustic models. Indeed, many improvements have been achieved since the first subjective results had been carried out in 1991.

### 40.4 MPEG-2/Audio Multichannel Coding

A logical further step in digital audio is the definition of a multichannel audio representation system to create a convincing, lifelike soundfield both for audio-only applications and for audiovisual systems, including video conferencing, videophony, multimedia services, and electronic cinema. M ultichannel systems can also provide multilingual channels and additional channels for visually impaired (a verbal description of the visual scene) and for hearing impaired (dialog with enhanced intelligibility). ITU-R has recommended a five-channel loudspeaker configuration, referred to as 3/2-stereo, with a left and a right channel ( $L$ and $R$ ), an additional center channel C , two side/rear surround channels (LS and RS) augmenting the L and R channels, see Fig. 40.15 [ITU-R Rec. 775]. Such a configuration offers an improved realism of auditory ambience with a stable frontal sound image and a large listening area.

Multichannel digital audio systems support $p / q$ presentations with $p$ front and $q$ back channels, and also provide the possibilities of transmitting two independent stereophonic programs and/or a number of commentary or multilingual channels. Typical combinations of channels include.

| - 1 channel | $1 / 0$-configuration: | centre(mono) |
| :--- | :--- | :--- |
| - 2 channels | $2 / 0$-configuration: | left, right (stereophonic) |
| - 3 channels | $3 / 0$-configuration: | left, right, centre |
| - 4 channels: | $3 / 1$-configuration | left, right, centre, mono-surround |
| - 5 channels: | $3 / 2$-configuration: | left, right, centre, surround left, surround right |



FIGURE 40.15: 3/2 Multichannel loudspeaker configuration.

ITU-R Recommendation 775 provides a set of downward mixing equations if the number of loudspeakers is to be reduced (downward compatibility). An additional low frequency enhancement (LFE-or subwoofer-) channel is particularly useful for HDTV applications, it can be added, optionally, to any of the configurations. The LFE channel extends the low frequency content between 15 and 120 Hz in terms of both frequency and level.

One or more loudspeakers can be positioned freely in the listening room to reproduce this LFE signal. (Film industry uses a similar system for their digital sound systems). ${ }^{1}$

In order to reduce the overall bit rate of multichannel audio coding systems, redundancies and irrelevancy, such as interchannel dependencies and interchannel masking effects, respectively, may be exploited. In addition, stereophonic-irrelevant components of the multichannel signal, which do not contribute to the localization of sound sources, may be identified and reproduced in a monophonic format to further reduce bit rates. State-of-the-art multichannel coding algorithms make use of such effects. A careful design is needed, otherwise such joint coding may produce artifacts.

### 40.4.1 MPEG-2/Audio Multichannel Coding

The second phase of M PEG, labeled M PEG-2, includes in its audio part two multichannel audio coding standards, oneof which isforward- and backward-compatible with M PEG-1/Audio [8], [42][45]. Forward compatibility means that an M PEG-2 multichannel decoder is able to properly decode M PEG-1 mono or stereophonic signals, backward compatibility (BC) means that existing M PEG-1 stereo decoders, which only handle two-channel audio, is able to reproduce a meaningful basic 2/0 stereo signal from a M PEG-2 multichannel bit stream so as to serve the need of users with simple mono or stereo equipment. Non-backward compatible (NBC) multichannel coders will not be able to feed a meaningful bit stream into a M PEG-1 stereo decoder. On theother hand, NBC codecs have more freedom in producing a high quality reproduction of audio signals.

With backward compatibility, it ispossibleto introducemultichannel audio at anytimein asmooth way without making existing two-channel stereo decoders obsolete. An important example is the European Digital Audio Broadcast system, which will require M PEG-1 stereo decoders in the first generation but may offer multichannel audio at a later point.

### 40.4.2 Backward-Compatible (BC) MPEG-2/Audio Coding

BC implies the use of compatibility matrices. A down-mix of thefivechannels ("matrixing") delivers a correct basic $2 / 0$ stereo signal, consisting of a left and a right channel, $L O$ and $R O$, respectively. A typical set of equations is

$$
\begin{aligned}
& L O=\alpha(L+\beta \cdot C+\delta \cdot L S) \\
& R O=\alpha(R+\beta \cdot C+\delta \cdot R S)
\end{aligned} \quad \alpha=\frac{1}{1+\sqrt{2}} ; \beta=\delta=\sqrt{2}
$$

Other choices are possible, including $L O=L$ and $R O=R$. The factors $\alpha, \beta$, and $\delta$ attenuate the signals to avoid overload when calculating the compatible stereo signal ( $L O, R O$ ). The signals $L O$ and $R O$ are transmitted in M PEG-1 format in transmission channels $T 1$ and $T 2$. Channels $T 3, T 4$, and $T 5$ together form themultichannel extension signal (Fig. 40.16). They have to be chosen such that the decoder can recompute the complete $3 / 2$-stereo multichannel signal. Interchannel redundancies and masking effects are taken into account to find the best choice. A simple example is $T 3=C, T 4=L S$, and $T 5=R S$. In M PEG-2 the matrixing can be done in a very flexible and even time dependent way.

BC is achieved by transmitting the channels $L O$ and $R O$ in the subband-sample section of the M PEG-1 audio frame and all multichannel extension signals $T 3, T 4$, and $T 5$ in the first part of the M PEG-1/Audio frame reserved for ancillary data. This ancillary data field is ignored by M PEG-1

[^38]

FIGURE 40.16: Compatibility of M PEG-2 multichannel audio bit streams.
decoders (see Fig. 40.17). The length of the ancillary data field is not specified in the standard. If the decoder is of type MPEG-1, it uses the 2/0-format front left and right down-mix signals, $L O^{\prime}$ and $R O^{\prime}$, directly (see Fig. 40.18). If the decoder is of type MPEG-2, it recomputes the complete 3/2-stereo multichannel signal with its components $L^{\prime}, R^{\prime}, C^{\prime}, L S^{\prime}$, and $R S^{\prime}$ via "dematrixing" of $L O^{\prime}, R O^{\prime}, T 3^{\prime}, T 4^{\prime}$, and $T 5^{\prime}$ (see Fig. 40.16).


FIGURE 40.17: Data format of M PEG audio bit streams. a.) M PEG-1 audio frame; b.) M PEG-2 audio frame, compatible with MPEG-1 format.

M atrixing is obviously necessary to provide BC; however, if used in connection with perceptual coding, "unmasking" of quantization noise may appear [46]. It may be caused in the dematrixing process when sum and difference signals are formed. In certain situations, such a masking sum or difference signal component can disappear in a specific channel. Sincethis component was supposed to mask the quantization noise in that channel, this noise may become audible. Note that the masking signal will still bepresent in themultichannel representation but it will appear on a different loudspeaker. Measures against "unmasking" effects have been described in [47].

M PEG-1 decoders have a bit rate limitation ( $384 \mathrm{~kb} / \mathrm{s}$ in layer II). In order to overcome this limitation, the MPEG-2 standard allows for a second bit stream, the extension part, to provide


FIGURE 40.18: MPEG-1 stereo decoding of M PEG-2 multichannel bit stream.
compatible multichannel audio at higher rates. Figure 40.19 shows the structure of the bit stream with extension.


FIGURE 40.19: Data format of M PEG-2 audio bit stream with extension part.

### 40.4.3 Advanced/MPEG-2/Audio Coding (AAC)

A second standard within M PEG-2 supports applications that do not request compatibility with the existing MPEG-1 stereo format. Therefore, matrixing and dematrixing are not necessary and the corresponding potential artifacts disappear (see Fig. 40.20). The advanced multichannel coding mode will havethe sampling rates, audio bandwidth, and channel configurations of M PEG-2/Audio, but shall be capable of operating at bit rates from $32 \mathrm{~kb} / \mathrm{s}$ up to a bit rate sufficient for high quality audio.

The last two years have seen extensive activities to optimize and standardize a M PEG-2 AAC algorithm. M any companies around the world contributed advanced audio coding algorithms in a collaborative effort to come up with a flexible high quality coding standard [44]. The M PEG-2 AAC standard employs high resolution filter banks, prediction techniques, and Huffman coding.

## Modules

The M PEG-2 AAC standard is based on recent evaluations and definitions of basic modules each having been selected from a number of proposals. The self-contained modules include:

- optional preprocessing
- time-to-frequency mapping (filterbank)


FIGURE 40.20: Non-backward-compatible M PEG-2 multichannel audio coding (advanced audio coding).

- psychoacoustic modeling
- prediction
- quantization and coding
- noiseless coding
- bit stream formatter


## Profiles

In order to serve different needs, the standard will offer three profiles:

1. main profile
2. Iow complexity profile
3. sampling-rate-scaleable profile

For example, in itsmain profile, thefilter bank isamodified discretecosinetransform of blocklength 2048 or 256, it allows for a frequency resolution of 23.43 Hz and a time resolution of 2.6 ms (both at a sampling rate of 48 kHz ). In the case of the long blocklength, the window shape can vary dynamically as a function of the signal; a temporal noise shaping tool is offered to control the time dependence of thequantization noise; timedomain prediction with second order backward-adaptive linear predictors reduces the bit rate for coding subsequent subband samples in a given subband; iterative non-uniform quantization and noiseless coding are applied.

The low complexity profile does not employ temporal noise shaping and time domain prediction, whereas in thesampling-rate-scaleableprofilea preprocessing moduleisadded that allowsfor samplig rates of $6,12,18$, and 24 kHz . The default configurations of M PEG-2 AAC include 1.0, 2.0, and 5.1 (mono, stereo, and five channel with LFE-channel). However, 16 configurations can be defined in the encoder. A detailed description of the M PEG-2 AAC multichannel standard can befound in the literature [44].

The abovelisted selected modules definetheM PEG-2/AAC standard which became International Standard in April 1997 as an extension to M PEG-2 (ISO/M PEG 13818-7). The standard offers high quality at lowest possible bit rates between 320 and $384 \mathrm{~kb} / \mathrm{s}$ for five channels, it will find many applications, both for consumer and professional use.

### 40.4.4 Simulcast Transmission

If bit rates are not of high concern, a simulcast transmission may be employed where a full M PEG1 bitstream is multiplexed with the full M PEG-2 AAC bit stream in order to support BC without matrixing techniques (Fig. 40.21).


FIGURE 40.21: BC M PEG-2 multichannel audio coding (simulcast mode).

### 40.4.5 Subjective Tests

First subjective tests, independently run at German Telekom and BBC (UK) under the umbrella of the M PEG-2 standardization process had shown a satisfactory average performance of NBC and BC coders. The tests had been carried out with experienced listeners and critical test items at low bit rates ( 320 and $384 \mathrm{~kb} / \mathrm{s}$ ). However, all codecs showed deviations from transparency for some of the test items [48, 49]. Very recently [50], extensive formal subjective tests have been carried out to compare M PEG-2 AAC coders, operating, respectively, at 256 and $320 \mathrm{~kb} / \mathrm{s}$, and a BC M PEG-2 layer II coder, ${ }^{2}$ operating at $640 \mathrm{~kb} / \mathrm{s}$. All coders showed a very good performance, with a slight advantage of the $320 \mathrm{~kb} / \mathrm{s}$ M PEG-2 AAC coder compared with the $640 \mathrm{~kb} / \mathrm{s}$ M PEG-2 layer II BC coder. The performances of those coders are indistinguishable from the original in the sense of the EBU definition of indistinguishablequality [51].

### 40.5 MPEG-4/Audio Coding

Activities within M PEG-4 aim at proposals for a broad field of applications including multimedia. M PEG-4 will offer higher compression rates, and it will merge the whole range of audio from high fidelity audio coding and speech coding down to synthetic speech and synthetic audio. In order to represent, integrate, and exchange pieces of audio-visual information, M PEG-4 offers standard tools which can be combined to satisfy specific user requirements [52]. A number of such configurations may be standardized. A syntactic description will be used to convey to a decoder the choice of tools made by the encoder. This description can also be used to describe new algorithms and download their configuration to the decoding processor for execution. The current toolset supports audio and speech compression at monophonic bit rates ranging from 2 to $64 \mathrm{~kb} / \mathrm{s}$. Three core coders are used:

1. a parametric coding scheme for low bit rate speech coding
2. an analysis-by-synthesis coding scheme for medium bit rates ( 6 to $16 \mathrm{~kb} / \mathrm{s}$ )
3. a subband/transform-based coding scheme for higher bit rates.

Thesethreecoding schemes havebeen integrated into a so-called verification model that describes the operationsboth of encodersand decoders, and that isused to carry outsimulations and optimizations.

[^39]In the end, the verification model will be the embodiment of the standard [52]. Let us also note that M PEG-4 will offer new functionalities such as time scale changes, pitch control, edibility, database access, and scalibility, which allows extraction from the transmitted bitstream of a subset sufficient to generate audio signals with lower bandwidth and/or lower quality depending on channel capacity or decoder complexity. M PEG-4 will become an international standard in November 1998.

### 40.6 Applications

M PEG/Audio compression technologies will play an important role in consumer electronics, professional audio, telecommunications, broadcasting, and multimedia. A few, but typical application fields are described in the following.

M ain applications will be based on delivering digital audio signals over terrestrial and satellitebased digital broadcast and transmission systems such as subscriber lines, program exchange links, cellular mobile radio networks, cable-TV networks, local area networks, etc. [53]. For example, in narrowband Integrated Services Digital Networks (ISDN) customers have physical access to one or two $64-\mathrm{kb} / \mathrm{s}$ B channels and one $16-\mathrm{kb} / \mathrm{sD}$ channel (which supports signaling but can also carry user information). Other configurations are possible including $p \times 64 \mathrm{~kb} / \mathrm{s}(p=1,2,3, \ldots)$ services. ISDN rates offer useful channels for a practical distribution of stereophonic and multichannel audio signals.

Because ISDN is a bidirectional service, it also provides upstream paths for future on-demand and interactive audiovisual just-in-time audio services. The backbone of digital telecommunication networks will be broadband (B-) ISDN with its cell-oriented structure. Cell delays and cell losses are sources of distortions to be taken into account in designs of digital audio systems [54].

Lower bit rates than those given by the 16-bit PCM format are mandatory if audio signals are to be stored efficiently on storage media - although the upcoming digital versatile disk (DVD) with its capacity of 4.7 GB relieves the pressure for extreme compression factors. In the field of digital storage on digital audio tape and (re-writeable) disks, a number of M PEG-based consumer products have recently reached the audio market. Of these products, Philips Digital Compact Cassette (DCC) essentially makes use of layer I of the M PEG-1/Audio coder employing its $384 \mathrm{~kb} / \mathrm{s}$ stereo rate; its audio coding algorithm is called PASC (Precision Audio Subband Coding) [16]. The DCC encoder obtains an estimate of the short-term spectrum directly from the 32 subbands.

In the movie theater world, a 7.1-channel configuration is becoming popular due to an improved front-back stability of the stereo image and an improved impression of spaciousness. A scalable 7.1-channel reproduction is applied in the digital video disc (DVD). It is based on the M PEG-1 and M PEG-2 standards by down-mixing the 7 -channel signal into a 5-channel signal, and a subsequent down-mixing of thelatter oneinto a 2-channel signal [55]. The2-channel signal, three contributions from the 5-channel signal, and two contributions from the 7 -channel signal can then betransmitted or stored. The decoder uses the 2-channel signal directly, or it employs matrixing to reconstruct 5or 7-channel signals. Other formats are possible, such as storing a5-channel signal and an additional stereo signal in simulcast mode, without down-mixing thestereo signal from themultichannel signal.

A further example is solid state audio playback systems (e.g., for announcements) with the compressed data stored on chip-based memory cards or smart cards. One example is NEC's prototype Silicon Audio Player which uses a one-chip M PEG-1/Audio layer II decoder and offers 24 min of stereo at its recommended stereo bit rate of $192 \mathrm{~kb} / \mathrm{s}$ [56].

A number of decisions concerning the introduction of digital audio broadcast (DAB) and digital video broadcast (DVB) services have been made recently. In Europe, a project group named Eureka 147 has worked out a DAB system able to cope with the problems of digital broadcasting [57]-[59]. ITU-R has recommended theM PEG-1/Audio coding standard after it had made extensive subjective tests. Layer II of this standard is used for program emission, the Layer III version is recommended
for commentary links at low rates. The sampling rate is 48 kHz in all cases, the ancillary data field is used for program associated data (PAD information). The DAB system has a significant bit rate overhead for error correction based on punctured convolutional codes in order to support sourceadapted channel coding, i.e., an unequal error protection that is in accordance with the sensitivity of individual bits or a group of bits to channel errors [60]. Additionally, error concealment techniques will be applied to provide a graceful degradation in case of severe errors. In the U.S. a standard has not yet been defined. Simulcasting analog and digital versions of the same audio program in theFM terrestrial band ( 88 to 108 M Hz ) is an important issue (whereas the European solution is based on new channels) [61].

As examples of satellite-based digital broadcasting, we mention the Hughes DirecTV satellite subscription television system and ADR (Astra Digital Radio) both of which make use of M PEG-1 layer II. As a further example, the Eutel sat SaRa system will be based on layer III coding.

Advanced digital TV systems provideH DTV delivery to the public by terrestrial broadcasting and a variety of alternatemedia and offer full-motion high resolution video and high quality multichannel surround audio. The overall bit rate may be transmitted within the bandwidth of an analog UHF television channel. TheU.S. Grand AllianceH DTV system and the European Digital Video Broadcast (DVB) system both make use of theM PEG-2 video compression system and of theM PEG-2 transport layer which uses a flexible ATM -like packet protocol with headers/descriptors for multiplexing audio and video bit streams in onestream with the necessary information to keep the streams synchronized when decoding. The systems differ in the way the audio signal is compressed: the Grand Alliance system will use Dolby's AC-3 transform coding technique [62]-[64], whereas the DVB system will use the M PEG-2/Audio algorithm.

### 40.7 Conclusions

Low bit ratedigital audio is applied in many different fields, such asconsumer electronics, professional audio processing, telecommunications, and broadcasting. Perceptual codingin thefrequency domain has paved the way to high compression rates in audio coding. ISO/M PEG-1/Audio coding with its three layers has been widely accepted as an international standard. Software encoders, single DSP chip implementations, and computer extensions are available from a number of suppliers.

In thearea of broadcasting and mobileradio systems, servicesaremovingto portableand handheld devices, and new, third generation mobile communication networks are evolving. Coders for these networks must not only operate at low bit rates but must be stable in burst-error and packet- (cell-) loss environments. Error concealment techniques will play a significant role. Due to the lack of available bandwidth, traditional channel coding techniques may not be able to sufficiently improve the reliability of the channel.

M PEG/Audio coders are controlled by psychoacoustic models which may beimproved thus leaving room for an evolutionary improvement of codecs. In the future, we will see new solutions for encoding. A better understanding of binaural perception and of stereo presentation will lead to new proposals.

Digital multichannel audio improves stereophonic images and will be of importance both for audio-only and multimedia applications. M PEG-2/audio offers both BC and NBC coding schemes to serve different needs. Ongoing research will result in enhanced multichannel representations by making better use of interchannel correlations and interchannel masking effects to bring the bit rates further down. We can also expect solutions for special presentations for people with impairments of hearing or vision which can make use of the multichannel configurations in various ways.

Emerging activities of the ISO/MPEG expert group aim at proposals for audio coding which will offer higher compression rates, and which will merge the whole range of audio from high fidelity audio coding and speech coding down to synthetic speech and synthetic audio (ISO/IEC M PEG-4).

Because the basic audio quality will be moreimportant than compatibility with existing or upcoming standards, this activity will open the door for completely new solutions.
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### 41.1 Overview

In order to more efficiently transmit or storehigh-quality audio signals, it is often desirableto reduce the amount of information required to represent them. In the case of digital audio signals, the amount of binary information needed to accurately reproduce the original pulse code modulation (PCM) samples may be reduced by applying compression algorithm. A primary goal of audio compression algorithmsisto maximally reducethe amount of digital information (bit-rate) required for conveyance of an audio signal while rendering differences between the original and decoded signals inaudible.

Digital audio compression is useful wherever there is an economic benefit realized by reducing the bit-rate. Typical applications are in satellite or terrestrial audio broadcasting, delivery of audio over electrical or optical cables, or storage of audio on magnetic, optical, semiconductor, or other storage media. One application which has received considerable attention in the United States is digital television (DTV). Audio and video compression areboth necessary in DTV to meet the requirement that onehigh-definition DTV channel fit within the 6 M Hz transmission bandwidth occupied by one preexisting NTSC (analog) channel. In December 1996, the United States Federal Communications Commission adopted the ATSC standard for DTV which is consistent with a consensus agreement developed by a broad cross-section of parties, including the broadcasting and computer industries. The audio technology used in the ATSC digital audio compression standard [1] is Dolby AC-3.

Dolby AC-3 is an audio compression technology capable of encoding a range of audio channel formats into a bit stream ranging from $32 \mathrm{~kb} / \mathrm{s}$ to $640 \mathrm{~kb} / \mathrm{s}$. AC-3 technology is primarily targeted toward delivery of multiple discrete channels intended for simultaneous presentation to consumers. Channel formats range from 1 to 5.1 channels, and may include a number of associated audio
services. The 5.1 channel format consists of five full bandwidth ( 20 kHz ) channels plus an optional low frequency effects (Ife or subwoofer) channel.

A typical application of the algorithm is shown in Fig. 41.1. In this example, a 5.1 channel audio program is converted from a PCM representation requiring morethan 5 M bps ( 6 channels $\times 48 \mathrm{kHz}$ $\times 18$ bits $=5.184 \mathrm{M} \mathrm{bps}$ ) into a 384 kbps serial bit stream by the AC-3 encoder. Satellitetransmission equipment converts this bit stream to an RF transmission which is directed to a satellitetransponder. The amount of bandwidth and power required by the transmission has been reduced by more than a factor of 13 by theAC-3 digital compression. The signal received from the satellite is demodulated back into the 384 kbps serial bit stream, and decoded by the AC-3 decoder. The result is the original 5.1 channel audio program.


FIGURE 41.1: Example application of satellite transmission using AC-3.

There are a diverse set of requirements for a coder intended for widespread application. While the most critical members of the audience may be anticipated to have complete 6 -speaker multichannel reproduction systems, most of the audience may be listening in mono or stereo, and still others will havethree front channels only. Some of the audience may have matrix-based (e.g., Dolby Surround) multi-channel reproduction equipment without discrete channel inputs, thus requiring a dual-channel matrix-encoded output from the AC-3 decoder. M ost of the audience welcomes a restricted dynamic range reproduction, while a few in the audience will wish to experience the full dynamic range of the original signal. The visually and hearing impaired wish to be served. All of these and other diverse needs were considered early in the AC-3 design process. Solutions to these requirements have been incorporated from the beginning, leading to a self-contained and efficient system.

As an example, one of the more important listener features built-in to AC-3 is dynamic range compression. Thisfeature allows the program provider to implement subjectively pleasing dynamic rangereduction for most of the intended audience, whileallowingindividual members of theaudience
theoption to experiencemore (or all) of the original dynamic range. At thediscretion of theprogram originator, the encoder computes dynamic range control values and places them into the AC-3 bit stream. The compression is actually applied in the decoder, so the encoded audio has full dynamic range. It is permissible(under listener control) for the decoder to fully or partially apply the dynamic range control values. In this case, some of the dynamic range will be limited. It is also permissible (again under listener control) for the decoder to ignore the control words, and hence reproduce full-range audio. By default, AC-3 decoders will apply the compression intended by the program provider.

Other user features include decoder downmixing to fewer channels than were present in the bit stream, dialog normalization, and Dolby Surround compatibility. A complete description of these features and the rest of the ATSC Digital Audio Compression Standard is contained in [1].

AC-3 achieves high coding gain (the ratio of the encoder input bit-rate to the encoder output bitrate) by quantizing a frequency domain representation of the audio signal. A block diagram of this process is shown in Fig. 41.2. Thefirst step in the encoding process isto transform the representation of audio from a sequence of PCM signal sampleblocks into a sequenceof frequency coefficient blocks. Thisis done in the analysisfilter bank as follows. Signal sampleblocks of length 512 are multiplied by a set of window coefficients and then transformed into the frequency domain. Each sample block is overlapped by 256 sampleswith thetwo adjoiningblocks. Dueto theoverlap, every PCM input sample is represented in two adjacent transformed blocks. The frequency domain representation includes decimation by an extra factor of two so that each frequency block contains only 256 coefficients. The individual frequency coefficients are then converted into a binary exponential notation as a binary exponent and a mantissa. The set of exponents is encoded into a coarse representation of the signal spectrum which is referred to as the spectral envelope. This spectral envelope is processed by a bit allocation routine to calculate the amplitude resolution required for encoding each individual mantissa. Thespectral envelopeand thequantized mantissas for 6 audio blocks( 1536 audio samples) areformatted into oneAC-3 synchronization frame. TheAC-3 bit stream is a sequence of consecutive AC-3 frames.


FIGURE 41.2: The AC-3 Encoder.

Thedecodingprocessisessentially a mirror-inverseof theencoding process. Thedecoder, shown in Fig. 41.3, mustsynchronizeto theencoded bitstream, check for errors, and deformat thevarioustypes
of data such as the encoded spectral envelope and the quantized mantissas. The spectral envelope is decoded to reproduce the exponents. The bit allocation routine is run and the results used to unpack and dequantize the mantissas. The exponents and mantissas are recombined into frequency coefficients, which are then transformed back into the time domain to produce decoded PCM time samples. Figs. 41.2 and 41.3 present a somewhat simplified, high-level view of an AC-3 encoder and decoder.


FIGURE 41.3: The AC-3 Decoder.

Table 41.1 presents the different channel formats that are accommodated by AC-3. The three bit control variable acmod is embedded in the bit stream to convey the encoder channel configuration to the decoder. If acmod is ' 000 ', then two completely independent program channels (dual mono) are encoded into the bit stream (referenced as Ch1, Ch2). The traditional mono and stereo formats are denoted when acmod equals '001' and '010', respectively. If acmod is greater than ' 100 ', the bit stream format includes one or moresurround channels. Theoptional Ifechannel is enabled/disabled by a separate control bit called Ifeon.

TABLE 41.1 AC-3 Audio Coding M odes

| acmod | Audio coding mode | Number of full bandwidth channels | Channel array ordering |
| :---: | :---: | :---: | :---: |
| '000' | $1+1$ | 2 | Ch1, Ch2 |
| '001' | 1/0 | 1 |  |
| '010' | 2/0 | 2 | L, R |
| '011' | 3/0 | 3 | L, C, R |
| '100', | 2/1 |  | L, R, S |
| '101' | 3/1 | 4 | L, C, R, S |
| '110' | 2/2 | 5 | L, R, SL, SR |
| '111' | 3/2 | 5 | L, C, R, SL, SR |

Table 41.2 presents the different bit-rates that are accommodated by AC-3. The six-bit control variable frmsizecod is embedded in the bit stream to convey the encoder bit-rate to the decoder. In principle, it is possible to use the bit-rates in Table 41.2 with any of the channel formats from Table 41.1. However, in high-quality applications employing the best known encoder, the typical bit-rate for 2 channels is $192 \mathrm{~kb} / \mathrm{s}$, and for 5.1 channels is $384 \mathrm{~kb} / \mathrm{s}$. As AC-3 encoding technologies mature in the future, these bit-rates can be expected to drop farther.

TABLE 41.2 AC-3 Audio Coding Bit-Rates

| frmsizecod | Nominal bit- <br> rate $(\mathrm{kb} / \mathrm{sec})$ | frmsizecod | Nominal bit- <br> rate $(\mathrm{kb} / \mathrm{sec})$ | frmsizecod | Nominal bit- <br> rate $(\mathrm{kb} / \mathrm{sec})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 32 | 14 | 112 | 28 | 384 |
| 2 | 40 | 16 | 128 | 30 | 448 |
| 4 | 48 | 18 | 160 | 32 | 512 |
| 6 | 56 | 20 | 192 | 34 | 576 |
| 8 | 64 | 22 | 224 | 36 | 640 |
| 10 | 80 | 24 | 256 |  |  |
| 12 | 96 | 26 | 320 |  |  |

### 41.2 Bit Stream Syntax

An AC-3 serial coded audio bit stream is composed of a contiguous sequence of synchronization frames. A synchronization frame is defined as the minimum-length bit stream unit which can be decoded independently of any other bit stream information. Each synchronization frame represents a time interval corresponding to 1536 samples of digital audio (for example, 32 ms at a sampling rate of 48 kHz ). All of the synchronization codes, preamble, coded audio, error correction, and auxiliary information associated with this time interval is completely contained within the boundaries of one audio frame.

Figure 41.4 presents the various bit stream elements within each synchronization frame. The five different components are: SI (Synchronization Information), BSI (Bit Stream Information), AB (Audio Block), AUX (Auxiliary Data Field), and CRC (Cyclic Redundancy Code). The SI and CRC fields are of fixed-length, while the length of the other four depends upon programming parameters such asthenumber of encoded audio channels, theaudio coding mode, and thenumber of optionallyconveyed listener features. The length of the AUX field is adjusted by the encoder such that the CRC element falls on the last 16 -bit word of the frame. A summary of the bit stream elements and their purpose is provided in Table 41.3.


FIGURE 41.4: AC-3 synchronization frame.
The number of bits in a synchronization frame (frame length) is a function of sampling rate and total bit-rate. In a conventional encoding scenario, these two parameters are fixed, resulting in synchronization frames of constant length. However, AC-3 also supports variable rate audio applications, as will be discussed shortly.

Each Audio Block contains coded information for 256 samples from each input channel. Within one synchronization frame, the AC-3 encoder can change the relative size of the six Audio Blocks depending on audio signal bit demand. This feature is particularly useful when the audio signal is non-stationary over the 1536 -sample synchronization frame. Audio Blocks containing signals with a high bit demand can be weighted more heavily than others in the distribution of the available bits (bit pool) for one frame. This feature provides one mechanism for local variation of bit-rate while keeping the overall bit-rate fixed.

TABLE 41.3 AC-3 Bit Stream Elements

| Bit stream <br> element | Purpose | Length (bits) |  |
| :---: | :---: | :---: | :---: |
| SI | Synchronization information - Header at the beginning of each frame containing <br> information needed to acquire and maintain bit stream synchronization. | 40 |  |
| BSI | Bit stream information - Preamble following SI containing parameters describing the <br> coded audio service, e.g., number of input channels (acmod), dynamic compression <br> control word (dynrng), and program time codes (timecod1, timecod2). | Variable |  |
| AB | Audio block - Coded information pertaining to 256 quantized samples of audio from all <br> input channels. There are six audio blocks per AC-3 synchronization frame. <br> Auxiliary data field - Block used to convey additional information not already defined in <br> the AC-3 bit stream syntax. | Variable |  |
| CRC | Frameerror detection field - Error check field containing a CRC word for error detection. <br> An additional CRC word is located in the SI header, the use of which is optional. | Variable | 17 |

In applicationssuch asdigital audio storage, an improvement in audio quality can often beachieved by varying the bit-rateon a long-term basis(morethan onesynchronization frame). Thiscan also be realized in AC- 3 by adjusting the bit-rate of different synchronization frames on a signal-dependent basis. In regions where the audio signal is less bit-demanding (for example, during quiet passages), the framebit-rate(frmsizecod) is reduced. As the audio signal becomes more demanding, the frame bit-rate is increased so that coding distortion remains inaudible. Frame-to-frame bit-rate changes selected by the encoder are automatically tracked by the decoder.

### 41.3 Analysis/Synthesis Filterbank

Thedesign of an analysis/synthesisfilterbank is fundamental to any frequency-domain audio coding system. The frequency and time resolution of the filterbank play critical roles in determining the achievable coding gain. Of significant importance as well are the properties of critical sampling and overlap-add reconstruction. This section discusses these properties in the context of the AC3 multichannel audio coding system.

Of the many considerations involved in filterbank design, two of the most important for audio coding are the window shape and the impulse response length. The window shape affects the ability to resolve frequency components which are in close proximity, and the impulse response length affects the ability to resolvesignal events which areshort in timeduration. For transform coders, the impulse response length is determined by the transform block length.

A long transform length is most suitable for input signals whose spectrum remains stationary, or varies only slowly with time. A long transform length provides greater frequency resolution, and henceimproved coding performancefor such signals. On theother hand, a shorter transform length, possessing greater time resolution, is more effective for coding signals that change rapidly in time. The best of both cases can be obtained by dynamically adjusting the frequency/time resolution of the transform depending upon spectral and temporal characteristics of the signal being coded. This behavior is very similar to that known to occur in human hearing, and is embodied in AC-3.

Thetransform selected for usein AC-3 is based on a512-point M odified DiscreteCosineTransform (M DCT) [2]. In the encoder, the input PCM block for each successive transform is constructed by taking 256 samples from the last half of the previous audio block and concatenating 256 new samples from the current block. Each PCM block is therefore overlapped by $50 \%$ with its two neighbors. In the decoder, each inverse transform produces 512 new PCM samples, which are subsequently windowed, $50 \%$ overlapped, and added together with the previous block. This approach has the desirable property of crossfade reconstruction, which reduces waveform discontinuities (and audible distortion) at block boundaries.

### 41.3.1 Window Design

To achieve perfect-reconstruction with a unity-gain M DCT transform filterbank, the shape of the analysis and synthesis windows must satisfy two design constraints. First of all, the analysis/synthesis windows for two overlapping transform blocks must be related by:

$$
\begin{equation*}
a_{i}(n+N / 2) s_{i}(n+N / 2)+a_{i+1}(n) s_{i+1}(n)=1, \quad n=0, \ldots, N / 2-1 \tag{41.1}
\end{equation*}
$$

where $a_{i}(n)$ is the analysis window, $s_{i}(n)$ is the synthesis window, $n$ is the sample number, $N$ is the transform block length, and $i$ is the transform block index. This is the well-known condition that the analysis/synthesis windows must add so that the result is flat [3]. The second design constraint is:

$$
\begin{equation*}
a_{i}(N / 2-n-1) s_{i}(n)-a_{i}(n) s_{i}(N / 2-n-1)=0, \quad n=0, \ldots, N / 2-1 \tag{41.2}
\end{equation*}
$$

This constraint must be satisfied so that the time-domain alias distortion introduced by the forward transform is completely canceled during synthesis.

To design the window used in AC-3, a convolution technique was employed which guarantees that the resultant window satisfies Eq. (41.1). Equation (41.2) is then satisfied by choosing the analysis and synthesis windows to be equal. The procedure consists of convolving an appropriately chosen symmetric kernel window with a rectangular window. The window obtained by taking the square root of the result satisfies Eq. (41.1). Tradeoffs between the width of the window main-lobe and the ultimate rejection can bemade simply by choosing different kernel windows. This method provides a means for transforming a kernel window having desi rable spectral analysis properties (such as in [4]) into one satisfying the M DCT window design constraints.

The window generation technique is based on thefollowing equation:

$$
\begin{gather*}
a_{i}(n)=s_{i}(n)=\sqrt{\frac{\sum_{j=L}^{M}[w(j) r(n-j)]}{\sum_{j=0}^{K}[w(j)]}} \text { for } n=0, \ldots, N-1, \text { where }  \tag{41.3}\\
L= \begin{cases}0 & 0 \leq n<N-K \\
n-N+K+1 & N-K \leq n<N\end{cases} \\
M= \begin{cases}n & 0 \leq n<K \\
K & K \leq n<N\end{cases}
\end{gather*}
$$

In this equation, $w(n)$ isthe kernel window of length $K+1, r(n)$ is a rectangular window of length $N-K, N$ is thetransform sampleblock length, and $K$ isthe width of the(non-flat) transition region in theresulting window (notethat $K$ must satisfy $0 \leq K \leq N / 2$ ). Therectangular window is defined as:

$$
r(n)= \begin{cases}0 & 0 \leq n<(N / 2-K) / 2 \text { and }(3 N / 2-K) / 2 \leq n<N-K  \tag{41.4}\\ 1 & (N / 2-K) / 2 \leq n<(3 N / 2-K) / 2\end{cases}
$$

The rectangular window is defined to contain $(N / 2-K) / 2$ zeros, followed by $N / 2$ unity samples, followed by another $(N / 2-K) / 2$ zeros. TheAC-3 window uses $K=N / 2$, implying the transition region length is one-half the total window length.

The Kaiser-Bessel window is used as the kernel in designing the AC-3 analysis/synthesis windows because of its near-optimal transition band slope and good ultimate rejection characteristic. A scalar
parameter $\alpha$ in the Kaiser-Bessel window definition can be adjusted to vary this ratio. The AC-3 window uses $\alpha=5$.

The selection of the Kaiser-Bessel window function and alpha factor used for the AC-3 algorithm is determined by considering the shape of masking template curves. A useful criterion is to use a filter response which is at or below the worst-case combination of all masking templates [5]. Such a filter response is advantageous in reducing the number of bits required for a given level of audio quality. When thefilter response is at or below the worst-case combination of all maskingtemplates, the number of bits assigned to transform coefficients adjacent to each tonal component is reduced.

### 41.3.2 Transform Equations

The transform employed in AC-3 is an extension of the oddly-stacked TDAC (OTDAC) filter bank reported by Princen and Bradley [2]. Theextension involves the capability to switch transform block length from $N=512$ to 256 for audio signalswith rapid amplitudechanges. As originally formulated by Princen, the filter bank operates with a time-invariant block-length, and therefore has constant time/frequency resolution. An adaptive time/frequency resolution transform can be implemented by changing the time offset of the transform basis functions during short blocks. The time offset is selected to preserve critical sampling and perfect reconstruction before, during, and following transform length changes.

Prior to transforming theaudio signal from timeto frequency dimension, the encoder performs an analysis of the spectral and/or temporal nature of the input signal and selects the appropriate block length. A one-bit code per channel per Audio Block is embedded in the bit stream which conveys length information: (blksw $=0$ or 1 for 512 or 256 samples, respectively). The decoder uses this information to deformat the bit stream, reconstruct the mantissa data, and apply the appropriate inverse transform equations.

Transformingalongblock ( 512 samples) produces 256 uniquetransform coefficients. Short blocks are constructed starting with 512 windowed audio samples and splitting them into two abutting subblocks of length 256 . Each subblock is transformed independently, producing 128 unique nonzero transform coefficients. Hence, the total number of transform coefficients produced in the short-block mode is identical to that produced in long-block mode, but with doubly improved temporal resolution. Transform coefficients from the two subblocks are interleaved together on a coefficient-by-coefficient basis. This block is quantized and transmitted identically to a single long block.

A similar, mirror image procedure is applied in the decoder. Quantized transform coefficients for the two short transforms arrive in the decoder interleaved in frequency. The decoder processes the interleaved sequences identically to long-block sequences, except during the inverse transformation as described below.

A definition of the AC-3 forward transform equation for long and short blocks is:

$$
\begin{equation*}
X(k)=1 / N \sum_{n=0}^{N-1} x(n) \cos \left((2 \pi / N)(k+1 / 2)\left(n+n_{0}\right)\right), \quad k=0,1, \ldots, N-1, \tag{41.5}
\end{equation*}
$$

where $n$ is the sample index, $k$ is the frequency index, $x(n)$ is the windowed sequence of $N$ audio samples, and $X(k)$ is the resulting sequence of transform coefficients.

The corresponding inverse transform equation for long and short blocks is:

$$
\begin{equation*}
y(n)=\sum_{k=0}^{N-1} X(k) \cos \left((2 \pi / N)(k+1 / 2)\left(n+n_{0}\right)\right), \quad n=0,1, \ldots, N-1 \tag{41.6}
\end{equation*}
$$

Parameter $n_{0}$ represents a time offset of the modulator basis vectors used in the transform kernel. For long blocks, and for the second of each short block pair, $n_{0}=257 / 2$. For the first short block, $n_{0}=1 / 2$.

When $x(n)$ in Eq. (41.5) is real, $X(k)$ is odd-symmetric for the MDCT. Therefore, only $N / 2$ unique non-zero transform coefficients are generated for each new block of $N$ samples. Accordingly, some information is lost during the transform, which ultimately leads to an alias component in $y(n)$. However, with an appropriatechoice of $n_{0}$, and in the absence of transform coefficient quantization, the aliasing is completely canceled during the window/overlap/add procedure following the inverse transform. Hence, the AC-3 filterbank has the properties of critical sampling and perfect reconstruction. A fundamental advantage of this approach is that $50 \%$ frame overlap is achieved without increasing the required bit-rate. Any non-zero overlap used with conventional transforms (such as theDFT or standard DCT) precludes critical sampling, generally resulting in a higher bit-ratefor the same level of subjective quality.

Several memory and computation-efficient techniques are available for implementing the AC-3 forward and inverse transforms (for example, see [6]). The most efficient ones can be derived by rewriting Eqs. (41.5) and (41.6) in the form of an $N$-point DFT and IDFT, respectively, combined with two complex vector multiplies. The DFT and IDFT can be efficiently computed using an FFT and IFFT, respectively. Two properties further reducethefast transform length. First, the input signal is real, and second, the $N$-length sequence $y(n)$ contains only $N / 2$ unique samples. When these two properties are combined, the result is an $N / 4$-point complex FFT or IFFT. The AC-3 decoder filter bank computation rateis about 13 multiply-accumulateoperationsper sampleper channel, including the window/overlap/add. This computation rate remains virtually unchanged during block length changes.

### 41.4 Spectral Envelope

The most basic form of audio information conveyed by an AC-3 bit stream consists of quantized frequency coefficients. The coefficients are delivered in floating-point form, whereby each consists of an exponent and a mantissa. The exponents from one audio block provide an estimate of the overall spectral content as a function of frequency. This representation is often termed a spectral envelope. This section describes spectral envelope coding strategies in AC-3, and explores an important relationship between exponent coding and mantissa bit allocation.

Due to the inherent variety of audio spectra within one frame, the AC-3 spectral envelope coding scheme contains significant degrees of freedom. In essence, the six spectral envelopes contained in one frame represent a two-dimensional signal, varying in time (block index) and frequency. AC3 spectral envelope coding provides for variable coarseness of representation in both dimensions. In the frequency dimension, either one, two, or four mantissas can be shared by one floating-point exponent. In the time dimension, any two or more consecutive audio blocks from one frame can share common set of exponents.

The concepts of spectral envelope coding and bit allocation are closely linked in AC-3. More specifically, the effectiveness with which mantissa bits are utilized can depend greatly upon the encoder's choice of spectral envelope coding. To see this, note that the dominant contributors to the total bit-rate for a frame are the audio exponents and mantissas. Sharing exponents in either the timeor frequency dimension, or both, reduces the total cost of exponent transmission for oneframe. M oreliberal use of exponent sharing thereforefrees morebits for mantissa quantization. Conversely, retransmitting exponents increases the total cost of exponent transmission for one frame relative to mantissa quantization. Furthermore, the block positions at which exponents are retransmitted can significantly alter the effectiveness of mantissa bit assignments among the various audio blocks. As will be seen later in Section 41.6, bit assignments are derived in part from the coded spectral envelope.

In summary, the encoder decisions regarding when to use frequency or time exponent sharing, and when to retransmit exponents depend upon signal conditions. Collectively, these decisions are called exponent strategy.

For short-term stationary signals, the signal spectrum remains substantially invariant from block-to-block. In this case, theAC-3 encoder transmits exponents oncein audio block 0, and then typically reuses them for blocks 1-5. The resulting bit allocation would generally be identical for all 6 blocks, which is appropriate for these signal conditions.

For short-term non-stationary signals, the signal spectrum changes significantly from block-toblock. In this case, the AC-3 encoder transmits exponents in block 0 and typically in one or more other blocks as well. In this case, exponent retransmission produces a time trajectory of coded spectral envelopes which better matches dynamics of the original signal. Ultimately, this results in a quality improvement if the cost of exponent retransmission is less than the benefit of redistributing mantissa bits among blocks.

Exponent strategy decisions can be based, for example, on a cost-benefit analysis for each frame. The objective of such an analysis would be to minimize a cost-benefit ratio by considering encoding parameters such as total available bit-rate, audibility of quantization noise (noise-to-mask ratio), exponent coding modefor each audio block (reuse, D15, D25, or D45), channel coupling on/off, and reconstructed audio bandwidth.

The block(s) at which bit assignment updates occur is governed by several different parameters, but primarily by the exponent strategy fields. AC-3 bit streams contain coded exponents for up to five independent channels, and for the coupling and low frequency effects channels (when enabled). Therespective exponent strategy fields are called chexpstr[ch], cplexpstr, and Ifeexpstr. Bit allocation updates are triggered if the state of any one or more strategy flags is D15, D25, or D45; however, updates can betriggered in between shared exponent block boundaries as well.

Exponents are 5-bit values which indicate the number of leading zeros in the binary representation of a frequency coefficient. For the D15 exponent strategy, the unsigned integer exponent $e(i)$ represents a scalefactor for the $i$ th mantissa, equal to $2^{-e(i)}$. Frequency coefficients are normalized in the encoder by multiplying by $2^{e(i)}$, and denormalized in the decoder by multiplying by $2^{-e(i)}$. Exponent values are allowed to range from 0 (for the largest value coefficients with no leading zeros) to 24 . Exponents for coefficients which have more than 24 leading zeros are fixed at 24 , and the corresponding mantissas are allowed to have leading zeros. Exponents require 5 bits in order to represent all allowed values.

AC-3 exponent transmission employs differential coding, in which the exponents for a channel are differentially coded across frequency. The first exponent of a full bandwidth or Ife channel is always sent as a 4 -bit absolute value, ranging from $0-15$. The value indicates the number of leading zeros of thefirst (DC term) transform coefficient. Successive exponents (ascending in frequency) are sent as differential values which must beadded to the prior exponent value in order to form the next absolute value.

The differential exponents are combined into groups in the audio block. The grouping is done by one of three methods, D15, D25, or D45. The number of grouped differential exponents placed in the audio block for a particular channel depends on the exponent strategy and on the frequency bandwidth information for that channel. The number of exponents in each group depends only on the exponent strategy.

Exponent strategy information for every channel is included in every AC-3 audio block. Information is never shared across frames, so block 0 will always contain a strategy indication for each channel.

Thethreeexponent strategies providea tradeoff between bit-raterequired for exponents, and their frequency resolution. Theoverall exponent bit-ratefor a framedepends on theexponent strategy, the number of blocks over which the exponents are shared, and the audio signal bandwidth. Table 41.4 presents the per-coefficient bit-rate required to transmit the spectral envelope for each strategy, and
for each block share interval. TheD 15 modeprovides the finest frequency resolution (one exponent per frequency coefficient), while the D45 mode consumes the lowest per-coefficient bit-rate.

TABLE 41.4 Exponent Bit-Rate for Different

| Exponent Strategies <br> Exponent <br> strategy <br>  <br>  <br> D15 |  |  |  |  |  |  |  | 2.33 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| D25 | 1.17 | 0.58 | 0.78 | 0.58 | 0.47 | 0.39 |  |  |  |  |  |  |  |
| D45 | 0.58 | 0.29 | 0.19 | 0.29 | 0.23 | 0.19 |  |  |  |  |  |  |  |

Note: Bits per frequency coefficient

Theabsoluteexponentsfound in thebit stream at thebeginningof thedifferentially coded exponent sets are sent as 4-bit values which have been limited in either range or resolution in order to save one bit. For full bandwidth and Ife channels, the initial 4-bit absolute exponent represents a value from 0 to 15. Exponent values larger than 15 are limited to a value of 15 . For the coupled channel, the 5 -bit absolute exponent is limited to even values, and the least significant bit is not transmitted. The resolution has been limited to valid values of $0,2,4, \ldots, 24$. Each differential exponent can take on one of five values: $-2,-1,0,+1,+2$. This allows deltas of up to $\pm 2$ ( $\pm 12 \mathrm{~dB}$ ) between exponents. These five values aremapped into the values 0, 1, 2, 3, 4 before being grouped, as shown in Table41.5.

TABLE 41.5 M apping of
Differential Exponent Values

| Differential <br> exponent | M apped value, $M_{i}$ |
| :---: | :---: |
| +2 | 4 |
| +1 | 3 |
| 0 | 2 |
| -1 | 1 |
| -2 | 0 |

In D15 mode, theabovemappingisapplied to each individual differential exponent for codinginto the bit stream. In D25 mode, each pair of differential exponents is represented by a single mapped value in the bit stream. In this mode, the differential exponent is used once to compute an exponent that is shared between two consecutive frequency coefficients.

The D 45 mode is similar to D25 mode except that quadruplets of differential exponents are represented by a single mapped value. Again, the differential exponent is used once to compute an exponent that is shared between four consecutive frequency coefficients.

For all modes, sets of three adjoining (in frequency) mapped values ( $M_{1}, M_{2}$ and $M_{3}$ ) aregrouped together and coded as a 7-bit unsigned integer I according to the following relation:

$$
\begin{equation*}
I=25 M_{1}+5 M_{2}+M_{3} . \tag{41.7}
\end{equation*}
$$

Following the exponent strategy fields in the bit stream is a set of 6-bit channel bandwidth codes, chbwcod[ch]. These are only present for independent channels (not in coupling) that have new exponents in the current block. The channel bandwidth code defines the end mantissa bin number for that channel according to the following:

$$
\begin{equation*}
\text { endmant[ch] }=((\text { chbwcod }[\mathrm{ch}]+12) 3)+37 \tag{41.8}
\end{equation*}
$$

Exponent strategy for each full bandwidth channel and the Ife channel can be updated independently. Lfechannel exponents are restricted only to reuse or D15 mode. If a full bandwidth channel is in coupling, exponents up to the start coupling frequency are transmitted. If the full bandwidth channel is not in coupling, exponents up to the channel bandwidth code aretransmitted. If coupling is on for any full bandwidth channel, a separate and independent set of exponents is transmitted for the coupling channel. Coupling start and end frequencies are transmitted as 4-bit indices.

### 41.5 Multichannel Coding

In the context of AC-3, multichannel audio is defined as two or more full bandwidth channels that are intended for simultaneous presentation to a listener. Multichannel audio coding offers new opportunities in bit-rate reduction beyond those commonly employed in monophonic coders. The goal of multichannel coding is to compress an audio program by exploiting redundancy between the channels and irrelevancy in the signal while preserving both sound clarity and spatial characteristics of the original program. AC-3 achieves this goal by preserving listener cues which affect perceived directionality of hearing (localization).

The motivation for multichannel audio coding is provided by an understanding of how the ear extracts directional information from an incident sound wave. Hearing research suggests that the auditory system does not evaluate every detail of the complicated interaural signal differences, but rather derives what information is needed from definite, easily recognizable attributes [7]. For example, localization of signals are generally distinguished by:

1. Interaural time differences (ITD)
2. Interaural level differences (ILD)

The ITD cues are caused by the difference between the time of arrival of a sound at both ears. ILD cues are sound pressure level differences caused by a different acoustic transfer functions from the acoustic source to the two ears. Most authors agree ITD is the most important attribute of the audio signal relating to the formation of lateral displacements [7]. For tones below about 800 Hz , perceived lateral displacement is approximately linear as a function of the difference in the time of arrival for the two ears, up to an ITD of $600 \mu \mathrm{sec}$. Full lateral displacement is obtained with an ITD of approximately $630 \mu \mathrm{sec}$. At any given time, the auditory event corresponding to the shorter time of arrival is dominant.

Theear is ableto evaluate spectral components of the ear input signals individually with respect to ITD. Lateral displacement of the auditory event attainable for pure tones is most perceptible below 800 Hz . However, for some non-tonal signals above 800 Hz , such as narrowband noise, the ear is still able to detect ITDs. In this case, the interaural temporal displacement of the energy envelope of the signal is generally regarded as the criterion involved. Experiments haveindicated that the ITD of the signal's fine temporal structure contributes negligibly to localization; instead, the ear evaluates only the energy envelopes. The processing occurs individually in each of a multiplicity of spectral bands. The spectrum is dissected to a degree determined by the finite spectral resolution of the inner ear. Then, the envelopes of the separate spectral components are evaluated individually. These experimental results form the basis for the use of channel coupling in AC-3.

### 41.5.1 Channel Coupling

Channel coupling is a method for reducing the bit-rate of multichannel programs by summing two or more correlated channel spectra in the encoder. Frequency coefficients for the single combined ( coupled) channel aretransmitted in place of theindividual channel spectra, together with additional side information. The side information consists of a unique set of coupling coefficients for each
channel. In thedecoder, frequency coefficients for each output channel arecomputed by multiplying the coupled channel frequency coefficients by the coupling coefficients for that channel. Coupling coefficients arecomputed in theencoder in a manner which preserves the short-timeenergy envelope of the original signals, thereby preserving spatialization cues used by the listener.

Coupling is active only abovethe coupling start frequency; below this boundary, frequency coefficients are coded independently. The coupling start frequency can be changed from one audio block to the next, and coupling can be disabled if desired. Any combination of two or more full bandwidth channels can be coupled; each channel has an associated channel-in-coupling bit to indicate if it has been included in the coupling channel.

Channel coupling is intended for use only when independent channel coding at the given bit-rate and desired audio bandwidth would result in audible artifacts. As the audio bit-rate is lowered with a fixed bandwidth of 20 kHz , a point is eventually reached where audible coding errors will occur for critical signals. In these circumstances, channel coupling reduces the need for encoders to takemore drastic measures to eliminate artifacts, such as lowering the audio bandwidth.

A diagram depictingtheencoder coupling procedurefor thecaseof threeinput channels isdepicted in Fig. 41.5. The coupling channel is formed as the vector summation of frequency coefficients from all channels in coupling. An optional signal-dependent phase adjustment is applied to the frequency coefficients prior to summation so that phase cancellation does not occur. For each input channel in coupling, the AC-3 encoder then calculates the power of the original signal and the coupled signal. The power summation is performed individually on a number of bands. For the simplified case of Fig. 41.5, there are two such bands. In a typical application the number of bands is 14, but can vary between 1 and 18. Next, the power ratio between the original signal and the coupled channel is computed for each input channel and each band. Denoted a coupling coordinate, these ratios are quantized and transmitted to the decoder.


FIGURE 41.5: Block diagram of encoder coupling for three input channels.
To reconstruct the spectral coefficients corresponding to one channel's worth of transform data, quantized spectral coefficientsrepresentingtheuncoupled portion of thetransform block areprepended to a set of scaled coupling channel spectral coefficients. The scaled coupling channel coefficients are generated for each channel by multiplying the coupling coordinates for each band by the received coupling channel coefficients, as shown in Fig. 41.6.


FIGURE 41.6: Block diagram of decoder coupling for three input channels.

Coupling parameters, such as the coupling start/end frequencies and which channels are in coupling, are always transmitted in block 0 . They are also optionally transmitted in blocks 1 through 5. Typically only channels with similar spectral shapes are coupled. Level differences between channels are accounted for by the coupling coefficients. It is noteworthy that if in-band spectral differences between coupled input channels aredueto level only, theoriginal input channels san still berecovered exactly in the decoder, in the absence of frequency coefficient quantization.

The coupling coefficient dynamic range is -132 to +18 dB , with step sizes varying between 0.28 and 0.53 dB . The lowest coupling start frequency is 3.42 kHz at a 48 kHz sampling frequency.

### 41.5.2 Rematrixing

Rematrixing in AC-3 is a channel combining techniquein which sum and differencesignals of highly correlated channels are coded rather than the original channels themselves. That is, rather than code and pack left and right ( L and R ) in a two channel coder, the encoder constructs:

$$
\begin{align*}
L^{\prime} & =(L+R) / 2 \\
R^{\prime} & =(L-R) / 2 \tag{41.9}
\end{align*}
$$

The usual quantization and data packing operations are then performed on $L^{\prime}$ and $R^{\prime}$.
In the decoder, the original $L$ and $R$ signals are reconstructed using the inverse equations:

$$
\begin{align*}
& L=L^{\prime}+R^{\prime} \\
& R=L^{\prime}-R^{\prime} . \tag{41.10}
\end{align*}
$$

Clearly, if the original stereo signal were identical in both channels (i.e., two-channel mono), $L^{\prime}$ is identical to $L$ and $R$, and $R^{\prime}$ is identically zero. Therefore, the $R^{\prime}$ channel can be coded with very
few bits, increasing accuracy in the more important $L^{\prime}$ channel. Rematrixing is only applicable in the $2 / 0$ encoding mode (acmod $=$ ' 010 ').

Rematrixing is particularly important when conveying Dolby Surround encoded programs. Consider again a two channel mono source signal. A Dolby Pro Logic decoder will steer all in-phase information to the center channel, and all out-of-phase information to the surround channel. Without rematrixing, the Pro Logic decoder will receive the signals:

$$
\begin{align*}
& Q(L)=L+n_{1} \\
& Q(R)=R+n_{2} \tag{41.11}
\end{align*}
$$

where $n_{1}$ and $n_{2}$ are uncorrelated quantization noise sequences added by the process of bit-rate reduction. The Pro Logic decoder will then construct the center and surround channels as:

$$
\begin{align*}
C & =\left(\left(L+n_{1}\right)+\left(R+n_{2}\right)\right) / 2 \\
S & =\left(\left(L+n_{1}\right)-\left(R+n_{2}\right)\right) / 2 \tag{41.12}
\end{align*}
$$

In the case of the center channel, $n_{1}$ and $n_{2}$ add, but remain masked by, the dominant $L+R$ signal. In the surround channel, however, $L-R$ cancels to zero, and the surround speakers reproduce the difference in the quantization noise sequences $\left(n_{1}-n_{2}\right)$.

If rematrixing is active, the left and right channels will be reproduced as:

$$
\begin{align*}
& L=\left(L^{\prime}+n_{3}\right)+\left(R^{\prime}+n_{4}\right) \cong L+n_{3} \\
& R=\left(L^{\prime}+n_{3}\right)-\left(R^{\prime}+n_{4}\right) \cong R+n_{3} \tag{41.13}
\end{align*}
$$

where the approximation is made since the quantization noise $n_{3} \gg n_{4}$. M ore importantly, the center and surround channels will be more faithfully reproduced as:

$$
\begin{align*}
C & \cong\left(\left(L+n_{3}\right)+\left(R+n_{3}\right)\right) / 2=(L+R) / 2+n_{3} \\
S & \cong\left(\left(L+n_{3}\right)-\left(R+n_{3}\right)\right) / 2=(L-R) / 2 . \tag{41.14}
\end{align*}
$$

In this case, the quantization noise in the surround channel is much lower in level.
In AC-3, rematrixing is performed independently in separate frequency bands. There are two to four contiguous bands with boundary locations dependent on coupling information. At a sampling rate of 48 kHz , bands 0 and 1 start at 1.17 and 2.30 kHz , respectively. Bands 2 and 3 start at 3.42 and 5.67 kH z. If coupling is not in use, band 3 stops at a frequency given by the channel bandwidth code. The band boundaries scale proportionally for other sampling frequencies.

Rematrixing isnever used in the coupling channel. If coupling and rematrixing aresimultaneously in use, the highest rematrixing band ends at the coupling start frequency.

### 41.6 Parametric Bit Allocation

The process of distributing a finite number of bits $B$ to a block of $M$ frequency bands so as to minimizeasuitabledistortion criterion is called bit allocation. Theresult isabitassignment $b(k), k=$ $0,1, \ldots, M-1$, which defines the word length of the frequency coefficient(s) transmitted in the $k$ th band. The bit assignment is performed subject to the constraint:

$$
\begin{equation*}
\sum_{k=0}^{M-1} b(k)=B \tag{41.15}
\end{equation*}
$$

$B$ is determined from the transmission channel capacity, expressed in bits/sec, the block length, and other parameters as well. Performance gains may be realized by allowing $B$ to vary from block to block depending on signal characteristics.

### 41.6.1 Bit Allocation Strategies

In applications such as digital audio broadcasting and high definition television, one encoder typically distributes programs to many decoders. In these situations, it is advantageous to make the encoder as flexible as possible. If quality improvements are possible even after the decoder design is standardized, the useful life of the coding algorithm can be extended. The bit allocation strategy is a natural candidatefor improvement because it plays a crucial rolein determining the ultimatequality achievable by a coding algorithm.

One approach to achieving flexibility is to use a forward-adaptive bit allocation strategy, in which the bit assignment $b(k)$ for all bands is explicitly conveyed in the bit stream as side information. A second strategy is termed backward-adaptive allocation, in which $b(k)$ is computed in the encoder and then recomputed in the decoder. Since the computation is based upon quantized information which is transmitted to the decoder anyway, the sideinformation to convey $b(k)$ is not required. The bits that are saved can be used to encode the frequency coefficients themselves.

AC-3 employs an alternative approach [8]. Called parametric bit allocation, the technique combines the advantages of forward and backward-adaptive strategies. It employs a hearing model combining elements from [9] with new features based on more recent psychoacoustic experiments. Theterm "parametric" refers to the notion that the model is defined by several key variables that influence the masking curve shape and amplitude, and hence the bit assignment. A difference between AC-3 and previous coders is that both the encoder and decoder contain the model, eliminating the need to transmit $b(k)$ explicitly. Only the essential model parameters (psychoacoustic features) are conveyed to the decoder. These parameters can betransmitted with significantly fewer bitsthan $b(k)$ itself. Furthermore, an improvement path is provided sincethe specific parameter values are selected by the encoder.

Equally significant, the parametric approach provides latitude for the encoder to adjust the time and frequency resolution of $b(k)$. Bit allocation updates are always present in block 0, and are optionally transmitted in blocks 1 through 5 . The frequency resolution of $b(k)$ can be adjusted from 2.7 to 10.7 bands/kHz (one bit assignment every 94 to 375 Hz ). The AC-3 encoder typically makes these adjustments in accordance with spectral and temporal changes in the audio signal itself, in a manner similar to the human ear.

Secondary strategy information which also affects block-to-block changes in bit assignment is the bit allocation information, coupling strategy, and SNR offset. Thisinformation is always transmitted in block 0 , and is optionally transmitted in each subsequent audio block. The presence/absence of the information is controlled by the respective "exists" bits baie, cplstre, and snroffste. The exists bits are set to 1 in blocks 1 to 5 only when a change in strategy results in better audio quality than would be obtained by reusing parameters from the preceding block.

Signal conditions may arise in which the masking curve, and therefore $b(k)$, cannot be sufficiently optimized using the built-in parametric model. Therefore, AC-3 encoders contain a provision for adjusting the masking curve in accordance with an independent psychoacoustic analysis. This is accomplished by transmitting additional bit stream codes, designated as deltas, which convey differences between the two masking curves.

### 41.6.2 Spreading Function Shape

In Schroeder's model for computing a masking threshold [9], one of the key variables influencing the degree of masking of onespectral component by another isthe shape of the spreading function. If the spreading function is a unit impulse, the excitation function (and therefore the masking curve) will be identical in shape to the input signal spectrum. This corresponds to the case where no masking whatsoever is assumed, with the result that all frequency coefficients receive the same bit assignment, and the quantization noise spectrum will conform in shape to the input signal spectrum. As the
spreading function is broadened, progressively greater degrees of masking are modeled. This yields a noise spectrum which, in general, contains peaks and valleys that are aligned with features of the input signal spectrum, but broadened in character. As the spreading function is flattened further, eventually a limit is reached where the noise spectrum will be white, corresponding to the minimum mean-squareerror bit assignment. This noise shaping behavior is identical to the concept of [10, 11].

Since the spreading function strongly influences the level and extent of assumed masking, a parametric description is provided in AC-3. The parametric spreading function is one mechanism available to an AC-3 encoder for making compatible adjustments to the masking model.

Therangeof spreadingfunction parameter variation wasobtained by distilling afamily of prototype functions from the availablemasking data [8]. The variation in shape of thefour compositemasking curves for $0.5,1,2$, and 4 kHz tones is shown in Fig. 41.7. We have approximated the envelope of upward masking for each composite curveby two linear segments. The spreading function is defined as the point-by-point maximum of the two segments across frequency. In the example shown in Fig. 41.7, the composite curves can be reasonably approximated by choosing an appropriate slope and vertical offset for each linear segment. Hence, four parameters are transmitted in the bit stream to define the spreading function shape.

### 41.6.3 Algorithm Description

The AC-3 bit allocation strategy places the majority of computation in the encoder. For example, the encoder can trade off reconstructed signal bandwidth vs. quantization noise power, change the degree of upward masking of one spectral component by another, modify the bit assignment as a function of acoustic signal level, and adaptively control total harmonic distortion. Thebit assignment can also beadjusted according to an arbitrary second masking model, as outlined later in the section describing "Delta Bit Allocation". The encoder iteratively converges on an optimal solution. On the other hand, the decoder makes only one pass through the received parameters and exponent data, and is therefore considerably simpler. The bit assignment is reconstructed in the decoder using only basic two's complement operators: add, compare, arithmetic left/right shift, and table lookup.

## Frequency Banding

Thefirststep in themasking curvecomputation isto convert ablock of power spectrum samples, taken at equidistant frequency intervals, into a Bark spectrum. This is accomplished by subdividing the power spectrum into multiplefrequency bands and then integrating the spectrum samples within each band. The bands are non-uniform in width and derived from the critical-bandwidths defined by Zwicker [12]. The psychoacoustic basis for this procedure is that each critical band corresponds to a fixed distance along the basilar membrane, and thereforeto a constant number of auditory nerve fibers.

Thesummation of thepower spectrum samplesduringlinear to Bark frequency conversion requires a linear summation. H owever, the logarithm of those quantities is most readily available in AC-3. Therefore, alog-adder is employed. Thelog-addition of two quantities $\log (a)$ and $\log (b)$ iscomputed using the relation:

$$
\begin{equation*}
\log (a+b)=\max (\log (a), \log (b))+\log \left(1+e^{d}\right) \tag{41.16}
\end{equation*}
$$

where $e$ is the logarithm base, and

$$
\begin{equation*}
d=|\log (a)-\log (b)| \tag{41.17}
\end{equation*}
$$

The second term on the right side of the equation is implemented as a subtraction $\log (a)-\log (b)$, followed by absolute value and a table lookup. The contents of the table at address $d$ is: $\log (1+$ $\left.e^{d}\right)$. Therefore, the complete log-addition is performed with only add, compare, and table lookup instructions.


FIGURE 41.7: Comparison between 500 Hz to 4 kHz masking templates and the two slope spreading function.

## Masking Convolution

The technique for modeling masking effects developed by Schroeder specifies convolution. At every frequency point, masking contributions from all other spectral components are weighted and summed. Theoutput of alinear recursive(e.g., IIR) filter may also beviewed as a weighted summation of input samples. Therefore, the convolution of the spreading function with the linear-amplitude critical band density in Schroeder's model can be approximated by applying a time-varying linear recursive filter to the spectral components. Upward masking is modeled by filtering the frequency samples from low to high frequency. D ownward masking is modeled by filtering input samples in the reverse order. The filter order and coefficients are determined from the desired spreading function. To compute the excitation function using thelogarithmic-amplitudecritical band density used in AC3 , the linear recursive filter is replaced with an equivalent filter which processes logarithmic spectral samples.

The conversion of the linear recursive filter to an equivalent log-domain filter is straightforward. By writing out the difference equation for an IIR filter and taking the logarithm of both sides of the equation, an expression relating the log excitation function with the log power spectrum can be derived. The multiplies and additions of the IIR filter are replaced with additions and log-additions, respectively, in the log domain filter. To implement the two-slope spreading function, two filters are connected in parallel. Each filter implements the characteristic of one of the segments, and the overall excitation value $E(k)$ at band $k$ is computed as the larger of the two filter output samples. The log-domain equations for computing $E(k)$ are:

$$
\begin{align*}
x_{0} & =\left(x_{0}-d_{0}\right) \oplus\left(P(k)-g_{0}\right) \\
x_{1} & =\left(x_{1}-d_{1}\right) \oplus\left(P(k)-g_{1}\right) \\
E(k) & =\max \left(x_{0}, x_{1}\right) \tag{41.18}
\end{align*}
$$

where $P(k)$ is the log-amplitude power spectrum, $d_{0}$ and $d_{1}$ are the dB spreading function decay values for the first and second segment, respectively, $g_{0}$ and $g_{1}$ arethedB offsets of thetwo spreading function segments, and the $\oplus$ symbol denotes log-addition as defined previously. For each of 50
bands, the value of two accumulators $x_{0}$ and $x_{1}$ is computed by performing a log-addition of the previous accumulator value, decayed by $d_{0}$ or $d_{1}$, and the current power spectrum value scaled by the gain $g_{0}$ or $g_{1}$. In AC-3, log-addition is replaced by a maximum operator to reducecomputation. This is also more conservative in that additive masking is not assumed.

## Compensation for Decoder Selectivity

Onebasis for determining the bit assignments $b(k)$ in a perception-based allocation strategy is to computethedifferencebetween the signal spectrum and the predicted masking curve. An implicit assumption of this technique is that quantization noise in one particular band is independent of bit assignments in neighboring bands. This is not always a reasonable assumption because the finite frequency selectivity and the high degree of overlap between bands in the decoder filter bank cause localized spreading of the error spectrum (leakage from one band into neighboring bands). The effect is predominant at low frequencies where the slope of the masking curve can equal or exceed the slope of the filter bank transition skirts. Hence, under some conditions, a basis other than the difference between the signal spectrum and masking curve is warranted.

Asdiscussed in [8], decoder selectivity compensation has been found to improve subjective coding performance at low frequencies. Accordingly, the AC-3 masking model employs a straightforward, recursive algorithm for applying compensation from 0 to 2.3 kHz . Although the compensation is a filter bank response correction, not a psychoacoustic effect of human hearing, it can beincorporated into the computation of the excitation curve.

## Parameter Variation

The masking computation primarily represents the backward-adaptive portion of the bit allocation strategy. However a number of parameters defining the masking model aretransmitted in the compressed data stream. These represent part of the forward-adaptive portion of the bit allocation strategy. As discussed earlier, the shape of the prototype spreading function is controlled by four parameters, where a pair of parameters correspond to each segment. The first linear segment slope is adjustable between -2.95 to -5.77 dB per band, with offsets ranging from -6 to -48 dB . The second segment slope can be adjusted between -0.70 to -0.98 dB per band, with offsets ranging from -49 to -63 dB . The syntax of $\mathrm{AC}-3$ allows the first segment to be controlled independently for each channel. Parameters for the second segment are common to all channels. There are 512 unique spreading function shapes available to an AC-3 encoder.

## Delta Bit Allocation

Another forward-adaptive component of the bit allocation strategy is a parametric adjustment that is optionally made to the masking curve computed by the masking model. This adjustment is conveyed to the decoder with the delta bit allocation. For each channel, the encoder can specify nearly arbitrary adjustmentsto thecomputed masking curveat a certain cost in bit-ratethat otherwise would be used directly to code audio data. Delta bit allocation is used by the encoder to specify a masking curve, and hence a bit assignment, that cannot begenerated by the parametric model alone. This feature is useful, for example, if future research points to masking behavior which cannot be simulated by the existing model. In this case, benefits of any new research can be added to an AC-3 encoder by augmenting the parametric model with the improved one.

Determination of the desired delta bit allocation function is straightforward. In an encoder, both the standard AC-3 masking model and the improved one are run in parallel to determine two masking curves. The desired delta bit allocation function is equal to the difference between the masking curves. It may be advantageous to only approximate the desired difference to reduce the required data expenditure. Note that an encoder should first exhaust the flexibility granted by the non-delta parameters before committing any bits to delta bit allocation. The other parameters are
less expensive in terms of bit-rate as they must be transmitted periodically in any case.
Thedeltafunction isconstrained to havea "stair step" shape. Each tread of thestair step corresponds to the masking level adjustment for an integral number of adjoining one-half Bark bands. Taken together, the stair steps comprise a number of non-overlapping, variable-length segments. The segments are run-length coded for efficient transmission.

### 41.7 Quantization and Coding

All mantissas are quantized to a fixed level of precision indicated by the corresponding bit allocation pointer (bap). Mantissas quantized to 15 or fewer levels use symmetric quantization. Mantissas quantized to more than 15 levels use asymmetric quantization (a conventional two's complement representation).

Somequantized mantissa values are grouped together and encoded into a common codeword. In the case of the 3 -level quantizer, 3 quantized values are grouped together and represented by a 5-bit codeword in the data stream. In the case of the 5-level quantizer, 3 quantized values are grouped and represented by a 7 -bit codeword. For the 11-level quantizer, 2 quantized values are grouped and represented by a 7-bit codeword. Groups are filled in the order that the mantissas are processed. If thenumber of mantissas in an exponent set does not fill an integral number of groups, the groups are shared across exponent sets. The next exponent set in the block continues filling the partial groups.

In the encoder, each frequency coefficient is normalized by applying a left-shift equal to its associated exponent ( 0 to 24 ). The mantissa is then quantized to a number of levels indicated by the corresponding bap.

Table 41.6 indicates the assignment between bap number and number of quantizer levels. If a bap equals 0 , no bits are sent for the mantissa. For more efficient bit utilization, grouping is used for bap values of 1,2 , and 4 ( 3,5 , and 11 level quantizers).

TABLE 41.6 Quantizer Levels and
$M$ antissa Bits vs. bap

| bap | Quantizer <br> levels | Mantissa bits <br> (group bits/ num in group) |
| :--- | :--- | :--- |
| 0 | 0 | 0 |
| 1 | 3 | $1.67(5 / 3)$ |
| 2 | 5 | $2.33(7 / 3)$ |
| 3 | 7 | 3 |
| 4 | 11 | $3.5(7 / 2)$ |
| 5 | 15 | 4 |
| 6 | 32 | 5 |
| 7 | 64 | 6 |
| 8 | 128 | 7 |
| 9 | 256 | 8 |
| 10 | 512 | 9 |
| 11 | 1024 | 10 |
| 12 | 2048 | 11 |
| 13 | 4096 | 12 |
| 14 | 16,384 | 14 |
| 15 | 65,536 | 16 |

For bit allocation pointer values between 6 and 15 , inclusive, asymmetric fractional two's complement quantization is used. No grouping is employed for asymmetrically quantized mantissas.

For bap values of 1 through 5 , inclusive, the mantissas are represented by coded values. The coded values are converted to standard 2's complement fractional binary words. The number of bits indicated by a mantissa's bap are extracted from the bit stream and right justified. This coded value is treated as a table index and is used to look up thequantized mantissa value. Theresulting mantissa
value is right shifted by the corresponding exponent to generate the transform coefficient value.
The AC-3 decoder may use random noise (dither) values instead of quantized values when the number of bits allocated to a mantissa is zero ( $\mathrm{bap}=0$ ). Thedecoder substitution of random values for the quantized mantissas with bap $=0$ is conditional on the value of a bit conveyed in the bit stream (dithflag). There is a separate dithflag bit for each transmitted channel. When dithflag $=1$, the random noise value is used. When dithflag $=0$, a true zero value is used.

### 41.8 Error Detection

There areseveral ways in which theAC-3 data may determinethat errors arecontained within aframe of data. The decoder may be informed of that fact by the transport system which has delivered the data. Data integrity may be checked using the embedded Cyclic Redundancy Check (CRCs) words. Also, some simple consistency checks on the received data can indicate that errors are present. The decoder strategy when errors are detected isuser definable. Possible responses include muting, block repeats, framerepeats, or moreelaborateschemes based on waveform interpolation to "fill in" missing PCM samples. The amount of error checking performed, and the behavior in the presence of errors are not specified in the AC-3 ATSC standard, but are left to the application and implementation.

Each AC-3 frame contains two 16-bit CRC words. As discussed in Section 41.2, crcl is the second 16 -bit word of the frame, immediately following the synchronization word. crc2 is the last 16 -bit word of the frame, immediately preceding the synchronization word of the following frame. crcl applies to the first $5 / 8$ of the frame, not including the synchronization word. crc2 provides coverage for the last $3 / 8$ of the frame as well as for the entire frame (not including the synchronization word). Decoding of CRC word(s) allows errors to be detected.

The following generator polynomial is used to generate both of the 16-bit CRC words in the encoder:

$$
\begin{equation*}
x^{16}+x^{15}+x^{2}+1 \tag{41.19}
\end{equation*}
$$

The CRC calculation may be implemented by one of several standard techniques. A convenient hardware implementation is a linear feedback shift register. Details of this technique are presented in [1].
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PAC is a perceptual audio coder that isflexiblein format and bitrate, and provides highquality audio compression over a variety of formats from $16 \mathrm{~kb} / \mathrm{s}$ for a monophonic channel to $1024 \mathrm{~kb} / \mathrm{s}$ for a 5.1 format with four or six auxiliary audio channels, and provisions for an ancillary (fixed rate) and auxiliary (variable rate) side data channel. In all of its forms it provides efficient compression of high-quality audio. For stereo audio signals, it provides near compact disk (CD) quality at about 56 to $64 \mathrm{~kb} / \mathrm{s}$, with transparent coding at bit rates approaching $128 \mathrm{~kb} / \mathrm{s}$.
PAC has been tested both internally and externally by various organizations. In the 1993 ISO-M PEG-2 5-channel test, PAC demonstrated the best decoded audio signal quality availablefrom any algorithm at $320 \mathrm{~kb} / \mathrm{s}$, far outperforming all algorithms, including the layer II and layer III backward compatible algorithms. PAC is the audio coder in most of the submissions to the U.S. Digital Audio Radio (DAR) standardization project, at bit rates of $160 \mathrm{~kb} /$ sor $128 \mathrm{~kb} / \mathrm{s}$ for two-channel audio compression. It has been adapted by various vendors for the delivery of high quality music over the Internet as well as ISDN links. Over the years PAC has evolved considerably. In this paper wepresent an overview for the PAC algorithm including some recently introduced features such as the use of a signal adaptive switched filterbank for efficient encoding of non-stationary signals.

### 42.1 Introduction

With the overwhelming success of the compact disc (CD) in the consumer audio marketplace, the public's notion of "high quality audio" has become synonymous with "compact disc quality". The CD represents stereo audio at a data rate of 1.4112 M bps (mega bits per second). Despite continued
growth in the capacity of storage and transmission systems, many new audio and multi-media applications require a lower data rate.

In compression of audio material, human perception plays a key role. The reason for this is that source coding, a method used very successfully in speech signal compression, does not work nearly as well for music. Recent U.S. and international audio standards work (HDTV, DAB, M PEG1, M PEG-2, CCIR) therefore has centered on a class of audio compression algorithms known as perceptual coders. Rather than minimizing analytic measures of distortion, such as signal-to-noise ratio, perceptual coders attempt to minimize perceived distortion. Implicit in this approach is the idea that signal fidelity perceived by humans is a better quality measurethan "fidelity" computed by traditional distortion measures. Perceptual coders define "compact disc quality" to mean "listener indistinguishable from compact disc audio" rather than "two channel of 16 -bit audio sampled at 44.1 kH z".

PAC, the Perceptual Audio Coder [10], employs source coding techniques to removesignal redundancy and perceptual coding techniques to remove signal irrelevancy. Combined, these methods yield a high compression ratio while ensuring maximal quality in the decoded signals. The result is a high quality, high compression ratio coding algorithm for audio signals. PAC provides a 20 Hz to 20 kHz signal bandwidth and codes monophonic, stereophonic, and multichannel audio. Even for the most difficult audio material it achieves approximately ten to one compression while rendering the compression effects inaudible. Significantly higher level of compression, e.g., 22 to 1 , is achieved with only a little loss in quality.

The PAC algorithm has its roots in a study done by Johnston [7, 8] on the perceptual entropy (PE) vs. the statistical entropy of music. Exploiting the fact that the perceptual entropy (the entropy of that portion of the music signal above the masking threshold) was less than the statistical entropy resulted in the perceptual transform coder (PXFM ) [8, 16]. This algorithm used a 2048 point real FFT with 1/16 overlap, which gave good frequency resolution (for redundancy removal) but had some coding loss due to the window overlap.

The next-generation algorithm was ASPEC [2], which used the modified discrete-cosine transform (MDCT) filterbank [15] instead of the FFT, and a more elaborate bit allocation and buffer control mechanism as a means of generating constant-rate output. The M DCT is a critically sampled filterbank, and so does not suffer the $1 / 16$ overlap loss that the PXFM coder did. In addition, ASPEC employed an adaptive window size of 1024 or 256 to control noise spreading resulting from quantization. H owever, its frequency resolution was half that of PXFM 's resulting in some loss in the coding efficiency (c.f., Section 42.3).

PAC as first proposed in [10] is a third-generation algorithm learning from ASPEC and PXFM Stereo [9]. In its current form, it uses a long transform window size of 2048 for better redundancy removal together with window switching for noisespreading control. It adds compositestereo coding in a flexible and easily controlled form, and introduces improvements in noiseless compression and threshold calculation methods as well. Additional threshold calculations are made for stereo signals to eliminate the problem of binaural noise unmasking.

PAC supports encoders of varying complexity and quality. Broadly speaking, PAC consists of a core codec augmented by various enhancement. The full capability algorithm is sometimes also referred to as Enhanced PAC (or EPAC). EPAC is easily configurable to (de) activate some or all of the enhancements depending on the computational budget. It also provides a built-in scheduling mechanism so that some of the enhancements are automatically turned on or off based on averaged short term computational requirement.

One of the major enhancements in the EPAC codec is geared towards improving the quality at lower bit rates of signals with sharp attacks (e.g., castanets, triangles, drums, etc.). Distortion of attacks is a particularly noticeable artifact at lower bit rates. In EPAC, a signal adaptive switched filterbank which switches between a MDCT and a wavelet transform is employed for analysis and synthesis [18]. Wavelet transform offer natural advantages for the encoding of transient signals and
the switched filterbank scheme allows EPAC to merge this advantage with the advantages of M DCT for stationary audio segments.

Real-time PAC encoder and decoder hardware have been provided to standards bodies, as well as business partners. Software implementation of real time decoder algorithm is available on PCs and workstations, as well as low cost general-purpose DSPs, making it suitable for mass-market applications. The decoder typically consumes only a fraction of the CPU processing time (even on a 486-PC). Sophisticated encoders run on current workstations and RISC-PCs; simpler realtime encoders that provide moderate compression or quality are realizable on correspondingly less inexpensive hardware.

In the remainder of this paper we present a detailed overview of the various elements of PACs, its applications, audio quality, and complexity issues. The organization of the chapter is as follows. In Section 42.2, some of applications of PAC and itsperformanceon formalized audio quality evaluation tests is discussed. In Section 42.3, we begin with a look at the defining blocks of a perceptual coding scheme followed by the description of the PAC structure and its key components (i.e., filterbank, perceptual model, stereo threshold, noise allocation, etc.). In this context we also describe the switched M DCT/wavelet filterbank scheme employed in the EPAC codec. Section 42.4 focuses on the multichannel version of PAC. Discussions on bitstream formation and decoder complexity are presented in Sections 42.5 and 42.6, respectively, followed by concluding remarks in Section 42.7.

### 42.2 Applications and Test Results

In the most recent test of audio quality [4] PAC was shown to be the best available audio quality choice[4] for audio compression applications concerning 5-channel audio. This test evaluated both backward compatibleaudio coders (M PEG Layer II, M PEG Layer III) and non-backward compatible coders, including PAC. The results of these tests showed that PAC's performance far exceeded that of the next best coder in the test.

Among the emerging applications of PAC audio compression technology, the Internet offers one of the best opportunities. High quality audio on demand is increasingly popular and promises both to make existing Internet services more compelling as well as open avenues for new services. Since most Internet users connect to the network using as low bandwidth modem ( 14.4 to $28.8 \mathrm{~kb} / \mathrm{s}$ ) or at best an ISDN link, high quality low bit rate compression is essential to make audio streaming (i.e., real time playback) applications feasible. PAC is particularly suitablefor such applications as it offers near CD quality stereo sound at the ISDN rates and theaudio quality continues to be reasonably good for bit rates as low as 12 to $16 \mathrm{~kb} / \mathrm{s}$. PAC is therefore finding increasing acceptance in the Internet world.

Another application currently in the process of standardization is digital audio radio (DAR). In the U.S. this may have one of several realizations: a terrestrial broadcast in the existing FM band, with the digital audio available as an adjunct to the FM signal and transmitted either coincident with the analog FM , or in an adjacent transmission slot; alternatively, it can be direct broadcast via satellite(DBS), providing a commercial music service in an entirely new transmission band. In each of the above potential services, AT\&T and Lucent Technologies have entered or partnered with other companies or agencies, providing PAC audio compression at a stereo coding rate of 128 to $160 \mathrm{~kb} / \mathrm{s}$ as the audio compression algorithm proposed for that service.

Some other applications where PAC has been shown to be the best audio compression quality choice is compression of the audio portion of television services, such as high-definition television (HDTV) or advanced television (ATV).

Still other potential applications of PAC that require compression but are broadcast over wired channels or dedicated networks are DAR, HDTV or ATV delivered via cable TV networks, public switched ISDN, or local area networks. In the last case, one might even envision an "entertainment
bus" for the home that broadcasts audio, video, and control information to all rooms in a home.
Another application that entails transmitting information from databases of compressed audio are network-based music servers using LAN or ISDN. This would permit anyone with a networked decoder to have a "virtual music catalog" equal to the size of the music server. Considering only compression, one could envision a "CD on a chip", in which an artist's CD is compressed and stored in a semiconductor ROM and the music is played back by inserting it into a robust, low-power palm-sized music player. Audio compression is also important for read-only applications such as multi-media (audio plus video/stills/text) on CD-ROM or on aPC'shard drive. In each case, video or image data compete with audio for the limited storage available and all signals must be compressed.

Finally, there are applications in which point-to-point transmission requires compression. One is radio station studio to transmitter links, in which the studio and the final transmitter amplifier and antenna may be some distance apart. The on-air audio signal might be compressed and carried to the transmitter via a small number of ISDN B-channels. Another application is the creation of a "virtual studio" for music production. In this case, collaborating artists and studio engineers may each be in different studio, perhaps very far apart, but seamlessly connected via audio compression links running over ISDN.

### 42.3 Perceptual Coding

PAC, as already mentioned, is a "Perceptual Coder" [6], as opposed to a source modelling coder. For typical examples of source, perceptual, and combined source and perceptual coding, see Figs. 42.1, 42.2, and 42.3. Figure42.1 showstypical block diagrams of sourcecoders, hereexemplified by DPCM, ADPCM , LPC, and transform coding[5]. Figure 42.2 illustrates a basic perceptual coder. Figure 42.3 shows a combined source and perceptual coder.
"Source model" coding describes a method that eliminates redundancies in the source material in the process of reducingthebit rateof the coded signal. A sourcecoder can beeither lossless, providing perfect reconstruction of theinput signal or lossy. Losslesssourcecodersremoveno information from the signal; they remove redundancy in the encoder and restoreit in the decoder. Lossy coders remove information from (add noiseto) the signal; however, they can maintain a constant compression ratio regardless of the information present in a signal. In practice, most source coders used for audio signals are quite lossy [3].

The particular blocks in source coders, e.g., Fig. 42.1, may vary substantially, as shown in [5], but generally include one or more of the following.

- Explicit source model, for example an LPC model.
- Implicit source model, for exampleDCPM with a fixed predictor.
- Filterbank, in other words a method of isolating the energy in the signal.
- Transform, which also isolates (or "diagonalizes") the energy in the signal.

All of these methods serve to identify and potentially remove redundancies in the source signal. In addition, some coders may use sophisticated quantizers and information-theoretic compression techniques to efficiently encodethe data, and most if not all coders use a bitstream formatter in order to provide data organization. Typical compression methods do not rely on information-theoretic coding alone; explicit source models and filterbanks provide superior source modeling for audio signals.

All perceptual codersarelossy. Rather than exploit mathematical properties of thesignal or attempt to understand the producer, perceptual coders model the listener, and attempt to remove irrelevant (undetectable) parts of the signal. In some sense, one could refer to it as a "destination" rather than "source" coder. Typically, a perceptual coder will have a lower SNR than an equivalent rate source coder, but will provide superior perceived quality to the listener.


FIGURE 42.1: Block diagrams of selected source-coders.

The perceptual coder shown in Fig. 42.2 has the following functional blocks.

- Filterbank - Converts the input signal into a form suitable for perceptual processing.
- Perceptual model - Determines the irrelevancies in the signal, generating a perceptual threshold.
- Quantization - Applies the perceptual threshold to the output of the filterbank, thereby removing the irrelevancies discovered by the perceptual model.
- Bit stream former - Converts the quantized output and any necessary side information into a form suitable for transmission or storage.

The combined source and perceptual coder shown in Fig. 42.3 hasthefollowing functional blocks.


FIGURE 42.2: Block diagrams of a simple perceptual coder.


FIGURE 42.3: Block diagrams of an integrated source perceptual coder.

- Filterbank - Converts the input signal into a form that extracts redundancies and is suitable for perceptual processing.
- Perceptual model - Determines the irrelevancies in the signal, generates a perceptual threshold, and relates the perceptual threshold to the filterbank structure.
- Fitting of perceptual model to filtering domain - Converts the outputs of the perceptual model into a form relevant to the filter bank.
- Quantization - Applies the perceptual threshold to the output of the filterbank, thereby removing the irrelevancies discovered by the perceptual model.
- Information-theoretic compression - Removes redundancy from theoutput of thequantizer.
- Bit stream former - Convertsthe compressed output and any necessary sideinformation into a form suitable for transmission or storage.

M ost coders referred to as perceptual coders are combined source and perceptual coders. Combining a filterbank with a perceptual model provides not only a means of removing perceptual irrelevancy, but also, by means of the filterbank, provides signal diagonalization, ergo source coding gain. A combined coder may have the same block diagram as a purely perceptual coder; however, the choice of filterbank and quantizer will be different. PAC is a combined coder, removing both irrelevancy and redundancy from audio signals to provide efficient compression.

### 42.3.1 PAC Structure

Figure 42.4 shows a more detailed block diagram of the monophonic PAC algorithm, and illustrates the flow of data between the algorithmic blocks. There are five basic parts.


FIGURE 42.4: Block diagram of monophonic PAC encoder.

1. Analysis filterbank - The filterbank converts the time domain audio signal to the shortterm frequency domain. Each block is selectably coded by 1024 or 128 uniformly spaced frequency bands, depending on the characteristics of the input signal. PAC's filterbank is used for source coding and cochlear modeling (i.e., perceptual coding).
2. Perceptual model - The perceptual model takes the time domain signal and the output of thefilterbank and calculates a frequency domain threshold of masking. A threshold of masking is a frequency dependent calculation of the maximum noise that can be added to the audio material without perceptibly altering it. Threshold values are of the same time and frequency resolution as the filterbank.
3. Noise allocation - Noise is added to the signal in the process of quantizing the filter bank outputs. As mentioned above, the perceptual threshold is expressed as a noise level for each filterbank frequency; quantizers are adjusted such that the perceptual thresholds are met or exceeded in a perceptually gentle fashion. While it is always possible to meet the perceptual threshold in a unlimited rate coder, coding at high compression ratios requires both overcoding (adding less noise to the signal than the perceptual threshold requires) and undercoding (adding morenoiseto the signal than the perceptual threshold requires). PAC's noise allocation allows for some time buffering, smoothing local peaks and troughs in the bitrate demand.
4. Noiseless compression - M any of the quantized frequency coefficients produced by the noise allocator arezero; the rest have a non-uniform distribution. Information-theoretic methods areemployed to provide an efficient representation of thequantized coefficients.
5. Bitstream former - Formsthebitstream, adds any transport layer, and encodestheentire set of information for transmission or storage.

As an example, Fig. 42.5 shows the perceptual threshold and spectrum for a typical (trumpet) signal. The staircase curve is the cal culated perceptual threshold, and the varying curve is the shortterm spectrum of the trumpet signal. Note that a great deal of the signal is below the perceptual threshold, and therefore redundant. This part of thesignal is what we discard in theperceptual coder.


FIGURE 42.5: Example of masking threshold and signal spectrum.

### 42.3.2 The PAC Filterbank

Thefilterbank normallyused in PAC is referred to asthemodified discretecosinetransform (M DCT) [15]. It may be viewed as a modulated, maximally decimated perfect reconstruction filterbank. The subband filters in a M DCT filterbank are linear phase FIR filters with impulse responses twice as long as thenumber of subbands in thefilterbank. Equivalently, M DCT is alapped orthogonal transform with a $50 \%$ overlap between two consecutive transform blocks; i.e., the number of transform coefficients is equal to one half the block length. Various efficient forms of this algorithm are detailed in [11]. Previously, Ferreira [10] has created an alternate form of this filterbank wherethe decimation is done by dropping the imaginary part of an odd-frequency FFT, yielding and odd-frequency FFT and an M DCT from the same calculations.

In an audio coder it is quite important to appropriately choose the frequency resolution of the filterbank. During the devel opment of the PAC algorithm, a detailed study of the effect of filterbank resolution for a variety of signals was examined. Two important considerations in perceptual coding, i..e, coding gain and non-stationarity within a block, were examined as a function of block length. In general the coding gain increases with the block length indicating a better signal representation for redundancy removal. However, increasing non-stationarity within a block forces the use of more conservative perceptual masking thresholds to ensure the masking of quantization noise at all times. This reduces the realizable or net coding gain. It was found that for a vast majority of music samples the realizable coding gain peaks at the frequency resolution of about 1024 lines or subbands, i.e., a window of 2048 points (this is true for sampling rates in the range of 32 to 48 kHz ). PAC therefore employs a 1024 line M DCT as the normal "long" block representation for the audio signal.

In general, some variation in the time frequency resolution of the filterbank is necessary to adapt to the changes in the statistics of the signal. Using a high frequency resolution filterbank to encode a signal segment with a sharp attack leads to significant coding inefficiencies or preecho conditions. Pre-echosoccur when quantization errors arespread over theblock by thereconstruction filter. Since pre-masking by an attack in theaudio signal lasts for only about 1 msec (or even less for stereo signals), these reconstruction errors are potentially audible as pre-echos unless significant readjustments in the perceptual thresholds are made resulting in coding inefficiencies.

PAC offers two strategiesfor matching thefilterbank resolution to the signal appropriately. A lower computational complexity version is offered in the form of window switching approach whereby the M DCT filterbank is switched to a lower 128 line spectral resolution in the presence of attacks. This approach isquiteadequatefor theencoding of attacksat moderateto higher bit rates ( 96 kbpsor higher for a stereo pair). Another strategy offered as an enhancement in the EPAC codec is the switched M DCT/wavelet filterbank scheme mentioned earlier. The advantages of using such a scheme as well as its functional details are presented below.

### 42.3.3 The EPAC Filterbank and Structure

Thedisadvantage of the window switching approach isthat the resulting timeresolution is uniformly higher for all frequencies. In other words, one is forced to increase the time resolution at the lower frequencies to increase it to the necessary extent at higher frequencies. The inefficient coding of lower frequencies becomes increasingly burdensome at lower bit rates, i.e., 64 kbps and lower. An ideal filterbank for sharp attacks is a non-uniform structure whose subband matches the critical band scale. M oreover, it is desirable that the high frequency filters in the bank be proportionately shorter. This is achieved in EPAC by employing a high spectral resolution M DCT for stationary portions of the signal and switching to a non-uniform (tree structured) wavelet filterbank (WFB) during non-stationarities.

WFBs arequite attractivefor the encoding of attacks[17]. Besides thefact that wavelet representation of such signals is more compact than the representation derived from a high resolution M DCT,
wavelet filters have desirable temporal characteristics. In a W FB, the high frequency filters (with a suitable moment condition as discussed below) typically have a compact impulse response. This prevents excessive time spreading of quantization errors during synthesis.

The overview of an encoder based on the switched filterbank idea is illustrated in Fig. 42.6. This structure entails the design of a suitable W FB which is discussed next.


FIGURE 42.6: Block diagram of the switched filterbank audio encoder.

The WFB in EPAC consists of a tree structured wavelet filterbank which approximates the critical band scale. The tree structure has the natural advantage that the effective support (in time) of the subband filters is progressively smaller with increasing center frequency. This is because the critical bands are wider at higher frequency so fewer cascading stages are required in the tree to achieve the desired frequency resolution. Additionally, proper design of the prototype filters used in the tree decomposition ensures (see below) that the high frequency filters in particular are compactly localized in time.

Thedecomposition treeisbased on sets of prototype filterbanks. Theseprovidetwo or morebands of split and are chosen to provide enough flexibility to design a tree structure that approximates the critical band partition closely. The three filterbanks were designed by optimizing parametrized para-unitary filterbanks using standard optimization tools and an optimization criterion based on weighted stopband energy [20]. In this design, the moment condition plays an important role in achieving desirable temporal characteristics for the high frequency filters. An $M$ band para-unitary filterbank with subband filters $\left\{H_{i}\right\}_{i=1}^{i=M}$ is said to satisfy a Pth order moment condition if $H_{i}\left(e^{j w}\right)$ for $i=2,3, \ldots M$ hasa $P$ th order zero at $\omega=0$ [20]. For a given support for thefilters, $K$, requiring $P>1$ in the design yieldsfiltersfor which the "effective" support decreases with increasing $P$. In the other words, most of the energy is concentrated in an interval $K^{\prime}<K$ and $K^{\prime}$ is smaller for higher $P$ (for a similar stopband error criterion). The improvement in the temporal response of the filters occurs at the cost of an increased transition band in the magnitude response. However, requiring at least a few vanishing moments yields filters with attractive characteristics.

Theimpulse response of a high frequency wavelet filter (in a 4-band split) is illustrated in Fig. 42.7. For comparison, the impulse response of a filter from a modulated filterbank with similar frequency characteristics is also shown. It is obvious that the wavelet filter offers superior localization in time.


FIGURE 42.7: High frequency wavelet and cosine-modulated filters.

## Switching Mechanism

The M DCT is a lapped orthogonal transform. Therefore, switching to a wavelet filterbank requires orthogonalization in the overlap region. While it is straightforward to set up a general orthogonalization problem, the resulting transform matrix is inefficient computationally. The orthogonalization algorithm can besimplified by noting that a MDCT operation over a block of $2 * N$ samples is equivalent to a symmetry operation on the windowed data (i.e., outer $N / 2$ samples from either end of the window arefolded into theinner $N / 2$ samples) followed by an $N$ point orthogonal block transform $Q$ over these $N$ samples. Perfect reconstruction is ensured irrespective of thechoice of a particular block orthogonal transform $Q$. Therefore, $Q$ may be chosen to be a $D C T$ for one block and a wavelet transform matrix for the subsequent or any other block. The problem with this approach is that the symmetry operation extends the wavelet filter ( or its translates) in time and also introduces discontinuities in these filters. Thus, it impairs the temporal as well as frequency characteristics of the wavelet filters. In the present encoder, this impairment is mitigated by the following two steps: (1) start and stop windows are employed to switch between MDCT and WFB (this is similar to the window switching scheme in PAC), and (2) the effective overlap between the transition and wavelet windows is reduced by the application of a new family of smooth windows [19]. The resulting switching sequence is illustrated in Fig. 42.8.

Thenext design issuein the switched filterbank schemeisthe design of a $N \times N$ orthogonal matrix $Q^{W F B}$ based on the prototype filters and the chosen tree structure. To avoid circular convolutions, we employ transition filters at the edge of the blocks. Given a subband filter, $c_{k}$, of length $K$ a total of $K_{1}=(K / M)-1$ transition filters are needed at the two ends of the block. The number at a particular end is determined by the rank of a $K \times\left(K_{1}+1\right)$ matrix formed by the translations


FIGURE 42.8: A filterbank switching sequence.
of $c_{k}$. The transition filters are designed through optimization in a subspace constrained by the pre-determined rows of $Q^{W F B}$.

### 42.3.4 Perceptual Modeling

Current versions of PAC utilize several perceptual models. Simplest is the monophonic model which calculates an estimated JND in frequency for a single channel. Others add MS (i.e., sum and difference) thresholds and noise-imaging protected thresholds for pairs of channels as well, as "global thresholds" for multiple channels. In this section we discuss the calculation of monophonic thresholds, M S thresholds, and noise-imaging protected thresholds.

## Monophonic Perceptual Model

The perceptual model in PAC is similar in method to the model shown as "Psychoacoustic M odel II" in the M PEG-1 audio standard annexes [14]. The following steps are used to calculate the masking threshold of a signal.

- Calculate the power spectrum of the signal in $1 / 3$ critical band partitions.
- Calculate the tonal or noiselike nature of the signal in the same partitions, called the tonality measure.
- Calculate the spread of masking energy, based on the tonality measure and the power spectrum.
- Calculate the time domain effects on the masking energy in each partition.
- Relate the masking energy to the filterbank outputs.


## Application of Maskingto the Filterbank

Since PAC uses the same filterbank for perceptual modeling and source coding, converting masking energy into terms meaningful to the filterbank is straightforward. However, the noise allocator quantizes filterbank coefficients in fixed blocks, called coder bands, which differ from the $1 / 3$ critical band partitions used in perceptual modeling. Specifically, 49 coder bands are used for the 1024-line filterbank, and 14 for the 128 -line filterbank. Perceptual thresholds are mapped to coder bands by using the minimum threshold that overlaps the band.

In EPAC additional processing is necessary to apply the threshold to the WFB. The thresholds for the quantization of wavelet coefficients are based on an estimate of time-varying spread energy in each of the subbands and a tonality measure as estimated above. The spread energy is computed by consideringthespread of masking acrossfrequency aswell astime. In other words, an inter-frequency as well as a temporal spreading function is employed. The shape of these spreading functions may be derived from the cochlear filters [1]. The temporal spread of masking is frequency dependent and is roughly determined by the (inverse of) bandwidth of the cochlear filter at that frequency. A fixed temporal spreading function for a range of frequencies (wavelet subbands) is employed. The coefficients in a subband aregrouped in a coder band as above and onethreshold valueper coderband is used in quantization. The coderband span ranges from 10 msec in the lowest frequency subband to about 2.5 msec in thehighest frequency subband.

## Stereo Threshold Cal culation

Experiments have demonstrated that the monaural perceptual model does not extend trivially to the binaural case. Specifically, even if onesignal is masked by both the $L$ (left) and $R$ (right) signals individually, it may not be masked when the $L$ and $R$ signals are presented binaurally. For further details, see the discussion of Binary M asking Level Difference (BLM D) in [12].

In stereo PAC Fig. 42.9, we used a model of BLM D in several ways, all based on the calculation of the $M$ (mono, $L+R$ ) and $S$ (stereo, $L-R$ ) thresholds in addition to the independent $L$ and $R$ thresholds. To computethe $M$ and $S$ thresholds, thefollowing steps are added after the computation of the masking energy.


FIGURE 42.9: Stereo PAC block diagram.

- Calculatethe spread of masking energy for theother channel, assuming a tonal signal and adding BM LD protection.
- Choose the more restrictive, or smaller, masking energy.

For the $L$ and $R$ thresholds, the following step is added after the computation of the masking energy.

- Calculation of the spread of masking energy for the other channel. If the two masking energies are similar, add BM LD protection to both.

These four thresholds are used for the calculation of quantization, rate, and so on. An example set of spectra and thresholds for a vocal signal are shown in Fig. 42.10. In this figure, compare the threshold values and energy values in the $S$ (or "Difference") signal. As is clear, even with the BM LD protection, most of the $S$ signal can be coded as zero, resulting in substantial coding gain. Because the signal is more efficiently coded as M S even at low frequencies where the BLM D protection is in effect, that protection can begreatly reduced for the moreenergetic $M$ channel becausethenoise will image in the same location as the signal, and not create an unmasking condition for the $M$ signal, even at low frequencies. This provides increases in both audio quality and compression rate.


FIGURE 42.10: Examples of stereo PAC thresholds.

### 42.3.5 MS vs. LR Switching

In PAC, unlike the M PEG Layer III codec [13] M S decisions are made independently for each group of frequencies. For instance, the coder may alternate coding each group as M S or LR, if that proves most efficient. Each of the L, R, M and S filterbank coefficients are quantized using the appropriate thresholds, and the number of bits required to transmit coefficients is computed. For each group of frequencies, the more efficient of LR or MS is chosen; this information is encoded with a Huffman codebook and transmitted as part of the bitstream.

### 42.3.6 Noise Allocation

Compression is achieved by quantizing the filter bank outputs into small integers. Each coder band's threshold is mapped onto 1 of 128 exponentially distributed quantizer step sizes, which is used to quantize the filter bank outputs for that coder band.

PAC controls the instantaneous rate of transmission by adjusting the thresholds according to an equal-loudness calculation. Thresholds are adjusted so that the compression ratio is met, plus or minus a small amount to allow for short term irregularities in demand. This noise allocation system is iterative, using a single estimator that represents the absolute loudness of the noise relative to the perceptual threshold. Noise allocation is made across all frequencies for all channels, regardless of stereo coding decision: ergo the bits are allocated in a perceptually effective sense between $L, R, M$, and $S$, without regard to any measure of how many bits are assigned to $L, R, M$, and $S$.

### 42.3.7 Noiseless Compression

After the quantizers and quantized coefficients for a block are determined, information-theoretic methods are employed to yield an efficient representation.

Coefficients for each coder band are encoded using one of eight Huffman codebooks. One of the tables encodes only zeros; the rest encode coefficients with increasing absolute value. Each codebook encodes groups of two or four coefficients, with the exception of the zero codebook which encodes all of the coefficients in the band. See Table 42.1 for details. In this table, LAV refers to the largest absolute value in a given codebook, and dimension refers to the number of quantized outputs that are coded together in one codeword. Two codebooks are special, and require further mention. The zero codebook is of indeterminate size, it indicates that all quantized values that the zero codebook applies to are in fact zero, no further information is transmitted about those values. Codebook seven is also a special codebook. It is of size -16:16 by -16:16, but the entry of absolute value 16 is not a data value, it is, rather, an escape indicator. For each escape indicator sent in codebook seven (there can bezero, one, or two per codeword), there is an additional escape word sent immediately after the Huffman codeword. This additional codeword, which is generated by rule, transmits the value of the escaped codeword. This generation by ruleis a process that has no bounds; therefore, any quantized value can be transmitted by the use of an escape sequence.

TABLE 42.1 PAC Huffman
Codebooks

| Codebook | LAV | Dimension |
| :---: | :---: | :---: |
| 0 | 0 | $*$ |
| 1 | 1 | 4 |
| 2 | 1 | 4 |
| 3 | 2 | 4 |
| 4 | 4 | 2 |
| 5 | 7 | 2 |
| 6 | 12 | 2 |
| 7 | ESC | 2 |

Communicating the codebook used for each band constitutes a significant overhead; therefore, similar codebooks are grouped together in sections, with only one codebook transmitted and used for encoding each section.

Since the possible quantizers are precomputed, the indices of the quantizers are encoded rather than the quantizer values. Quantizer indices for coder bands which have only zero coefficients are discarded; the rest are differentially encoded, and the differences are H uffman encoded.

### 42.4 Multichannel PAC

The multichannel perceptual audio coder (M PAC) extends the stereo PAC algorithm to the coding of multiple audio channels. In general, theM PAC algorithm is software configurableto operatein 2, 4, 5 , and 5.1 channel mode. In this document we will describe the M PAC algorithm as it is applied to a 5-channel system consisting of the five full bandwidth channels: Left (L), Right (R), Center (C), Left Surround (Ls), and Right Surround (Rs).

The M PAC 5-channel audio coding algorithm is illustrated in Fig. 42.11. Below we describe the various modules, concentrating in particular on theones that are different from thestereo algorithm.


FIGURE 42.11: Block diagram of M PAC.

### 42.4.1 Filterbank and Psychoacoustic Model

Like the stereo coder, M PAC employs a M DCT filterbank with two possible resolutions, i.e., the usual long block which has 1024 uniformly spaced frequency outputs and a short bank which has 128 uniformly spaced frequency bins. A window switching algorithm, as described above, is used to switch to a short block in the presence of strong non-stationarities in the signal. In the 5-channel setup it desirableto beableto switch theresolution independently for various subsets of channels. For example, one possible, scenario is to apply the window switching algorithm to the front channels (L, R, and C) independently of the surround channels (Ls and Rs). However, this somewhat inhibits the possibilities for composite coding (see below) among the channels. Therefore, one needs to examine the relative gain of independent window switching vs. the gain from a higher level of composite coding. In the present implementation different filterbank resolutions for the front and surround channels are allowed.

The individual masking threshold for the five channels are computed using the PAC psychoacoustic model described above. In addition, the front pair LR and the surround pair Ls/Rs are used to generate two pairs of M S thresholds (c.f., Section "Stereo Threshold Calculation"). The five channels are coded with their individual thresholds excepting in the case where joint stereo coding is being used (either for the front or the surround pair), in which case the appropriate M S thresholds
areused. In addition to the five individual and four stereo thresholds, a joint (or "global") threshold based on all channels is also computed. The computation and role of the global threshold will be discussed later in this section.

### 42.4.2 The Composite Coding Methods

The M PAC algorithm extends the M S coding of the stereo algorithm to a more elaborate composite coding scheme. LiketheM S coding algorithm, the M PAC algorithm uses adaptive composite coding in both time and frequency: the composite coding mode is chosen separately for each of the coder bands at every analysis instance. This selection is based on a "perceptual entropy" criterion and attempts to minimizethebit rate requirement as well as exercisesome control over noiselocalization. The coding scheme uses two complementary sets of inter-channel combinations as described below:

- M S coding for the front and surround pair
- Inter-channel prediction

M S coding is a basis transformation operation and is thereforeperformed with the uncoded samples of the corresponding pair of channels. The resulting M or Schannel is then coded using its own threshold (which is computed separately from theindividual channel threshold). Inter-channel prediction, on the other hand, is performed using the quantized samples of the predicting channel. This is done to prevent the propagation of quantization errors (or "cross-talk"). The predicted value for each channel is subtracted from the channel samples and theresulting differenceis encoded using the original channel threshold. It may be noted that the two sets of channel combinations are nested so that either, both, or nonemay beemployed for a particular coder band. The coder currently employs the following possibilities for inter-channel prediction.

For the Front Channels (L, R \& C): Front L and R channels are coded as LR or MS. In addition, one of the following two possibilities for inter-channel prediction may be used.

1. Center predicts LR (or M if M S coding mode is on).
2. Front $M$ channel predicts the center.

For the Surround Channels (Ls and Rs): Ls and Rs channels are coded as Ls/Rs or M s/Ss (where M s and Ss are, respectively, the surround $M$ and surround S). In addition, one or both of following two modes of interchannel prediction may be employed:

1. Front $L, R, M$ channels predict $L s / R s$ or $M s$.
2. Center channel predicts Ls/Rs or Ms.

In thepresent implementation, thepredictor coefficients in all of theaboveinter-channel prediction equations are all fixed to either zero or one.

Notethat the possibility of completely independent codingisimplicit in the abovedescription, i.e., the possibility of turning off any possible prediction is always included. Furthermore, any of these conditions may be independently used in any of the 49 coder bands (long filter band length) or in the 14 coder bands (short filter band length), for each block of filterbank output. Also note that for the short filterbank where the outputs are grouped into 8 groups of 128 (each group of 128 has 14 bands), each of these 8 groups has independently calculated composite coding.

Thedecisions for compositecoding arebased primarily on the "perceptual entropy" criterion; i.e., the composite coding mode is chosen to minimize the bit requirement for the perceptual coding of the filterbank outputs from the five channels. The decision for MS coding (for the front and surround pair) is also governed in part by noise localization considerations. As a consequence, the M PAC coding algorithm ensures that signal and noise images are localized at the same place in the
front and rear planes. The advantage of this coding scheme is that the quantization noise usually remains masked not only in a listening room environment but also during headphone reproduction of a stereo downmix of the five coded channels (i.e., when two downmixed channels of the form $L c=L+\alpha C+\beta L s$, and $R c=R+\alpha C+\beta R s$ are produced and fed to a headphone).
The method used for composite coding is still in the experimental phase and subject to refinements/modifications in future.

### 42.4.3 Use of a Global Masking Threshold

In addition to thefive individual thresholds and the four M S thresholds, the M PAC coder also makes use of a global threshold to take advantage of masking across the various channels. This is done when the bit demand is consistently high so that the bit reservoir is close to depletion. The global threshold is taken to be the maximum of five individual thresholds minus a "safety margin". This global threshold is phased in gradually when the bit reservoir is really low (e.g., less than 20\%) and in that case it is used as a lower limit for the individual thresholds.

The reason that global threshold is useful is because results in [12] indicate that if the listener is more than a "critical distance" away from the speakers, then the spectrum at either of listener's ear may be well approximated by the sum of power spectrums due to individual speakers.

Thecomputation of aglobal threshold also involves a safety margin. Thissafety margin isfrequency dependent and islarger for thelower frequencies and smaller for higher frequencies. Thesafety margin changes with the bit reservoir state.

### 42.5 Bitstream Formatter

PAC is a block processing algorithm; each block corresponds to 1024 input samples from each channel, regardless of the number of channels. The encoded filter bank outputs, codebook sections, quantizers, and channel combination information for one 1024-sample chunk or eight 128-sample chunks are packed into one frame.

Depending on the application, various extra information is added to first frame or to every frame. When storing information on a reliable media, such as a hard disk, one header indicating version, sample rate, number of channels, and encoded rate is placed at the beginning of the compressed music. For extremely unreliable transmission channels, like DAR, a header is added to each frame. This header contains synchronization, error recovery, samplerate, number of channels, an thetransmission bit rate.

### 42.6 Decoder Complexity

The PAC decoder is of approximately equal complexity to other decoders currently known in the art. Its memory requirements are approximately

- 1100 words each for M DCT and WFB workspace
- 512 words per channel for M DCT memory
- (optional) 1024 words per channel for error mitigation
- 1024 samples per channel for output buffer
- 12 Kbytes ROM for codebooks

Thecalculation requirementsfor thePAC decoder areslightly morethan doinga512-point complex FFT per 1024 samples per channel. On an Intel 486 based platform, the decoder executes in real time using up approximately 30 to 40.

### 42.7 Conclusions

PAC has been tested both internally and externally by variousorganizations. In the 1993ISO-M PEG-2 5-channel test, PAC demonstrated the best decoded audio signal quality availablefrom any algorithm at $320 \mathrm{~kb} / \mathrm{s}$, far outperforming all algorithms, including the backward compatible algorithms. PAC is the audio coder in three of the submissions to the U.S. DAR project, at bit rates of $160 \mathrm{~kb} / \mathrm{s}$ or $128 \mathrm{~kb} / \mathrm{s}$ for two-channel audio compression.

PAC presents innovations in the stereo switching algorithm, the psychoacoustic model, filterbank, the noise-allocation method, and the noiseless compression technique. The combination provides either better quality or lower bit rates than techniques currently on the market.

In summary, PAC offersasingleencodingsolution that efficiently codessignalsfrom AM bandwidth ( 5 to 10 kHz ) to full CD bandwidth, over dynamic ranges that match the best available analog to digital convertors, from onemonophonic channel to a maximum of 16 front, 7 back, 7 auxiliary, and at least 1 effects channel. It operates from $16 \mathrm{~kb} / \mathrm{s}$ up to a maximum of more than $1000 \mathrm{~kb} / \mathrm{s}$ for the multiple-channel case. It is currently implemented in 2-channel hardware encoder and decoder, and 5-channel softwareencoder and hardware decoder. Versions of thebitstream that include an explicit transport layer provide very good robustness in the face of burst-error channels, and methods of mitigating the effects of lost audio data.

In the future, we will continue to improve PAC. Some specific improvements that are already in motion are the improvement of the psychoacoustic threshold for unusual signals, reduction of the overhead in thebitstream at low bit rates, improvements of thefilterbanksfor higher coding efficiency, and the application of vector quantization techniques.
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### 43.1 Introduction

## Kenzo Akagiri

In digital signal processing, manipulating of the signal is defined as an essentially mathematical procedure, while the AD and DA converters, the front end and the final stage devices of the processing, include analog factor/limitation. Therefore, the performance of the devices determines the degradation from the theoretical performance defined by the format of the system.

Until the 1970s, AD and DA converters with around 16 -bit resolution, which were fabricated by module or hybrid technology, were very expensive devices for industry applications. At the beginningof the 1980s, theCD (compact disk) player, thefirstmass-production digital audio product, was introduced, and required low cost and monolithic type DA converters with 16-bit resolution. The two-step dual slope method [1] and the DEM (Dynamic Element M atching) [2] method were
used in the first generation DA converters for CD players. These were methods which relieved the accuracy and matching requirements of the elements to guarantee conversion accuracy by circuit technology. Introducing new ideas on circuit and trimming, like segment decode and laser trimming of the thin film fabricated on monolithic silicon die, for example, classical circuit topologies using binary weighted current source were also used. For AD conversion at same generation, successive approximation topology and the two-step dual slope method were also used.

In the mid-1980s, introductions of the oversampling and the noise shaping technology to the AD and DA converters for audio applications were investigated [3]. The converters using thetechnologies are the most popular devices for recent audio applications, especially as DA converters.

### 43.2 Oversampling AD and DA Conversion Principle

## M. Katakura

### 43.2.1 Concept

The concept of the oversampling AD and DA conversion, DS or SD modulation, was known in the 1950s; however, the device technology to fabricate actual devices was impracticable until the 1980s[4].

The oversampling AD and DA conversion is characterized by the following threetechnologies.

1. oversampling
2. noise shaping
3. fewer bit quantizer (converters used one bit quantizer called the DS or SD type)

It is well known that the quantization noise shown in the next equation is determined by only quantization step $D$ and distributed in bandwidth limited by Nyquist frequency (2/fs), and the spectrum is almost similar to white noise when the step size is smaller than the signal level.

$$
\begin{equation*}
V_{n}=\Delta / \sqrt{12} \tag{43.1}
\end{equation*}
$$

As shown in Fig. 43.1, the oversampling expands a capacity of thequantization noise cavity on the frequency axis and reduces the noise density in the audio band, and the noise shaping moves it to out of the band. Figure 43.2 is first-order noise shaping to show the principle of the noise shaping, in which the quantizer is represented by the adder fed an input $U(n)$ and a quantization noise $Q(n)$. $Y(n)$ and $U(n)$, the output and input signals of the quantizer, respectively, are given as follows:

$$
\begin{align*}
Y_{(n)} & =U_{(n)}+Q_{(n)}  \tag{43.2}\\
U_{(n)} & =X_{(n)}+Q_{(n-1)} \tag{43.3}
\end{align*}
$$

As a result, the output $Y(n)$ is

$$
\begin{equation*}
Y_{(n)}=X_{(n)}+\left\{Q_{(n)}-Q_{(n-1)}\right\} \tag{43.4}
\end{equation*}
$$

The quantization noisein output $Y(n)$, which is a differentiation of theoriginal quantization noise $Q(n)$ and $Q(n-1)$ shifted a time step, has high frequency boosted spectrum. Equation (43.4) is written as follows using $z$

$$
\begin{equation*}
Y_{(z)}=X_{(z)}+Q_{(z)}\left(1-Z^{-1}\right) \tag{43.5}
\end{equation*}
$$

The oversampling conversion using one bit quantizer is called DS or SD AD/DA converters. Regarding one bit quantizer, a mismatch of the elements does not affect differential error; in other


FIGURE 43.1: Quantization noise of the oversampling conversion.


FIGURE 43.2: First-order noise shaping.
words, it has no non-linear error. Assume output swing of the quantizer is $\pm \mathrm{D}$, quantization noise $Q(z)$ is whitenoise, and themagnitude $|Q(W t)|$ is $\mathrm{D} 2 / 3$, which correspondsto four times in power of Eq. (43.1) since the step size is twicethat. Define $q$ which is $2 p \cdot f$ max $/ f s$, where $f$ max and $f s$ are the audio bandwidth and the sampling frequency, respectively, then the in-band noise in Eq. (43.5) becomes

$$
\begin{align*}
\bar{N}^{2} & =\left|Q_{(\omega T)}\right|^{2} \frac{1}{2 \pi} \int_{-\theta}^{\theta}\left|H_{(\omega T)}\right|^{2} d_{(\omega T)} \\
& =\frac{\Delta^{2}}{3} \frac{1}{2 \pi} \int_{-\theta}^{\theta}\left|1-e^{-j \omega T}\right|^{2} d_{(\omega T)} \\
& =\frac{\Delta^{2}}{3} \frac{2}{\pi}(\theta-\sin \theta) \\
& =\frac{\Delta^{2}}{9 \pi} \theta^{3} \tag{43.6}
\end{align*}
$$

The oversampling conversion has the following remarkable advantages compared with traditional methods.

1. It is easy to realize"good" onebit converters without superior deviceaccuracy and matching.
2. Analog anti-aliasing filters with sharp cutoff characteristics are unnecessary due to oversampling.

Usingtheoversampling convertingtechnology, requirementsfor analog parts are relaxed; however,
they require large scale digital circuits because interpolation filters in front of the DA conversion, which increase sampling frequency of the input digital signal, and decimation filters after the AD conversion, which reject quantization noise in high frequency and reduce sampling frequency, are required.

Figure43.3 shows theblock diagram of theDA converter including an interpolation filter. Though theschemeof thenoiseshaper isdifferent from that of Fig. 43.2, thefunction isequivalent. Figure 43.4 showstheblock diagram of theAD converter including adecimation filter. Notethat theAD converter is almost the same as with the DA converters regarding the noise shapers; however, the details of the hardwarearedifferent depending on whether theblock handles analog or digital signal. For example, to handle digital signals the delay units and the adders should use latches and digital adders; on the other hand, to handleanalog signals delay units and adders using switched capacitor topology should be used. In the DS type, the quantizer is just reduction data length to one bit for the DA converter, and is a comparator for the AD converter by the same rule.


FIGURE 43.3: Oversampling DA converter.


FIGURE 43.4: Oversampling AD converter.

### 43.2.2 Actual Converters

To achieve resolution of 16 bits or morefor digital audio applications, the first-order noiseshaping is not acceptable because it requires an extra high oversampling ratio, and the following technologies are actually adopted.

- High-order noise shaping
- Multi-stage (feedforward) noise shaping
- Interpolative conversion

1. High-order noise shaping

Figure 43.5 shows quantization noise spectrum for order of the noise shaping. The third-order noise shaping achieves 16-bit dynamic rangeusing less than an oversampling ratio of 100. Figure43.6 shows a third-order noise shaping for example of the high order. Order of the noise shaping used is 2 to 5 for audio applications.


FIGURE 43.5: Quantization noise vs. order of noise shaping.


FIGURE 43.6: Third-order noise shaping.

In Fig. 43.6 output $Y(z)$ is given

$$
\begin{equation*}
Y_{(z)}=X_{(z)}+Q_{(z)}\left(1-Z^{-1}\right)^{3} \tag{43.7}
\end{equation*}
$$

The high-order noise shaping has a stability problem because the phase shift of the open loop in morethan a third-order noise shaping exceeds $180^{\circ}$. In order to guarantee the stability, an amplitude limiter at the integrator outputs is used, and modification of the loop transfer function is done, although it degrades the noise shaping performance slightly.
2. Multi-stage (feedforward) noise shaping [5]

Multi-stage(feedforward) noiseshaping (called M ASH ) achieveshigh-order noiseshapingtransfer functionsusingnothigh-order feedback butfeedforward, and isshown in Fig. 43.7. Though two-stage (two-order) is shown in Fig. 43.7, three stage (three-order) is usually used for audio applications.


FIGURE 43.7: Multi-stage noise shaping.

## 3. Interpolative converters [6]

This is a method which uses a few bit resolution converters instead of one bit. The method reduces the oversamplimg ratio and order of the noise shaping to guarantee specified dynamic range and improve the loop stability. Since absolute value of the quantization noise becomes small, it is relatively easy to guaranteenoiselevel; however, linearity of largesignal conditionsaffectsthelinearity error of the AD/DA converters used in the noise shaping loop.

Oversampling conversion has become a major technique in digital audio application, and one of the distinctions is that it does not inherently zero cross distort. For recent device technology, it is not so difficult to guarantee 18-bit accuracy. Thus far, the available maximum dynamic range is slightly lessthan 20 bit ( 120 dB ) without noise weighting (wideband) dueto analog limitation. On theother hand, converters with 20-bit or more resolution have been reported [7] and are expected to improve sound quality in very small signal levels from the standpoint of hearing.
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### 43.4 The SDDS System for Digitizing Film Sound

H. Yamauchi, E. Saito, and M. Kohut

### 43.4.1 Film Format

There are three basic concepts for developing the SDDS format. They can

1. Provide sound quality similar to CD sound quality. We adapt ATRAC (Adaptive TRansform Acoustic Coding) to obtain good sound quality equival ent to that of CDs. ATRAC is the compression method used in the mini disc (M D) which has been in sale since 1992. ATRAC enables one record digital sound data by compressing about $1 / 5$ of the original sound.
2. Provide enough numbers of sound channels with good surround effects. We have eight discrete channel systems and six channels to the screen in the front and two channels in the rear as surround speakers shown in Fig. 43.8. We have discrete channel systems, making a good channel separation which provides superior surround effects even in a large theater with no sound defects.
3. Be compatible with the current widespread analogue sound system. There are limited spaces between the sprockets, picture frame, and in the external portion of the sprocket hole where the digital sound could be recorded because the analogue sound track is left as usual. As in the cinema scope format, it may be difficult to obtain enough space between picture frames. Because the signal for recording and playback would become intermittent between sprockets, special techniques would be required to process such signals. As shown in Fig. 43.9, we therefore establish track P and track S on a film external portion where continuous recordings are possible and where spacecan be obtained in the digital sound recording region on the SDDS format.

Data bits are recorded on the film with black and white dot patterns. The size of a bit is decided to overcome the effects caused by film scratch and is able to correct errors. In order to obtain the certainty of reading data, we set a guard band area to the horizontal and track direction.

Now, the method to record digital sound data on these two tracks is to separateeight channels and record four channels each in track P and in track S. A redundant data is also recorded about 18 frames later on the opposite track. By this method, it makes it possible to obtain the equivalent data from track S if any error occurs on track P and the correction is unable to be made, or vice versa. This is called the "Digital Backup System".

Figure 43.10 shows the block structure for the SDDS format. A data compression block of the ATRAC system has 512 bit sound data per film block. A vertical sync region is set at the head of the film block. A film block ID is recorded in this region to reproduce the sound data and picture frame


FIGURE 43.8: Speaker arrangement in theater.
with the right timing and to prevent the "lip sync" offset from discordance; for example, the time accordance between an actor's/actress' lip movement and his/her voice. Also, a horizontal sync is set on the left-hand side of the film block and is referred to correctly detect the head of the data in reading with the line sensor.

### 43.4.2 Playback System for Digital Sound

The digital playback sound system for the SDDS system consists of a reader unit, DFP-R2000, and a decoder unit, DFP-D2000 as shown in Fig. 43.11. The reader unit is set between the supply reel and the projector.

The principle of digital sound reading for the reader unit DFP-R2000 is described in Fig. 43.12. TheLED light source is derived from theoptical fiber and it scans the data portion recorded on track $P$ and track S of the film. Transparent lights through the film give an image formation on the line sensor through thelens. Theseoptical systems are designed to have the appropriate structures which can hardly be affected by scratches on the film. The output of a sensor signal is transmitted to the decoder after the signal processing such as the wave form equalization is made.

The block diagram of the decoder unit DFP-D2000 is shown in Fig. 43.13. The unit consists of EQ, DEC, DSP, and APR blocks.

In the EQ, signals become digital signals after being equalized. Then the digital signals are transmitted to the DEC together with the regenerated clock signal.

In theDEC, jitters elimination and lip sync control are done by the time base collector circuit, and errors caused by scratches and dust on the film are corrected by thestrong error correction algorithm. Also in the DEC, signals for track P and track S which have been compressed by the ATRAC system are decoded. This data is transmitted to the DSP as a linear PCM signal.

In the DSP, the sound field of the theater is adjusted and concealment modes are controlled. A CPU is installed in the DSP to control the entire decoder, and control the front panel display and reception and transmission of external control data.


FIGURE 43.9: SDDS track designation.

Finally in theAPR, 10 channels of digital filter includingmonitors, D/A converter, and lineamplifier are installed. Also, it is possibleto directly bypass an analogueinput signal by relay as necessary. This bypass is prepared to cope with analogue sound if digital sound would not play back.

### 43.4.3 The SDDS Error Correction Technique

TheSDDSsystem adaptsthe"Reed Solomon" codefor error correction. An error correction technique is essential for maintaining high sound quality and high picture quality for digital recording and playback systems, such as CD, MD, digital VTR, etc. Such C1 parity + C2 parity data necessary for error correction are added and recorded in advance to cope with cases when the correct data are not able to be obtained. It enables recovery of the correct data by using this additional data even if a reading error occurs.

If the error rate is $10^{-4}$ ( 1 bit for every 10,000 bits), the error rate for C 1 parity after correction would normally be $10^{-11}$. In other words, an error would occur only onceevery 1.3 years if afilm were showed 24 hours a day. Errors will be extremely close to "zero" by using C2 parity erasure correction. A strong error correction capability is installed in the SDDS digital sound playback system against random errors.

Other errors besides random errors are

- errors caused by a scratch in the film running direction
- errors caused by dust on the film
- errors caused by splice points of films
- errors caused by defocusing during printing or playback

These are considered burst errors which occur consistently. Scratch errors in particular will increase more and more every time the film is shown. SDDS has the capability of dealing with such burst errors. Therefore, in spite of the scratch on the film width direction, error correction towards the film length would bepossibleup to 1.27 mm and in spiteof thescratch on the film running direction, error correction towards the film width would be possible up to $336 \mu \mathrm{~m}$.


FIGURE 43.10: Data block configuration.

### 43.4.4 Features of the SDDS System

The specification characteristics for the SDD S player are shown in Table 43.1. It is not easy to obtain high fidelity in audio data compression compared to the linear recording system of CDs with regard to a sound quality. By adapting a system with high compression efficiency and making use of thehuman hearing characteristics, we were able to maintain a sound quality equivalent to CDs by adapting the ATRAC system which restrains deterioration to the minimum.

One of the biggest features of the SDDS is the adaption of a digital backup system. This is a countermeasure system to makeup for the damageto the splicing parts of the digital data or the parts of data missing by using the opposite side of the track with a digital data recorded on the backup channel. By this system, it would be possibleto obtain an equivalent quality. Next, when finally the film is worn out, the system switches over to an analogue playback signal.

This system also has a digital room EQ function. This supplies 28 bands of graphic EQ with 1/3 octave characteristics and a high and low pass filter. Moreover, a simple operation to control the sound field in the theater will become possible by using a graphic user interface panel of an external personal computer.

Such control usually took hours, but it can be completed in about 30 min with this SDDS player. The stability of its features, reproducibility, and reliability of digitizing is well appreciated.

Furthermore, theSDD Splayer carries abackup function and a reset function for setting parameters by using memories.


FIGURE 43.11: Playback system.


FIGURE 43.12: Optical reader concept.

### 43.5 Switched Predictive Coding of Audio Signals for the CD-I and CD-ROM XA Format

## Masayuki Nishiguchi

### 43.5.1 Abstract

An audio bit ratereduction system for theCD-I and CD-ROM XA format based on switched predictive coding algorithm is described. The principal feature of the system is that the coder provides multiple prediction error filters, each of which has fixed coefficients. The prediction error filter that best matches the input signal is selected every 28 samples ( 1 block). A first-order and two kinds of secondorder prediction error filters are used for signals in the low and middle frequencies, and the straight PCM is used for high-frequency signals. The system also uses near-instantaneous companding to expand the dynamic range. A noise-shaping filter is incorporated in the quantization stage, and its frequency response is varied to minimize the energy of the output noise. With a complexity of less than 8 MIPS /channel, audio quality almost the same as CD audio can be achieved at 310 Kbps ( 8.2 bits/sample), near transparent audio can be achieved at 159 Kbps ( 4.2 bits/sample), and mid-fidelity audio can be achieved at 80 Kbps ( 4.2 bits/sample).


FIGURE 43.13: Overall block diagram.

TABLE 43.1 SDDS Player System
Electrical Specifications

| Item | Specification |
| :---: | :---: |
| Sampling frequency | 44.1 KHz |
| Dynamic range | Over 90 dB |
| Channel | Max 8 cH |
| Frequency band | $20 \mathrm{~Hz}-20 \mathrm{KHz}$ |
|  | $+/-1.0 \mathrm{~dB}$ |
| K.F | $<0.7 \%$ |
| Crosstalk | $<-80 \mathrm{~dB}$ |
| Reference output level | $-10 \mathrm{~dB} /$ Unbalanced |
|  | $+4 \mathrm{~dB} /$ Balanced |
| Head room | $>20 \mathrm{~dB} /$ Balanced |

### 43.5.2 Coder Scheme

Figure 43.14 is a block diagram of the encoder and decoder system. The input signal, prediction error, quantization error, encoder output, decoder input, and decoder output are respectively expressed as $x(n), d(n), e(n), \hat{d}(n), \hat{d}^{\prime}(n)$, and $\hat{x}^{\prime}(n)$. The $z$-transforms of the signals are expressed as $X(z), D(z), E(z), \hat{D}(z), \hat{D}^{\prime}(z)$, and $\hat{X}^{\prime}(z)$. The encoder response can then be expressed as

$$
\begin{equation*}
\hat{D}(z)=G \cdot X(z) \cdot\{1-P(z)\}+E(z) \cdot\{1-R(z)\}, \tag{43.8}
\end{equation*}
$$

and the decoder response as

$$
\begin{equation*}
\hat{X}^{\prime}(z)=\frac{G^{-1} \cdot \hat{D}^{\prime}(z)}{1-P(z)} \tag{43.9}
\end{equation*}
$$

Assuming that there is no channel error, we can write $\hat{D}^{\prime}(z)=\hat{D}(z)$. Using Eq. (43.8) and (43.9), we can write the decoder output in terms of the encoder input as

$$
\begin{equation*}
\hat{X}^{\prime}(z)=X(z)+G^{-1} \cdot E(z) \cdot \frac{1-R(z)}{1-P(z)} \tag{43.10}
\end{equation*}
$$

where

$$
\begin{equation*}
P(z)=\sum_{k=1}^{P} \alpha_{k} \cdot z^{-k} \text { and } R(z)=\sum_{k=1}^{R} \beta_{k} \cdot z^{-k} \tag{43.11}
\end{equation*}
$$

Here $\alpha_{k}$ and $\beta_{k}$ are, respectively, the coefficients of predictor $P(z)$ and $R(z)$. Equation (43.10) showsthe encoder-decoder performance characteristics of the system. It shows that the quantization error $E(z)$ is reduced by the extent of the noise-reduction effect $G^{-1}$. The distribution of the noise spectrum that appears at the decoder output is

$$
\begin{equation*}
N(z)=E(z) \cdot \frac{1-R(z)}{1-P(z)} \tag{43.12}
\end{equation*}
$$

$R(z)$ can be varied according to the spectral shape of the input signal in order to have a maximum masking effect, but we have set $R(z)=P(z)$ to keep from coloring the quantization noise.
$G$ can be regarded as the normalization factor for the peak prediction error (over 28 residual words) from the chosen prediction error filter. The value of $G$ changes according to the frequency response of the prediction gain:

$$
\begin{equation*}
G \propto \frac{|X(z)|}{|D(z)|} \tag{43.13}
\end{equation*}
$$

This is also proportional to the inverse of the prediction error filter, $1 /|1-P(z)|$. So, in order to maximize $G$, it is necessary to change the frequency response of the prediction error filter $1-P(z)$ according to the frequency distribution of the input signals.

## ENCODER

DECODER

$x(n)$ : encoder input
$\overline{\mathrm{x}}(\mathrm{n})$ : predicted value
$\mathrm{e}(\mathrm{n})$ : quantization error
$\overline{\mathrm{e}}(\mathrm{n})$ : predicted value of quantization error
$\widehat{d^{\prime}(n): ~ d e c o d e r ~ i n p u t ~}$
$\widetilde{x}^{\prime}(\mathrm{n})$ : predicted value $\hat{\mathbf{x}}^{\prime}(\mathrm{n})$ : decoder output

FIGURE 43.14: Block diagram of thebit rate reduction system.

## Selection of the Optimum Filter

Several different strategies of selecting filters are possible in the CD-I/CD-ROM XA format, but the simplest way for the encoder to choose which predictor is most suitable is the following:

- The predictor adaptation section compares the peak value of the prediction errors (over 28 words) from each prediction error filter $1-P(z)$ and selects the filter that generates the minimum peak.
- Thegroup of prediction errorschosen isthen gain controlled (normalized byitsmaximum value) and noise shaping is executed at the same time.

As a result, a high SNR is obtained by using a first-order and two kinds of second-order prediction error filters for signals with the low and middle frequencies and by using the straight PCM for high-frequency signals.

## Coder Parameters

This system provides three bit rates for the CD-I/CD-ROM XA format, and data encoded at any bit rate can be decoded by a single decoder. The following sections explain how the parameters used in the decoder and the encoder change according to the level of sound quality. Table 43.2 lists the parameters for each level.

TABLE 43.2 The Parameters for Each Level

|  | Level A | Level B | Level C |
| :--- | :---: | :---: | :---: |
| Sampling frequency <br> (KHz) | 37.8 | 37.8 | 18.9 |
| Residual word length <br> (bits per sample) | 8 | 4 | 4 |
| Block length <br> (Number of samples) | 28 | 28 | 28 |
| Range data <br> (bits per block) | 4 | 4 | 4 |
| Range values <br> Fitter data <br> (bits per block) | $0-8$ | $0-12$ | $0-12$ |
| Number of prediction error <br> filters used <br> Average of bits used per <br> sample(bits per sample) | 1 | 2 | 2 |
| Bit rate (Kbps) |  |  |  |

## Level A

We can obtain the highest quality audio sound with Level $A$, which uses only two prediction error filters. Either the straight PCM or thefirst-order differential PCM is selected. Thetransfer functions of the prediction error filters are as follows:

$$
\begin{equation*}
H(z)=1 \tag{43.14}
\end{equation*}
$$

and

$$
\begin{equation*}
H(z)=1-0.975 z^{-1} \tag{43.15}
\end{equation*}
$$

where $H(z)=1-P(z)$.

## Level B

The bit rate at Level $B$ is half as high as that at Level $A$. By using this level, we can obtain highfidelity audio sound from most high-quality sources. This level uses three filters: the straight PCM,
the first-order differential PCM, or the second-order differential PCM-1 is selected. The transfer functions of the first two filters are the same as in Level A, and that for the second-order differential PCM-1 modeis:

$$
\begin{equation*}
H(z)=1-1.796875 z^{-1}+0.8125 z^{-2} . \tag{43.16}
\end{equation*}
$$

## Level C

We can obtain mid-fidelity audio sound at Level C, and a monoaural audio program 16 hours long can be recorded on a single CD. Four filters are used for this level. The transfer function of the first threefilters are the same as in Level B. The transfer function of the second-order differential PCM-2 mode, used only at this level, is

$$
\begin{equation*}
H(z)=1-1.53125 z^{-1}+0.859375 z^{-2} . \tag{43.17}
\end{equation*}
$$

At all levels, the noise-shaping filter and the inverse-prediction-error filter in the decoder have the same coefficients as the prediction error filter in the encoder.

### 43.5.3 Applications

The simple structure and low complexity of this CD-I/CD-ROM XA audio compression algorithm make it suitable for applications with PCs, workstations, and video games.
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### 43.7 ATRAC (Adaptive Transform Acoustic Coding) and ATRAC 2

## K. Tsutsui

### 43.7.1 ATRAC

ATRAC is a coding system designed to meet the following criteria for the M iniDisc system:

- Compression of 16 -bit $44.1-\mathrm{kH}$ zaudio( 705.6 kbps ) into 146 kbpswith minimal reduction in sound quality.
- Simple hardware implementation suitable for portable players and recorders.

Block diagrams of the encoder and decoder structures are shown in Figs. 43.15 and 43.16, respectively. The time-frequency analysis block of the encoder decomposes the input signal into spectral coefficients grouped into 52 block floating units (BFUs). The bit allocation block divides the availablebits among the BFU sadaptively based on thepsychoacoustics. The spectrum quantization block normalizes spectral coefficients with the scale factor given to each BFU, and then quantizes each


FIGURE 43.15: ATRAC encoder.


FIGURE 43.16: ATRAC decoder.
of them to the specified word length. These processes are performed in every sound unit, a block consisting of 512 samples per channel.

In order to generate the BFUs, the time frequency analysis block first divides the input signal into three subbands. And then, each of these subbands is transformed into the frequency domain by modified discrete cosine transform (MDCT), producing a set of spectral coefficients. Finally, these spectral coefficients arenonuniformly grouped into BFUs. Thesubband decomposition is performed using cascaded 48 -tap quadrature mirror filters (QM Fs). The input signal is divided into upper and lower frequency bands by the first QM F, and then, the lower-frequency band is divided again by a second QM F. While the output samples of each filter are decimated by two, the aliasing caused by the subband decomposition is cancelled during reconstruction, due to the use of QM Fs. MDCT block length is adaptively determined based on the signal characteristics in each band. There are two block-length modes: long mode ( 11.6 msec for $f_{s}=44.1 \mathrm{kHz}$ ) and short mode ( 1.45 ms in the high frequency band, 2.9 ms in the others). Normally, long mode is chosen, as this provides good frequency resolution. However, problems occur during attack portions of the signal since the quantization noise is spread over the entire block and the initial quantization noise is not masked by simultaneous masking. In order to prevent this degradation known as pre-echo, ATRAC switches to short mode when it detects an attack signal. In this case, as the noise before the attack exists only for a very short period of time, it is masked by backward masking. The window form is symmetric for both long and short modes, and the window form in the non-zero-nor-one region of the long mode is the same as that of the short mode. Although this window form is somewhat disadvantageous to the separability of the spectrum, it brings the following merits:

- The transform mode can be determined based only on the existence of an attack signal in the current sound unit, and hence, no extra buffer is required in the encoder.
- A smaller size of buffer memory is required to store the overlapped samples for the next sound unit in the encoder and decoder.

The mapping structure of ATRAC is summarized in Fig. 43.18.


FIGURE 43.17: ATRAC time-frequency analysis.

$\xrightarrow{\text { Time }}$

FIGURE 43.18: ATRAC mapping structure.

### 43.7.2 ATRAC2

TheATRAC2 system, taking advantage of the progress in LSI technologies, allows audio signals of 16 bits per sample with a sampling frequency of 44.1 kHz ( 705.6 kbps ) to be compressed to 64 kbps , sacrificing almost no audio quality. It was designed focusing on efficient coding of tonal signals, as the human ear is very sensitive to distortions in such signals.

Block diagrams of the encoder and decoder structures are shown in Figs. 43.19 and 43.20. The encoder extracts psychoacoustically important tone components from the input signal spectra in order to encode them separately from the other less important spectrum data in an efficient way. A tone component is a group of consecutive spectral coefficients and is defined with several parameters including its location and width data. The remaining spectral coefficients are grouped into 32 nonuniform BFUs. Both the tone components and the remaining spectral coefficients may be encoded with Huffman coding, which is shown in Table 43.3 and for which simple decoding with a look-up table is practical due to its small size. Although the quantization step number is limited to 63, high $\mathrm{S} / \mathrm{N}$ ratio can be obtained by repeatedly extracting tone components from the samefrequency range.

The mapping structure of ATRAC2 is shown in Fig. 43.21. The frequency resolution is twice that


FIGURE 43.19: ATRAC2 encoder.


FIGURE 43.20: ATRAC2 decoder.
TABLE 43.3 Huffman CodeTable

| ID | Quantization <br> step number | Dimension <br> (spectr. num.) | M aximum <br> code length | Look-up table <br> size |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | - | - | - |
| 1 | 3 | 2 | 5 | 32 |
| 2 | 5 | 1 | 3 | 8 |
| 3 | 7 | 1 | 4 | 16 |
| 4 | 9 | 1 | 5 | 32 |
| 5 | 15 | 1 | 6 | 64 |
| 6 | 31 | 1 | 7 | 128 |
| 7 | 63 | 1 | 8 | 256 |

of ATRAC, and in order to secure the frequency separability, ATRAC2 performs a signal analysis using a combination of a 96 -tap polyphase quadrature filter (PQF) and a fixed-length $50 \%$-overlap M DCT whose forward and backward window forms are different from each other. ATRAC2 prevents preecho by amplifying the signal preceding an attack adaptively before transforming it into spectral coefficients in the encoder and restoring it to the original level after the inverse transform in the decoder. This technique, called gain control, simplifies the spectral structure of the system.

The subband decomposition realizes frequency scalability; decoders with smaller complexity can be constructed by simply decoding only lower-band data. Use of PQF lowers the computational complexity.


FIGURE 43.21: ATRAC2 mapping structure.


FIGURE 43.22: ATRAC2 time-frequency analysis.
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# Speech Processing 

## Richard V. Cox

## AT\&T Labs - Research

Lawrence R. Rabiner
AT\&T Labs - Research

[^40]WITH THE ADVENT OF CHEAP, HIGH SPEED PROCESSORS, and with the everdecreasing cost of memory, the cost of speech processing has been driven down to the point where it can be (and has been) embedded in almost any system, from a low cost consumer product (e.g., solid-state digital answering machines, voice controlled telephones, etc.), to a desktop application (e.g., voice dictation of a first draft quality manuscript), to an application embedded in a voice or data network (e.g., voice dialing, packet telephony, voice browser for the Internet, etc.). It is the purpose of this section of the Handbook to provide discussions of several of the key technologies in speech processing and to illustrate how the technologies are implemented using special-purpose DSP processor chips or via standard software packages running on more conventional processors.

The broad area of speech processing can be broken down into several individual areas according to both applications and technology. These include:

1. Speech Production Models sand their Digital Implementations (seeChapter 44 by Sondhi and Schroeter). In order to understand how the characteristics of a speech signal can be exploited in the different application areas, it is necessary to understand the properties and constraints of the human vocal apparatus (to understand how speech is generated by humans). It is also necessary to understand the way in which models can bebuilt that simulate speech production as well as the ways in which they can be implemented as digital systems, since such models form the basis for almost all practical speech processing systems.
2. Speech Coding (see Chapter 45 by Cox). Speech coding is the process of compressing the information in a speech signal so as to either transit it or store it economically over a channel whosebandwidth issignificantly smaller than that of the uncompressed signal. Speech codingis used as the basis for most modern voice messaging and voice mail systems, for voice response systems, for digital cellular and for satellite transmission of speech, for packet telephony, for ISDN teleconferencing, and for digital answering machines and digital voice encryption machines.
3. Text-to-Speech Synthesis(seeChapter 46 by Sproat and Olive). Speech synthesisistheprocess of creating a synthetic replica of a speech signal so as to transmit a message from a machine to a person, with the purpose of conveying the information in the message. Speech synthesis is often called "text-to-speech" or TTS, to convey the idea that, in general, the input to the system is ordinary ASCII text, and the output of the system is ordinary speech. The goal of most speech synthesis systems is to provide a broad range of capability for having a machine speak information (stored in the machine) to a user. Key aspects of synthesis systems are the intelligibility and the naturalness of the resulting speech. The major applications of speech synthesis include acting as a voice server for text-based information services (e.g., stock prices, sports scores, flight information); providing a means for reading e-mail, or the text portions of FAX messages over ordinary phone lines; providing a means for previewing text stored in documents (e.g., document drafts, Internet files); and finally as a voice readout for handheld devices, (e.g., phrase book translators, dictionaries, etc.)
4. Speech Recognition by Machine (see Chapter 47 by Rabiner and Juang). Speech recognition is the process of extracting the message information in a speech signal so as to control the action of a machine in response to spoken commands. In a sense, speech recognition is the complementary process to speech synthesis, and together they constitute the building blocks of a voice dial ogue system with a machine. There are many factors which influence the type of speech recognition system that is used for different applications, including the mode of speaking to the machine (e.g., single commands, digit sequences, fluent sentences), the size and complexity of the vocabulary which the machineunderstands, thetask which the machine
is asked to accomplish, the environment in which the recognition system must run, and finally the cost of the system. Although there is a wide range of applications of speech recognition systems, the most generic systems are simple "command-and-control" systems (with menulikeinterfaces), and themost advanced systemssupport full voicedial ogues for dictation, forms entry, catalog ordering, reservation services, etc.
5. Speaker Verification (see Chapter 48 by Furui and Rosenberg). Speaker verification is the process of verifying the claimed identity of a speaker for the purpose of restricting access to information (e.g., personal or private records), networks (computer, PBX), or physical premises. The basic problem of speaker verification is to decide whether or not an unknown speech sample was spoken by the individual whose identity was claimed. A key aspect of any speaker verification system is to accept the true speaker as often as possible while rejecting the impostor as often as possible. Since these are inherently conflicting goals, all practical systems arrive at some compromise between levels of these two types of system errors. The major area of application for speaker verification is in access control to information, credit, banking, machines, computer networks, private branch exchanges (PBX's), and even premises. The concept of a "voice lock" that prevents access until the appropriate speech by the authorized individual(s) (e.g., "O pen Sesame") is "heard" by the system is made a reality using speaker verification technology.
6. DSP Implementations of Speech Processing (see Chapter 49 by Baudendistel). Until a few years ago, almost all speech processing systemswereimplemented on low-cost DSP fixed-point processors because of their high efficiency in realizing the computational aspects of the various signal processing algorithms. A key problem in the realization of any digital system in integer DSP code is how to map an algorithm efficiently (in both time and space) which is typically running in floating point $C$ codeon a workstation to integer $C$ codethat takes advantage of the unique characteristics of different DSP chips. Furthermore, because of the rate of change of technology, it is essential that the conversion to DSP code occur rapidly (e.g., on the order of 3-person months) or else by thetimea given algorithm is mapped to a specific DSP processor, a new (faster, cheaper) generation of DSP chips will haveevolved, obsoleting theentire process.
7. Software Tools for Speech Research and Development (see Chapter 50 by Shore). The field of speech processing has become a complex one, where an investigator needs a broad range of tools to record, digitize, display, manipulate, process, store, format, analyze, and listen to speech in its different file forms and manifestations. Although it is conceivable that an individual could create a suite of software tools for an individual application, that process would behighly inefficient and would undoubtedly result in tools which weresignificantly less powerful than thosedeveloped in thecommercial sector, such asthe Entropic Signal Processing System, M ATLAB, Waves, Interactive Laboratory System (ILS), or the commercial packages for TTS and speech recognition such as the Hidden M arkov M odel Toolkit (HTK).

The material presented in this section should providethereader with a framework for understanding thesignal processing aspects of speech processing and some pointers into theliteraturefor further investigation of this fascinating and rapidly evolving field.
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### 44.1 Introduction

The characteristics of a speech signal that are exploited for various applications of speech signal processing to be discussed later in this section on speech processing (e.g., coding, recognition, etc.) arise from the properties and constraints of the human vocal apparatus. It is, therefore, useful in the design of such applications to have some familiarity with the process of speech generation by humans. In this chapter we will introduce the reader to (1) thebasic physical phenomena involved in speech production, (2) the simplified models used to quantify these phenomena, and (3) the digital implementations of these models.

### 44.1.1 Speech Sounds

Speech is produced by acoustically exciting a time-varying cavity - the vocal tract, which is the region of the mouth cavity bounded by the vocal cords and the lips. The various speech sounds are produced by adjusting both the type of excitation as well as the shape of the vocal tract.

There are several ways of classifying speech sounds[1]. One way is to classify them on the basis of the type of excitation used in producing them:

- Voiced sounds are produced by exciting the tract by quasi-periodic puffs of air produced by the vibration of the vocal cords in the larynx. The vibrating cords modulate the air stream from the lungs at a rate which may be as low as 60 times per second for some
males to as high as 400 or 500 times per second for children. All vowels are produced in this manner. So are laterals, of which I is the only exemplar in English.
- Nasal sounds such as m, n, ng, and nasalized vowels (as in the French word bon) are also voiced. However, part or all of the airflow is diverted into the nasal tract by opening the velum.
- Plosive sounds are produced by exciting the tract by a sudden release of pressure. The plosives $\mathbf{p}, \mathbf{t}, \mathbf{k}$ are voiceless, while $\mathbf{b}, \mathbf{d}, \mathbf{g}$ are voiced. The vocal cords start vibrating before the release for the voiced plosives.
- Fricatives areproduced by exciting the tract by turbulent flow created by air flow through a narrow constriction. The sounds $\mathbf{f}, \mathbf{s}$, sh belong to this category.
- Voiced fricatives are produced by exciting the tract simultaneously by turbulence and by vocal cord vibration. Examples are $\mathbf{v}, \mathbf{z}$, and $\mathbf{z h}$ (as in pleasure).
- Affricates are sounds that begin as a stop and are released as a fricative. In English, ch as in check is a voiceless affricate and $\mathbf{j}$ as in John is a voiced affricate.

In addition to controlling the type of excitation, the shape of the vocal tract is also adjusted by manipulating the tongue, lips, and lower jaw. The shape determines the frequency response of the vocal tract. Thefrequency response at any given frequency is defined to be the amplitude and phase at the lips in response to a sinusoidal excitation of unit amplitude and zero phase at the source. The frequency response, in general, shows concentration of energy in the neighborhood of certain frequencies, called formant frequencies.

For vowel sounds, three or four resonances can usually be distinguished clearly in the frequency range 0 to 4 kHz . (On average, over $99 \%$ of the energy in a speech signal is in this frequency range.) The configuration of these resonance frequencies is what distinguishes different vowels from each other.

For fricatives and plosives, the resonances are not as prominent. H owever, there are characteristic broad frequency regions where the energy is concentrated.

For nasal sounds, besides formants there are anti-resonances, or zeros in the frequency response. These zeros are the result of the coupling of the wave motion in the vocal and nasal tracts. We will discuss how they arise in a later section.

### 44.1.2 Speech Displays

Weclosethis section with a description of the various ways of displaying properties of a speech signal. Thethree common displays are (1) the pressure waveform, (2) the spectrogram, and (3) the power spectrum. These are illustrated for a typical speech signal in Figs. 44.1a-c.

Figure 44.1a shows about half a second of a speech signal produced by a male speaker. What is shown is the pressure waveform (i.e., pressure as a function of time) as picked up by a microphone placed a few centimeters from thelips. The sharp click produced at a plosive, the noise-likecharacter of a fricative, and the quasi-periodic waveform of a vowel are all clearly discernible.

Figure 44.1b shows another useful display of the same speech signal. Such a display is known as a spectrogram [2]. Here the $x$-axis is time. But the y-axis is frequency and the darkness indicates the intensity at a given frequency at a given time. [The intensity at a time $t$ and frequency $f$ is just the power in the signal averaged over a small region of the time-frequency plane centered at the point $(t, f)$ ]. The dark bands seen in the vowel region are the formants. Note how the energy is much more diffusely spread out in frequency during a plosive or fricative.

Finally, Fig. 44.1c shows a third representation of the same signal. It is called the power spectrum. Here the power is plotted as a function of frequency, for a short segment of speech surrounding a specified time instant. A logarithmic scale is used for power and a linear scale for frequency. In


FIGURE 44.1: Display of speech signal: (a) waveform, (b) spectrogram, and (c) frequency response.
this particular plot, the power is computed as the average over a window of duration 20 msec . As indicated in the figure, this spectrum was computed in a voiced portion of the speech signal. The regularly spaced peaks - thefinestructure - in the spectrum aretheharmonics of thefundamental frequency. The spacing is seen to be about 100 Hz , which checks with the time period of the wave seen in the pressure waveform in Fig. 44.1a. The peaks in the envelope of the harmonic peaks are the formants. These occur at about 650, 1100, 1900, and 3200 Hz , which checks with the positions of the formants seen in the spectrogram of the same signal displayed in Fig. 44.1b.

### 44.2 Geometry of the Vocal and Nasal Tracts

Much of our knowledge of the dimensions and shapes of the vocal tract is derived from a study of $x$-ray photographs and $x$-ray movies of the vocal tract taken while subjects utter various specific speech sounds or connected speech [3]. In order to keep x-ray dosage to a minimum, only one view is photographed, and this is invariably the side view (a view of the mid-sagittal plane). Information about the cross-dimensions is inferred from static vocal tracts using frontal X rays, dental molds, etc.

M ore recently, M agnetic Resonance Imaging (M RI) [4] has also been used to image the vocal and nasal tracts. The images obtained by this technique are excellent and provide three dimensional
reconstructions of the vocal tract. H owever, at present $M$ RI is not capable of providing images at a rate fast enough for studying vocal tracts in motion.

Other techniques have al so been used to study vocal tract shapes. These include:
(1) ultrasound imaging [5]. This provides information concerning the shape of the tongue but not about the shape of the vocal cavity.
(2) Acoustical probing of the vocal tract [6]. In this technique, a known acoustic wave is applied at thelips. Theshape of thetime-varying vocal cavity can beinferred from the shapeof thetime-varying reflected wave. H owever, thistechniquehasthusfar not achieved sufficient accuracy. Also, it requires the vocal tract to be somewhat constrained while the measurements are made.
(3) Electropalatography [7]. In this technique, an artificial palate with an array of electrodes is placed against thehard palate of a subject. Asthetongue makes contact with this palateduring speech production, it closes an electrical connection to some of the electrodes. The pattern of closures gives an estimate of the shape of the contact between tongue and palate. This technique cannot provide details of the shape of the vocal cavity, although it yields important information on the production of consonants.
(4) Finally, the movement of the tongue and lips has also been studied by tracking the positions of tiny coils attached to them [8]. The motion of the coils is tracked by the currents induced in them as they move in externally applied electromagnetic fields. Again, this technique cannot provide a detailed shape of the vocal tract.

Figure 44.2 shows an $x$-ray photograph of a female vocal tract uttering the vowel sound /u/. It is seen that the vocal tract has a very complicated shape, and without some simplifications it would be very difficult to just specify the shape, let alone compute its acoustical properties. Several models have been proposed to specify the main features of the vocal tract shape. These models are based on studies of $x$-ray photographs of the type shown in Fig. 44.2, as well as on x-ray movies taken of subjects uttering various speech materials. Such models are called articulatory models because they specify the shapein terms of the positions of the articulators (i.e., the tongue, lips, jaw, and velum).

Figure 44.3 shows such an idealization, similar to one proposed by Coker [9], of the shape of the vocal tract in the mid-sagittal plane. In this model, a fixed shape is used for the palate, and the shape of the vocal cavity is adjusted by specifying the positions of the articulators. The coordinates used to describe the shape are labeled in thefigure. They are the position of the tongue center, the radius of the tonguebody, the position of the tonguetip, the jaw opening, thelip opening and protrusion, the position of the hyoid, and the opening of the velum. The cross-dimensions (i.e., perpendicular to the sagittal plane) are estimated from static vocal tracts. These dimensions are assumed fixed during speech production. In this manner, the three dimensional shape of the vocal tract is modeled.

Whenever the velum is open, the nasal cavity is coupled to the vocal tract, and its dimensionsmust also be specified. The nasal cavity is assumed to have a fixed shape which is estimated from static measurements.

### 44.3 Acoustical Properties of the Vocal and Nasal Tracts

Exact computation of the acoustical properties of the vocal (and nasal) tract is difficult even for the idealized models described in the previous section. Fortunately, considerable further simplification can be made without affecting most of the salient properties of speech signals generated by such a model. Almost without exception, three assumptions are madeto keep the problem tractable. These assumptions arejustifiable for frequencies below about $4 \mathrm{kHz}[10,11]$.


FIGURE 44.2: X-ray side view of a female vocal tract. The tongue, lips, and palate have been outlined to improve visibility. (Source: M odified from a single frame from "Laval Film 55," Side 2 of M unhall, K.G., Vatikiotis-Bateson, E., Tohkura, Y., X-ray film data-base for speech research, ATR Technical Report Tr-H-116, 12/28/94, ATR Human Information Processing Research Laboratories, Kyoto, Japan. With permission from Dr. Claude Rochette, Departement de Radiologie de I'H otelDieu de Quebec, Quebec, Canada.)

### 44.3.1 Simpl ifying Assumptions

1. It is assumed that the vocal tract can be "straightened out" in such a way that a center line drawn through the tract (shown dotted in Fig. 44.3) becomes a straight line. In this way, the tract is converted to a straight tube with a variable cross-section.
2. Wavepropagation in the straightened tract is assumed to be planar. This means that if we consider any plane perpendicular to the axis of the tract, then every quantity associated with the acoustic wave (e.g., pressure, density, etc.) is independent of position in the plane.
3. Thethird assumption that is invariably made is that wave propagation in the vocal tract is linear. Nonlinear effects appear when the ratio of particle velocity to sound velocity (the Mach number) becomes large. For wave propagation in thevocal tract the $M$ ach number is usually less than .02 , so that nonlinearity of the wave is negligible. There are, however, two exceptions to this. The flow in the glottis (i.e., the space between the vocal folds), and that in the narrow constrictions used to produce fricative sounds, is nonlinear. We will show later how these special cases are handled in current speech production models.


H = HYTOID POSITION
J = ANGLE OF JAW OPENING
L = LIP PROTRUSION AND ELEVATION
Tc= TONGUE CENTER
Tt= POSITION OF TONGUE TIP
V = VELUM OPENING

FIGURE 44.3: An idealized articulatory model similar to that of Coker [9].

Weought to point out that some computations havebeen made without thefirst two assumptions, and wave phenomena studied in two or threedimensions [12]. Recently therehas been someinterest in removing the third assumption as well [13]. This involves the solution of the so called NavierStokes equation in the complicated three-dimensional geometry of the vocal tract. Such analyses require very large amounts of high speed computations making it difficult to use them in speech production models. Computational cost and speed, however, are not the only limiting factors. An even more basic barrier is that it is difficult to specify accurately the complicated time-varying shape of the vocal tract. It is, therefore, unlikely that such computations can be used directly in a speech production model. Thesecomputations should, however, provideaccuratedata on thebasis of which simpler, more tractable, approximations may be abstracted.

### 44.3.2 Wave Propagation in the Vocal Tract

In view of the assumptions discussed above, the propagation of waves in the vocal tract can be considered in thesimplified setting depicted in Fig. 44.4. Asshown there, the vocal tract isrepresented as a variable area tube of length $L$ with its axis taken to bethe $x$-axis. The glottis is located at $x=0$ and the lips at $x=L$, and the tubehas a cross-sectional area $A(x)$ which is a function of the distance $x$ from the glottis. Strictly speaking, of course, the area is time varying. However, in normal speech


FIGURE 44.4: The vocal tract as a variable area tube.
the temporal variation in the area is very slow in comparison with the propagation phenomena that we are considering. So, the cross-sectional area may be represented by a succession of stationary shapes.

Weareinterested in the spatial and temporal variation of two interrelated quantities in the acoustic wave: the pressure $p(x, t)$ and the volume velocity $u(x, t)$. The latter is $A(x) v(x, t)$, where $v$ is the particle velocity. For the assumption of linearity to be valid, the pressure $p$ in the acoustic wave is assumed to be small compared to the equilibrium pressure $P_{0}$, and the particle velocity $v$ is assumed to be small compared to the velocity of sound, $c$. Two equations can be written down that relate $p(x, t)$ and $u(x, t)$ : the equation of motion and the equation of continuity [14]. A combination of these equations will give us the basic equation of wave propagation in the variable area tube. Let us derive these equations first for the case when the walls of the tube are rigid and there are no losses due to viscous friction, thermal conduction, etc.

### 44.3.3 The Lossless Case

The equation of motion is just a statement of Newton's second law. Consider the thin slice of air between the planes at $x$ and $x+d x$ shown in Fig. 44.4. By equating the net force acting on it due to the pressure gradient to the rate of change of momentum one gets

$$
\begin{equation*}
\frac{\partial p}{\partial x}=-\frac{\rho}{A} \frac{\partial u}{\partial t} \tag{44.1}
\end{equation*}
$$

(To simplify notation, we will not always explicitly show the dependence of quantities on $x$ and $t$.)
The equation of continuity expresses conservation of mass. Consider the slice of tube between $x$ and $x+d x$ shown in Fig. 44.4. By balancing thenet flow of air out of this region with a corresponding decrease in the density of air we get

$$
\begin{equation*}
\frac{\partial u}{\partial x}=-\frac{A}{\rho} \frac{\partial \delta}{\partial t} . \tag{44.2}
\end{equation*}
$$

where $\delta(x, t)$ is the fluctuation in density superposed on the equilibrium density $\rho$. The density is related to pressure by the gas law. It can be shown that pressure fluctuations in an acoustic wave follow the adiabatic law, so that $p=(\gamma P / \rho) \delta$, where $\gamma$ is the ratio of specific heats at constant pressure and constant volume. Also, $(\gamma P / \rho)=c^{2}$, where $c$ is the velocity of sound. Substituting this into Eq. (44.2) gives

$$
\begin{equation*}
\frac{\partial u}{\partial x}=-\frac{A}{\rho c^{2}} \frac{\partial p}{\partial t} \tag{44.3}
\end{equation*}
$$

Equations (44.1) and (44.3) are the two relations between $p$ and $u$ that we set out to derive. From these equations it is possible to eliminate $u$ by subtracting $\frac{\partial}{\partial t}$ of Eq. (44.3) from $\frac{\partial}{\partial x}$ of Eq. (44.1). This gives

$$
\begin{equation*}
\frac{\partial}{\partial x} A \frac{\partial p}{\partial x}=\frac{A}{c^{2}} \frac{\partial^{2} p}{\partial t^{2}} . \tag{44.4}
\end{equation*}
$$

Equation (44.4) is known in the literature as Webster's horn equation [15]. It was first derived for computations of wave propagation in horns, hence the name. By eliminating $p$ from Eqs. (44.1) and (44.3), one can also derive a single equation in $u$.

It is useful to write Eqs. (44.1), (44.3), and (44.4) in thefrequency domain by taking Laplacetransforms. Defining $P(x, s)$ and $U(x, s)$ as the Laplace transforms of $p(x, t)$ and $u(x, t)$, respectively, and remembering that $\frac{\partial}{\partial t} \rightarrow s$, we get:

$$
\begin{equation*}
\frac{d P}{d x}=-\frac{\rho s}{A} U \tag{44.1a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d U}{d x}=-\frac{s A}{\rho c^{2}} P \psi \tag{44.3a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d}{d x} A \frac{d P}{d x}=\frac{s^{2}}{c^{2}} A P \psi \tag{44.4a}
\end{equation*}
$$

It is important to note that in deriving these equations we have retained only first order terms in the fluctuating quantities $p$ and $u$. Inclusion of higher order terms gives rise to nonlinear equations of propagation. By and large these terms are quite negligible for wave propagation in the vocal tract. H owever, there is one second order term, neglected in Eq. (44.1), which becomes important in the description of flow through thenarrow constriction of the glottis. In deriving Eq. (44.1) weneglected the fact that the slice of air to which the force is applied is moving away with the velocity $v$. When this effect is correctly taken into account, it turns out that thereis an additional term $\rho v \frac{\partial v}{\partial x}$ appearing on the left hand side of that equation. The corrected form of Eq. (44.1) is

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[p+\frac{\rho}{2}(u / A)^{2}\right]=-\rho \frac{d}{d t}\left[\frac{u}{A}\right] \cdot \psi \tag{44.5}
\end{equation*}
$$

Thequantity $\frac{\rho}{2}(u / A)^{2}$ has the dimensions of pressure, and is known as the Bernoulli pressure. We will have occasion to use Eq. (44.5) when we discuss the motion of the vocal cords in the section on sources of excitation.

### 44.3.4 Inclusion of Losses

The equations derived in the previous section can be used to approximately derive the acoustical properties of the vocal tract. H owever, their accuracy can be considerably increased by including terms that approximately take account of the effect of viscous friction, thermal conduction, and yielding walls [16]. It is most convenient to introduce these effects in the frequency domain.

Theeffect of viscousfriction can beapproximated bymodifyingtheequation of motion, Eq. (44.1a) as follows:

$$
\begin{equation*}
\frac{d P}{d x}=-\frac{\rho s}{A} U-R(x, s) U . \psi \tag{44.6}
\end{equation*}
$$

Recall that Eq. (44.1a) states that the force applied per unit area equals the rate of change of momentum per unit area. The added term in Eq. (44.6) represents the viscous drag which reduces the force available to accelerate the air. The assumption that the drag is proportional to velocity can be approximately validated. The dependence of $R$ on $x$ and $s$ can be modeled in various ways [16].

Theeffect of thermal conduction and yielding wallscan beapproximated by modifying theequation of continuity as follows:

$$
\begin{equation*}
\rho \frac{d U}{d x}=-\frac{A}{c^{2}} s P-Y(x, s) P \psi \tag{44.7}
\end{equation*}
$$

Recall that the left hand side of Eq. (44.3a) represents net outflow of air in thelongitudinal direction, which is balanced by an appropriate decrease in the density of air. The term added in Eq. (44.7) represents net outward volume velocity into the walls of the vocal tract. This velocity arises from (1) a temperature gradient perpendicular to the walls which is due to the thermal conduction by the walls, and (2) due to the yielding of the walls. Both these effects can be accounted for by appropriate choice of the function $Y(x, s)$, provided the walls can be assumed to be locally reacting. By that we mean that the motion of the wall at any point depends on the pressure at that point alone. M odels for the function $Y(x, s)$ may befound in [16].

Finally, the lossy equivalent of Eq. (44.4a) is

$$
\begin{equation*}
\frac{d}{d x} \frac{A}{\rho s+A R} \frac{d P}{d x}=\left(\frac{A s}{\rho c^{2}}+Y\right) P \cdot \psi \tag{44.8}
\end{equation*}
$$

### 44.3.5 Chain Matrices

All properties of linear wave propagation in thevocal tract can bederived from Eqs. (44.1a), (44.3a), (44.4a) or the corresponding Eqs. (44.6), (44.7), and (44.8) for the lossy tract. Themost convenient way to derive these properties is in terms of chain matrices, which we now introduce.

SinceEq. (44.8) is a second order linear ordinary differential equation, its general solution can be written as a linear combination of two independent solutions, say $\phi(x, s)$ and $\Psi(x, s)$. Thus

$$
\begin{equation*}
P(x, s)=a \phi(x, s)+b \Psi(x, s) \psi \tag{44.9}
\end{equation*}
$$

where $a$ and $b$ are, in general, functions of $s$. Hence, the pressure at the input of the tube ( $x=0$ ) and at the output ( $x=L$ ) are linear combinations of $a$ and $b$. The volume velocity corresponding to the pressure given in Eq. (44.9) is obtained from Eq. (44.6) to be

$$
\begin{equation*}
U(x, s)=-\frac{A}{\rho s+A R}[a d \phi / d x+b d \Psi / d x] . \psi \tag{44.10}
\end{equation*}
$$

Thus, the input and output volumevelocities are seen to belinear combinations of $a$ and $b$. Eliminatingtheparameters $a$ and $b$ from theserelationshipsshows that theinput pressureand volumevelocity are linear combinations of the corresponding output quantities. Thus, the relationship between the input and output quantities may be represented in terms of a $2 \times 2$ matrix as follows:

$$
\begin{align*}
{\left[\begin{array}{c}
P_{\text {in }} \\
U_{\text {in }}
\end{array}\right] } & =\left[\begin{array}{ll}
\mathbf{k}_{11} & \mathbf{k}_{12} \\
\mathbf{k}_{21} & \mathbf{k}_{22}
\end{array}\right]\left[\begin{array}{c}
P_{\text {out }} \\
U_{\text {out }}
\end{array}\right]  \tag{44.11}\\
& =\mathbf{K}\left[\begin{array}{c}
P_{\text {out }} \\
U_{\text {out }}
\end{array}\right] .
\end{align*}
$$

The matrix $\mathbf{K}$ is called a chain matrix or ABCD matrix [17]. Its entries depend on the values of $\phi$ and $\Psi$ at $x=0$ and $x=L$. For an arbitrarily specified area function $A(x)$ the functions $\phi$ and $\psi$ are hard to find. However, for a uniform tube, i.e., a tube for which the area and the losses are independent of $x$, the solutions are very easy. For a uniform tube, Eq. (44.8) becomes

$$
\begin{equation*}
\frac{d^{2} P}{d x^{2}}=\sigma^{2} P \psi \tag{44.12}
\end{equation*}
$$

where $\sigma$ is a function of $s$ given by

$$
\sigma^{2}=(\rho s+A R)\left(\frac{s}{\rho c^{2}}+\frac{Y}{A}\right)
$$

Two independent solutions of Eq. (44.12) are well known to be $\cosh (\sigma x)$ and $\sinh (\sigma x)$, and a bit of algebra shows that the chain matrix for this case is

$$
\mathbf{K}=\left[\begin{array}{cc}
\cosh (\sigma L) \psi & (1 / \beta) \sinh (\sigma L)  \tag{44.13}\\
\beta \sinh (\sigma L) \psi & \cosh (\sigma L)
\end{array}\right]
$$

where

$$
\beta=\sqrt{\left[Y+\frac{A s}{\rho c^{2}}\right] /\left[R+\frac{\rho s}{A}\right]} .
$$

For an arbitrary tract, onecan utilizethesimplicity of the chain matrix of a uniform tube by approximating the tract as a concatenation of $N$ uniform sections of length $\Delta=L / N$. Now the output quantities of the $i$ th section become the input quantities for the $i+1$ st section. Therefore, if $\mathbf{K}_{i}$ isthe chain matrix for the $i$ th section, then the chain matrix for the variable-area tract is approximated by

$$
\begin{equation*}
\mathbf{K}=\mathbf{K}_{1} \mathbf{K}_{2} \cdots \mathbf{K}_{N} \cdot \psi \tag{44.14}
\end{equation*}
$$

This method can, of course, beused to relatetheinput-output quantities for any portion of the tract, not just the entire vocal tract. Later we shall need to find the input-output relations for various sections of the tract, for example, the tract from the glottis to the velum for nasal sounds, from the narrowest constriction to the lips for fricative sounds, etc.

As stated above, all linear properties of the vocal tract can be derived in terms of the entries of the chain matrix. Let us give several examples.

Let us associatetheinput with theglottal end, and theoutput with the lip end of thetract. Suppose thetract isterminated by theradiation impedance $Z_{R}$ at thelips. Then, by definition, $P_{\text {out }}=Z_{R} U_{\text {out }}$. Substituting this in Eq. (44.11) gives

$$
\left[\begin{array}{l}
P_{\text {in }} / U_{\text {out }}  \tag{44.15}\\
U_{\text {in }} / U_{\text {out }}
\end{array}\right]=\left[\begin{array}{ll}
\mathbf{k}_{11} & \mathbf{k}_{12} \\
\mathbf{k}_{21} & \mathbf{k}_{22}
\end{array}\right]\left[\begin{array}{c}
Z_{R} \\
1
\end{array}\right] . \psi
$$

From Eq. (44.15) it follows that

$$
\begin{equation*}
\frac{U_{\text {out }}}{U_{\text {in }}}=\frac{1}{\mathbf{k}_{21} Z_{R}+\mathbf{k}_{22}} \cdot \psi \tag{44.16a}
\end{equation*}
$$

Equation (44.16a) gives the transfer function relating the output volume velocity to the input volume velocity. Multiplying this by $Z_{R}$ gives the transfer function relating output pressure to the input volume velocity. Other transfer functions relating output pressure or volume velocity to input pressure may be similarly derived.

Relationships between pressure and volume velocity at a single point may also be derived. For example,

$$
\begin{equation*}
\frac{P_{\text {in }}}{U_{\text {in }}}=\frac{\mathbf{k}_{11} Z_{R}+\mathbf{k}_{12}}{\mathbf{k}_{21} Z_{R}+\mathbf{k}_{22}} \tag{44.16b}
\end{equation*}
$$

gives the input impedance of the vocal tract as seen at the glottis, when the lips are terminated by the radiation impedance.

Also, formant frequencies, which we mentioned in the Introduction, can be computed from the transfer function of Eq. (44.16a). They are just the values of $s$ at which the denominator on the right-hand side becomes zero. For a lossy vocal tract, the zeros are complex and have the form $s_{n}=-\alpha_{n}+j \omega_{n}, n=1,2, \cdots$. Then $\omega_{n}$ is the frequency (in rad/s) of the $n$th formant, and $\alpha_{n}$ is its half bandwidth.

Finally, the chain matrix formulation also leads to linear prediction coefficients (LPC), which are the most commonly used representation of speech signalstoday. Strictly speaking, therepresentation is valid for speech signals for which the excitation source is at the glottis (i.e., voiced or aspirated speech sounds). M odifications are required when the source of excitation is at an interior point.

To derive the LPC formulation, we will assume the vocal tract to be lossless, and the radiation impedance at the lips to be zero. From Eq. (44.16a) we see that to compute the output volume velocity from the input volume velocity, we need only the $\mathbf{k}_{22}$ element of the chain matrix for the entirevocal tract. Thischain matrix isobtained by a concatenation of matrices asshown in Eq. (44.14).

The individual matrices $\mathbf{K}_{i}$ are derived from Eq. (44.13), with $N=L / \Delta$. In the lossless case, $R$ and $Y$ arezero, so $\sigma=s / c$ and $\beta=A / \rho c$. Also, if we define $z=e^{2 s \Delta / c}$, then the matrix $\mathbf{K}_{i}$ becomes

$$
\mathbf{K}_{i}=z^{N / 2}\left[\begin{array}{cc}
\frac{1}{2}\left(1+z^{-1}\right) & \frac{A_{i}}{2 \rho c}\left(1-z^{-1}\right)  \tag{44.17}\\
\frac{\rho c}{2 A_{i}}\left(1-z^{-1}\right) & \frac{1}{2}\left(1+z^{-1}\right)
\end{array}\right] . \psi
$$

Clearly, therefore, $\mathbf{k}_{22}$ is $z^{N / 2}$ times an $N$ th degree polynomial in $z^{-1}$. Hence, Eq. (44.16a) can be written as

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} z^{-k} U_{\text {out }}=z^{-N / 2} U_{\text {in }} . \psi \tag{44.18}
\end{equation*}
$$

where $a_{k}$ arethecoefficients of the polynomial. Thefrequency domain factor $z=e^{-2 s \Delta / c}$ represents a delay of $2 \Delta / c s$. Thus, the time domain equivalent of Eq. (44.18) is

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} u_{\text {out }}(t-2 k \Delta / c)=u_{\text {in }}(t-N \Delta / c) \cdot \psi \tag{44.19}
\end{equation*}
$$

Now $u_{\text {out }}(t)$ is the volume velocity in the speech signal, so we will call it $s(t)$ for brevity. Similarly, since $u_{\text {in }}(t)$ is the input signal at the glottis, we will call it $g(t)$. To get the time-sampled version of Eq. (44.19) we set $t=2 n \Delta / c$ and define $s(2 n \Delta / c)=s_{n}$ and $g((2 n-N) \Delta / c)=g_{n}$. Then Eq. (44.19) becomes

$$
\begin{equation*}
\sum_{k=0}^{N} a_{k} s_{n-k}=\varepsilon_{n} . \psi \tag{44.20}
\end{equation*}
$$

Equation (44.20) is the LPC representation of a speech signal.

### 44.3.6 Nasal Coupling

Nasal sounds are produced by opening the velum and thereby coupling the nasal cavity to the vocal tract. In nasal consonants, the vocal tract itself is closed at some point between the velum and the lips, and all the airflow is diverted into the nostrils. In nasal vowels the vocal tract remains open. (Nasal vowels are common in French and several other languages. They are not nominally phonemes of English. H owever, some nasalization of vowels commonly occurs in English speech.)

In terms of chain matrices, the nasal coupling can be handled without too much additional effort. Asfar as its acoustical properties are concerned, the nasal cavity can be treated exactly like the vocal tract, with the added simplification that itsshapemay be regarded as fixed. Thecommon assumption is that the nostrils are symmetric, in which case the cross-sectional areas of the two nostrils can be added and the nose replaced by a single, fixed, variable area tube.

The description of the computations is easier to follow with the aid of the block diagram shown in Fig. 44.5. From a knowledge of the area functions and losses for the vocal and nasal tracts three chain matrices $\mathbf{K}_{g v}, \mathbf{K}_{v t}$, and $\mathbf{K}_{v n}$ arefirst computed. Theserepresent, respectively, the matricesfrom glottis to velum, velum to tract closure (or velum to lips, in case of a nasal vowel), and velum to nostrils.

From $\mathbf{K}_{v n}$ with some assumed impedance termination at the nostrils, the input impedance of the nostrils at the velum may be computed as indicated in Eq. (44.16b). Similarly, K ${ }_{v t}$ gives the input impedance at the velum, of the vocal tract looking toward the lips. At the velum, these two impedances are combined in parallel to give a total impedance, say $Z_{v}$. With this as termination, the velocity to velocity transfer function, $T_{g v}$, from glottisto velum can becomputed from $\mathbf{K}_{g v}$ as shown


FIGURE 44.5: Chain matrices for synthesizing nasal sounds.
in Eq. (44.16b). For a given volume velocity at the glottis, $U_{g}$, the volume velocity at the velum is $U_{v}=T_{g v} U_{g}$, and the pressure at the velum is $P_{v}=Z_{v} U_{v}$. Once $P_{v}$ and $U_{v}$ are known, the volume velocity and/or pressure at the nostrils and lips can be computed by inverting the matrices $\mathbf{K}_{v n}$ and $\mathbf{K}_{v t}$.

### 44.4 Sources of Excitation

As mentioned earlier, speech sounds may be classified by type of excitation: periodic, turbulent, or transient. All of these types of excitation are created by converting the potential energy stored in the lungs due to excess pressure into sound energy in the audible frequency range of 20 Hz to 20 kHz .

Thelungs of a young adult male may have a maximum usablevolume ("vital capacity") of about 5 I. While reading aloud the pressure in the lungs is typically in the range of 6 to 15 cm of water ( 6000 to 15000 Pa ). Vocal cord vibrations can be sustained with a pressure as low as .2 cm of water. At the other extreme, a pressure as high as 195 cm of water has been recorded for a trumpet player. Typical average airflow for normal speech is about $0.1 \mathrm{I} / \mathrm{s}$. It may peak as high as $5 \mathrm{I} / \mathrm{s}$ during rapid inhales in singing.

Periodic excitation originates mainly at the vibrating vocal folds, turbulent excitation originates primarily downstream of the narrowest constriction in the vocal tract, and transient excitations occur whenever a complete closure of the vocal pathway is suddenly released. In the following, we will explore these three types of excitation in some detail. The interested reader is referred to [18] for more information.

### 44.4.1 Periodic Excitation

M any of the acoustic and perceptual features of an individual's voice are believed to bedueto specific characteristics of the quasi-periodic excitation signal provided by the vocal folds. These, in turn, depend on the morphology of the voice organ, the larynx. The anatomy of the larynx is quite complicated, and descriptions of it may be found in the literature [19]. From an engineering point of view, however, it suffices to note that the larynx is the structure that houses the vocal folds whose vibration provides the periodic excitation. The space between the vocal folds, called the glottis, varies with the motion of the vocal folds, and thus modulates the flow of air through them. As late as 1950 Husson postulated that each movement of the folds is in fact induced by individual nerve signals sent from the brain (the Neurochronaxis hypothesis) [20]. We now know that the larynx is a self-oscillating acousto-mechanical oscillator. This oscillator is controlled by several groups of tiny muscles also housed in the larynx. Some of these muscles control the rest position of the folds, others control their tension, and still others control their shape. During breathing and production of fricatives, for example, the folds are pulled apart (abducted) to allow free flow of air. To produce voiced speech, the vocal folds are brought close together (adducted). When brought close enough together, they go into a spontaneous periodic oscillation. These oscillations are driven by Bernoulli pressure (the same mechanism that keeps airplanes aloft) created by the airflow through the glottis.

If the opening of the glottis is small enough, the Bernoulli pressure due to the rapid flow of air is large enough to pull the folds toward each other, eventually closing the glottis. This, of course, stops the flow and the laryngeal muscles pull the folds apart. This sequencerepeats itself until the folds are pulled far enough away, or if the lung pressure becomes too low. We will discuss this oscillation in greater detail later in this section.

Besides the laryngeal muscles, the lung pressure and the acoustic load of the vocal tract also affect the oscillation of the vocal folds.

The larynx also houses many mechanoreceptors that signal to the brain the vibrational state of the vocal folds. These signals help control pitch, loudness, and voice timbre.

Figure 44.6 shows stylized snapshots taken from the side and above the vibrating folds. The view from above can be obtained on live subjects with high speed (or stroboscopic) photography, using a laryngeal mirror or a fiber optic bundle for illumination and viewing. The view from the side is




FIGURE 44.6: One cycle of vocal fold oscillation seen from the front and from above. (After Schönhärl, E., 1960 [25]. With permission of Georg ThiemeVerlag, Stuttgart, Germany.)
the result of studies on excised (mostly animal) larynges. From studies such as these, we know that, during glottal vibration, the folds carry a mechanical wave that starts at the tracheal (lower) end of the folds and moves upwards to the pharyngeal (upper) end. Consequently, the edge of the folds that faces the vocal tract usually lags behind the edge of the folds that faces the lungs. This phenomenon is called vertical phasing. Higher eigenmodes of these mechanical waves have been observed and have been modeled.

Figure 44.7 shows typical acoustic flow waveforms, called flow glottograms, and their first time derivatives. In a normal glottogram, theclosed phase of theglottal cycleischaracterized by zero flow. Often, however, the closure is not complete. Also, in somecases, although the folds close completely, there is a parallel path - a chink - which stays open all the time.

In the open phase the flow gradually builds up, reaches a peak, and then falls sharply. The asymmetry is due to the inertia of the airflow in the vocal tract and the sub-glottal cavities. The amplitude of thefundamental frequency is governed mainly by the peak of the flow while the amplitudes of the higher harmonics is governed mainly by the (negative) peak rate of change of flow, which occurs just before closure.


FIGURE 44.7: Example of glottal volume velocity and its time derivative.

## Voice Qualities

Depending on the adjustment of the various parameters mentioned above, the glottis can produce a variety of phonations (i.e., excitations for voiced speech), resulting in different perceptual voicequalities. Someperceptual qualities vary continuously whereas others are essentially categorical (i.e., they change abruptly when some parameters cross a threshold).

Voice timbre is an important continuously variable quality which may be given various labels ranging from "mellow" to "pressed". The spectral slope of the glottal waveform is the main physical correlate of this perceptual quality. On the other hand, nasality and aspiration may be regarded as categorical qualities.

The physical properties that distinguish a "male" voice from a "female" voice are still not well understood, although many distinguishing features are known. Besides the obvious cue of fundamental frequency, the perceptual quality of "breathiness" seems to be important for producing a female sounding voice. It occurs when the glottis does not close completely during the glottal cycle. This results in a more sinusoidal movement of the folds which makes the amplitude of the fundamental frequency much larger compared to those of the higher harmonics. The presence of leakage in the abducted glottis al so increases the damping of the lower formants, thus increasing their bandwidths. Also, the continuous airflow through the leaking glottis gives rise to increased levels of glottal noise (aspiration noise) that masks the higher harmonics of the glottal spectrum. Finally, in
glottograms of female voices, the open phase is a larger proportion of the glottal cycle (about 80\%) than in glottograms of male voices (about 60\%). The points of closure are also smoother for female voices, which results in lower high frequency energy relative to the fundamental.
Finally, the individuality of a voice (which allows us to recognize the speaker) appears to be dependent largely on the exact relationships between the amplitudes of the first few harmonics.

## Models of the Glottis

A study of themechanical and acoustical properties of thelarynxisstill an area of activeinterdisciplinary research. M odeling in the mechanical and acoustical domains requires making simplifying assumptions about the tissue movements and the fluid mechanics of the airflow. Depending on the degreeto which themodels incorporate physiological knowledge, onecan distinguish three categories of glottal models:

Parametrization of glottal flow is the "black-box" approach to glottal modeling. The glottal flow wave or its first timederivative is parametrized in segments by analytical functions. It seems doubtful that any simple model of this kind can match all kinds of speakers and speaking styles. Examples of speech sounds that are difficult to parametrize in this way are nasal and mixed-excitation sounds (i.e., sounds with an added fricative component) and "simple" high-pitch female vowels.

Parametrization of glottal area is more realistic. In this model, the area of the glottal opening is parametrized in segments, but the airflow is computed from the propagation equations, and includes its interaction with the acoustic loads of the vocal tract and the subglottal structures. Such a model is capable of reproducing much more of the detail and individuality of the glottal wave than the black box approach. Problems are still to be expected for mixed glottal/fricative sounds unless the tract model includes an accurate mechanism for frication (see the section on turbulent excitation below).
In a complete, self-oscillating model of the glottis described below, the amplitude of the glottal openingas well astheinstants of glottal closureareautomatically derived, and depend in acomplicated manner on the laryngeal parameters, lung pressure, and the past history of the flow. The areadriven model has the disadvantage that amplitude and instants of closure must be specified as side information. However, the ability to specify the points of glottal closure can, in fact, bean advantage in some applications; for example, when the model is used to mimic a given speech signal.
Self-oscillating physiological models of the glottis attempt to model the complete interaction of theairflow and the vocal folds which resultsin periodic excitation. Theinput to a model of thistypeis slowly varying physical parameters such as lung pressure, tension of the folds, pre-phonatory glottal shape, etc. Of the many models of this type that have been proposed, the one most often used is the 2 -mass model of Ishizaka and Flanagan (I\&F). In the following we will briefly review this model.
The I\&F two-mass model is depicted in Fig. 44.8. As shown there, the thickness of the vocal folds that separates the trachea from the vocal tract is divided into two parts of length $d_{1}$ and $d_{2}$, respectively, where the subscript 1 refers to the part closest to the trachea and 2 refers to the part closest to the vocal tract. These portions of the vocal folds are represented by damped spring-mass systems coupled to each other. The division into two portions is a refinement of an earlier version that represented the folds by a single spring-mass system. By using two sections the model comes closer to reality and exhibits the phenomenon of vertical phasing mentioned earlier.

In order to simulatetissue, all thesprings and dampersarechosen to benonlinear. Beforediscussing the choice of these nonlinear elements, let us first consider the relationship between the airflow and the pressure variations from the lungs to the vocal tract.

## Airflow in the Glottis

The dimensions $d_{1}$ and $d_{2}$ are very small - about 1.5 mm each. This is a very small fraction of the wavelength even at the highest frequencies of interest. (The wavel ength of a sound wave in air at 100 kHz is about 3 mm !). Thereforewemay assumetheflow through theglottisto beincompressible.


FIGURE 44.8: The two-mass model of Ishizaka and Flanagan [21].

With this assumption the equation of continuity, Eq. (44.2), merely states that the volume velocity is the same everywhere in the glottis. We will call this volume velocity $u_{g}$. The relationship of this velocity to the pressure is governed by the equation of motion. Since the particle velocity in the glottis can be very large, we need to consider the nonlinear version given in Eq. (44.5). Also, since the cross-section of the glottis is very small, viscous drag cannot be neglected. So we will include a term representing viscous drag proportional to the velocity. With this addition, Eq. (44.5) becomes:

$$
\begin{equation*}
\frac{\partial}{\partial x}\left[p+\frac{\rho}{2}\left(u_{g} / A\right)^{2}\right]=-\rho \frac{\partial}{\partial t}\left(\frac{u_{g}}{A}\right)-R_{v}\left(u_{g} / A\right) . \tag{44.21}
\end{equation*}
$$

The drag coefficient $R_{v}$ can be estimated for simple geometries. In the present application a rectangular aperture is appropriate. If the length of the aperture is $l$, its width (corresponding to the opening between thefolds) is $w$ and its depth in thedirection of flow is $d$, then $R_{v}=\frac{12 \mu d}{l w^{3}}$, where $\mu$ is the coefficient of shear viscosity. The pressure distribution is obtained by repeated use of Eq. (44.21), using theappropriatevalue of $A$ (and hence of $R_{v}$ ) in thedifferent parts of theglottis. In thismanner, the pressure at any point in the glottis may be determined in terms of the volume velocity, $u_{g}$, the lung pressure, $P_{s}$, and the pressure at the input to the vocal tract, $p_{1}$.

The detailed derivation of the pressure distribution is given in [21]. The derivation shows that the total pressure drop across the glottis, $P_{s}-p_{1}$, is related to the glottal volume velocity, $u_{g}$, by an equation of the form

$$
\begin{equation*}
P_{s}-p_{1}=R u_{g}+\frac{d}{d t}\left(L u_{g}\right)+\frac{\rho}{2}\left(u_{g} / \alpha\right)^{2} . \tag{44.22}
\end{equation*}
$$

With the analogy of pressure to voltage and volume velocity to current, the quantity $R$ is analogous to resistance and $L$ to inductance. The term in $u_{g}^{2}$ may be regarded as $u_{g}$ times a current-dependent resistance. The quantity $\alpha$ has the dimensions of an area.

## Models of Vocal Fold Tissue

When the pressure distribution derived above is coupled to the mechanical properties of the vocal folds, we get a self-oscillating system with properties quitesimilar to those of a real larynx. The mechanical properties of the vocal folds have been modeled in many ways with varying degrees of complexity ranging from a single spring-mass system to a distributed parameter flexibletube. In the following, by way of example, we will summarize only the original 1972 I\&F model.

Returning to Fig. 44.8, we observe that the mechanical properties of the folds are represented by the masses $m_{1}$ and $m_{2}$, the (nonlinear) springs $s_{1}$ and $s_{2}$, the coupling spring $k_{c}$, and the nonlinear
dampers $r_{1}$ and $r_{2}$. The opening in each section of the glottis is assumed to have a rectangular shape with length $l_{g}$. The widths of thetwo sections are $2 x_{j}, j=1,2$. Assuming a symmetrical glottis, the cross-sectional areas of the two sections are

$$
\begin{equation*}
A_{g j}=A_{g 0 j}+2 l_{g} x_{j}, \quad j=1,2, \tag{44.23}
\end{equation*}
$$

where $A_{g 01}$ and $A_{g 02}$ arethe areas at rest. From this equation, we compute the lateral displacements $x_{j \min }, j=1,2$ at which the two folds touch each other in each section to be $x_{j \min }=-A_{g 0 j} /\left(2 l_{g}\right)$. Displacements more negative than these indicate a collision of the folds. The springs $s_{1}$ and $s_{2}$ are assumed to have restoring forces of the form $a x+b x^{3}$, wherethe constants $a$ and $b$ take on different values for the two sections and for the colliding and non-colliding conditions.

The dampers $r_{1}$ and $r_{2}$ are assumed to be linear, but with different values in the colliding and non-colliding cases. The coupling spring $k_{c}$ is assumed to belinear. With these choices, the coupled equations of motion for the two masses are:

$$
\begin{equation*}
m_{1} \frac{d^{2} x_{1}}{d t^{2}}+r_{1} \frac{d x_{1}}{d t}+f_{s 1}\left(x_{1}\right)+k_{c}\left(x_{1}-x_{2}\right)=F_{1} \tag{44.24a}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{2} \frac{d^{2} x_{2}}{d t^{2}}+r_{2} \frac{d x_{2}}{d t}+f_{s 2}\left(x_{2}\right)+k_{c}\left(x_{2}-x_{1}\right)=F_{2} \tag{44.24b}
\end{equation*}
$$

Here $f_{s 1}$ and $f_{s 2}$ are the cubic nonlinear springs. The parameters of these springs as well as the damping constants $r_{1}$ and $r_{2}$ change when the folds go from a colliding state to a non-colliding state and vice versa. The driving forces $F_{1}$ and $F_{2}$ are proportional to the average acoustic pressures in the two sections of the glottis. Whenever a section is closed (due to the collision of its sides) the corresponding driving force is zero. Note that it is these forces that provide the feedback of the acoustic pressures to the mechanical system. This feedback is ignored in the area-driven models of the glottis.

Weclosethis section with an example of ongoing research in glottal modeling. In theintroduction to this section we had stated that breathiness of a voice is considered important for producing a natural-sounding synthetic female voice. Breathiness results from incomplete closures of the folds. We had also stated that incomplete glottal closures due to abducted folds lead to a steep spectral roll-off of the glottal excitation and a strong fundamental. However, practical experience shows that many voices show clear evidence for breathiness but do not show a steep spectral roll-off, and have relatively weak fundamentals instead. How can this mystery be solved? It has been suggested that the glottal "chink" mentioned in the discussion of Fig. 44.7 might betheanswer. M any high-speed videos of the vocal folds show evidence of a separate leakage path in the "posterior commissure" (where the folds join) which stays open all the time. Analysis of such a permanently open path produces the stated effect [22].

### 44.4.2 Turbulent Excitation

Turbulent airflow shows highly irregular fluctuations of particle velocity and pressure. Thesefluctuations are audible as broadband noise. Turbulent excitation occurs mainly at two locations in the vocal tract: near the glottis and at constriction(s) between the glottis and the lips. Turbulent excitation at a constriction downstream of the glottis produces fricative sounds or voiced fricatives depending on whether or not voicing is simultaneously present. Also, stressed versions of the vowel $i$, and liquids $l$ and $r$ are usually accompanied by turbulent flow. M easurements and modelsfor turbulent excitation
are even more difficult to establish than for the periodic excitation produced by the glottis because, usually, no vibrating surfaces are involved. Because of the lack of a comprehensive model, much confusion exists over the proper sub-classification of fricatives. The simplest model for turbulent excitation is a "nozzle" (narrow orifice) releasing air into free space. Experimental work has shown that half (or more) of the noise power generated by a jet of air originates within the so-called mixing region that starts at the nozzle outlet and extends as far as a distance four times the diameter of the orifice. The noise source is therefore distributed. Several scaling relations hold between the acoustic output and the nozzle geometry. One of these scaling properties is the so-called Reynolds number, Re , that characterizes the amount of turbulence generated as the air from the jet mixes with the ambient air downstream from the orifice:

$$
\begin{equation*}
R e=\frac{u}{A} \frac{x}{v} \tag{44.25}
\end{equation*}
$$

Here $u$ is the volume velocity, A is the area of the orifice (hence, $\mathrm{u} / \mathrm{A}$ is the particle velocity), $x$ is a characteristic dimension of the orifice (the width for a rectangular orifice), and $v=\mu / \rho$ is the kinematic viscosity of air. Beyond a critical value of the Reynolds number, $R e_{\text {crit }}$ (which is about 1200 for the case of a free jet), the flow becomes fully turbulent; below this value, the flow is partly turbulent and becomes fully laminar at very low velocities. Another scaling equation defines the so-called Strouhal number, S , that relates the frequency $F_{\text {max }}$ of the (usually broad) peak in the power spectrum of the generated noise to the width of the orifice and the velocity:

$$
\begin{equation*}
S=F_{\max } \frac{x}{u / A} \tag{44.26}
\end{equation*}
$$

For the case of a free jet, the Strouhal number S is 0.15 . Within the jet, higher frequencies are generated closer to the orifice and lower frequencies further away.

Distributed sources of turbulence can bemodeled by expanding them in terms of monopoles (i.e., pulsating spheres), dipoles (two pulsating spheres in opposite phase), quadrupoles (two dipoles in oppositephase), and higher-order representations. Thetotal power generated by a monopole source in free space is proportional to the fourth power of the particle velocity of the flow, that of a dipole source obeys a $(u / A)^{6}$ power law, and that of a quadrupole source obeys a $(u / A)^{8}$ power law. Thus, the low order sources are more important at low flow rates, while the reverse is the case at high flow rates. In a duct, however, the exponents of the power laws decrease by 2 , that is, a dipole source's noise power is proportional to $(u / A)^{4}$, etc.

Thus far, we have summarized noise generation in a free jet or air. A much stronger noise source is created when a jet of air hits an obstacle. Depending on the angle between the surface of the obstacle and the direction of flow, the surface roughness, and the obstacle geometry, the noise generated can be up to 20 dB higher than that generated by the same jet in free space. Because of the spatially concentrated source, modeling obstacle noise is easier than modeling the noise in a free jet. Experiments reveal that obstacle noise can be approximated by a dipole source located at the obstacle.

The above theoretical findings qualitatively explain the observed phenomenon that the fricatives $t h$ and $f$ (and the corresponding voiced $d h$ and $v$ ) are weak compared to the fricatives $s$ and $s h$. Theteeth (upper for $s$ and lower for $s h$ ) provide the obstacle on which the jet impinges to produce the higher noise levels. A fricative of intermediate strength results from a distributed obstacle (the "wall" case) when the jet is forced along the roof of the mouth as for the sound $y$.

In a synthesizer, dipole noise sources can be implemented as series pressure sources. One possible implementation is to make the source pressure proportional to $R e^{2}-R e_{\text {crit }}{ }^{2}$ for $R e>R e_{\text {crit }}$ and zero otherwise [11]. Another option [23] is to relate the noise source power to the Bernoulli pressure $B=.5 \rho(u / A)^{2}$. Since the power of a dipole source located at the teeth (and radiating into free space) is $(u / A)^{6}$, it is also proportional to $B^{3}$, and the noise source pressure $p_{n} \propto B^{3 / 2}$. On the
other hand, for wall sources located further away from the lips, we need multiple(distributed) dipole sources with source pressures proportional either to $R e^{2}-R e_{\text {crit }}{ }^{2}$ or to $B$. In either case, the source should have a broadband spectrum with a peak at a frequency given by Eq. (44.26).

When a noise source is located at some point inside the tract, its effect on the acoustic output at the lips is computed in terms of two chain matrices - the matrix $\mathbf{K}_{F}$ from the glottis to the noise source, and the matrix $\mathbf{K}_{L}$ from the noise source to the lips. For fricative sounds, the glottis is wide open, so the termination impedance at the glottis end may be assumed to be zero. With this termination, the impedance at the noise source looking toward the glottis is computed from $\mathbf{K}_{F}$ as explained in the section on chain matrices. Call this impedance $Z_{1}$. Similarly, a knowledge of the radiation impedance at the lips and the matrix $\mathbf{K}_{L}$ allows us to compute the input impedance $Z_{2}$ looking toward thelips. The volume velocity at the source is then just $P_{n} /\left(Z_{1}+Z_{2}\right)$ where $P_{n}$ is the pressure generated by the noise source. The transfer function obtained from Eq. (44.16a) for the matrix $\mathbf{K}_{L}$ then gives the volume velocity at the lips.

It can be shown that the series noise source $P_{n}$ excites all formants of the entiretract (i.e., the ones we would see if the source were at the glottis). H owever, the spectrum of fricative noise usually has a high pass character. This can be understood qualitatively by the following considerations.

When thetract has a very narrow constriction, thefront and back cavities are essentially decoupled, and the formants of the tract are the formants of the back cavity plus those of the front cavity. If now the noise source is just downstream of the constriction, the formants of the back cavity areonly slightly excited because the impedance $Z_{1}$ also has poles at those frequencies. Since the back cavity is usually much longer than the front cavity for fricatives, the lower formants are missing in the velocity at the lips. This gives it a high pass character.

### 44.4.3 Transient Excitation

Transient excitation of the vocal tract occurs whenever pressure is built up behind a total closure of the tract and suddenly released. This sudden release produces a step-function of input pressure at the point of release. The output velocity is therefore proportional to the integral of the impulse response of the tract from the point of release to the lips. In the frequency domain, this is just $P_{r} / s$ times the transfer function, where $P_{r}$ is the step change in pressure. Hence, the velocity at the lips may be computed in the same way as in the case of turbulent excitation, with $P_{n}$ replaced by $P_{r} / s$. In practice, this step excitation is usually followed by the generation of fricative noise for a short period after release when the constriction is still narrow enough. Sometimes, if the glottis is also being constricted (e.g., to start voicing) some aspiration might also result.

### 44.5 Digital Implementations

Themodels of the various parts of the human speech production apparatus which we have described abovecan beassembled to producefluent speech. Herewewill consider how adigital implementation of thisprocessmay becarried out. Basically, thestandard theory of sampling in thetimeand frequency domains is used to convert the continuous signals considered above to sampled signals, and the samples are represented digitally to the desired number of bits per sample.

### 44.5.1 Specification of Parameters

The parameters that drive the synthesizer need to be specified about every 20 ms . (The assumed quasi-stationarity is valid over durations of this size.)

Two sets of parameters are needed - the parameters that specify the shape of the vocal tract and thosethat control theglottis. The vocal tract parametersimplicitly control nasality (by specifying the opening area of the velum) and also frication (by specifying the size of the narrowest constriction).

### 44.5.2 Synthesis

Thevocal tract is approximated by a concatenation of about 20 uniform sections. Thecross-sectional areas of these sections is either specified directly, or computed from a specification of articulatory parameters as shown in Fig. 44.3. The chain matrix for each section is computed at an adequate sampling rate in the frequency domain to avoid time-aliasing of the corresponding time functions. (Computation of the chain matrices requires a specification of the losses also. Several models exist which assign the losses in terms of the cross-sectional area [11, 16]).

The chain matrices for the individual sections are combined to derive the matrices for various portions of the tract, as appropriate for the particular speech sound being synthesized. For voiced sounds, the matrices for the sections from the glottis to the lips are sequentially multiplied to give the matrix from the glottis to the lips. From the $\mathbf{k}_{11}, \mathbf{k}_{12}, \mathbf{k}_{21}, \mathbf{k}_{22}$ components of this matrix, the transfer function $\frac{U_{\text {out }}}{U_{\text {in }}}$ and the input impedance are obtained as in Eqs. (44.16a) and (44.16b). Knowing the radiation impedance $Z_{R}$ at the lips we can compute the transfer function for output pressure, $H=\frac{U_{\text {out }}}{U_{\text {in }}} Z_{R}$. The inverse FFT of the transfer function $H$ and the input impedance $Z_{\text {in }}$ give the corresponding time functions $h(n)$ and $z_{\text {in }}(n)$, respectively. These functions are computed every 20 ms , and the intermediate values are obtained by linear interpolation.

For the current time sampling instant $n$, the current pressure $p_{1}(n)$ at the input to the vocal tract is then computed by convolving $z_{\text {in }}$ with the past values of the glottal volume velocity $u_{g}$. With $p_{1}$ known, thepressuredifference $P_{s}-p_{1}$ on the left hand sideof Eq. (44.22) isknown. Equation (44.18) is discretized by using a backward difference for the time derivative. Thus, a new value of the glottal volume velocity is derived. This, together with the current values of the displacements of the vocal folds, gives us new values for the driving forces $F_{1}$ and $F_{2}$ for the coupled oscillator Eqs. (44.24a) and (44.24b). The coupled oscillator equations are also discretized by backward differences for time derivatives. Thus, the new values of the driving forces give new values for the displacements of the vocal folds. The new value of volume velocity also gives a new value for $p_{1}$, and the computational cycle repeats, to give successive samples of $p_{1}, u_{g}$, and the vocal fold displacements.

The glottal volume velocity obtained in this way, is convolved with the impulse response $h(n)$ to produce voiced speech.

If the speech sound calls for frication, the chain matrix of thetract is derived as the product of two matrices - from the glottis to the narrowest constriction and from the constriction to the lips, as discussed in the section on turbulent excitation. This enables us to compute the volume velocity at the constriction, and thus introduce a noise source on the basis of the Reynolds number.

Finally, to produce nasal sounds, the chain matrix for the nasal tract is also computed, and the output at the nostrils computed as discussed in the section on chain matrices. If the lips are open, the output from the lips is also computed and added to the output from the nostrils to give the total speech signal. Details of the synthesis procedure may be found in [24].
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### 45.1 Introduction

Digital speech coding is used in a wide variety of everyday applications that the ordinary person takes for granted, such as network telephony or telephone answering machines. By speech coding we mean a method for reducing the amount of information needed to represent a speech signal for transmission or storage applications. For most applications this means using a lossy compression algorithm because a small amount of perceptible degradation is acceptable. This section reviews some of the applications, the basic attributes of speech coders, methods currently used for coding, and some of the most important speech coding standards.

### 45.1.1 Examples of Applications

Digital speech transmission is used in network telephony. The speech coding used is just sample-bysample quantization. The transmission rate for most calls is fixed at 64 kilobits per second (kb/s). The speech is sampled at $8000 \mathrm{~Hz}(8 \mathrm{kHz})$ and a logarithmic 8 -bit quantizer is used to represent each sample as one of 256 possible output values. International calls over transoceanic cables or satellites are often reduced in bit rate to $32 \mathrm{~kb} / \mathrm{s}$ in order to boost the capacity of this relatively expensive equipment. Digital wireless transmission has already begun. In North America, Europe, and Japan there are digital cellular phonesystems al ready in operation with bit rates ranging from $6.7 \mathrm{to} 13 \mathrm{~kb} / \mathrm{s}$ for the speech coders. Secure telephony has existed since World War II, based on the first vocoder. (Vocoder is a contraction of the words voice coder.) Secure telephony involves first converting the speech to a digital form, then digitally encrypting it and then transmitting it. At the receiver, it is decrypted, decoded, and reconverted back to analog. Current videotelephony is accomplished
through digital transmission of both the speech and the video signals. An emerging use of speech coders is for simultaneous voice and data. In these applications, users exchange data (text, images, FAX, or any other form of digital information) while carrying on a conversation.

All of the above examples involve real-time conversations. Today we use speech coders for many storage applications that make our lives easier. For example, voice mail systems and telephone answering machines allow us to leave messages for others. The called party can retri eve the message when they wish, even from halfway around the world. The same storage technology can be used to broadcast announcements to many different individuals. Another emerging use of speech coding is multimedia. M ost forms of multimedia involve only one-way communications, so we include them with storage applications. Multimedia documents on computers can have snippets of speech as an integral part. Capabilities currently exist to allow users to make voice annotations onto documents stored on a personal computer (PC) or workstation.

### 45.1.2 Speech Coder Attributes

Speech coders have attributes that can be placed in four groups: bit rate, quality, complexity, and delay. For a given application, some of these attributes are pre-determined while tradeoffs can be made among the others. For example, the communications channel may set a limit on bit rate, or cost considerations may limit complexity. Quality can usually be improved by increasing bit rate or complexity, and sometimes by increasing delay. In the following sections, we discuss these attributes.

Primarily we will be discussing telephone bandwidth speech. This is a slightly nebulous term. In the telephone network, speech is first bandpass filtered from roughly 200 to 3200 Hz . This is often referred to as 3 kHz speech. Speech issampled at 8 kHz in thetelephonenetwork. Theusual telephone bandwidth filter rolls off to about 35 dB by 4 kHz in order to eliminate the aliasing artifacts caused by sampling.

There is a second bandwidth of interest. It is referred to as wideband speech. The sampling rate is doubled to 16 kHz . The lowpass filter is assumed to begin rolling off at 7 kHz . At the low end, the speech is assumed to be uncontamined by line noise and only theDC component needs to befiltered out. Thus, thehighpass filter cutoff frequency is 50 Hz . When we refer to wideband speech, we mean speech with a bandwidth of 50 to 7000 Hz and a sampling rate of 16 kHz . This is also referred to as 7 kHz speech.

## Bit Rate

Bit rate tells sus the degree of compression that the coder achieves. Telephone bandwidth speech is sampled at 8 kHz and digitized with an 8 -bit logarithmic quantizer, resulting in a bit rate of $64 \mathrm{~kb} / \mathrm{s}$. For telephonebandwidth speech coders, we measure the degree of compression by how much the bit rate is lowered from $64 \mathrm{~kb} / \mathrm{s}$. International telephone network standards currently exist for coders operating from $64 \mathrm{~kb} / \mathrm{s}$ down to $5.3 \mathrm{~kb} / \mathrm{s}$. The speech coders for regional cellular standards span the range from 13 to $3.45 \mathrm{~kb} / \mathrm{s}$ and those for secure telephony span the range from $16 \mathrm{~kb} / \mathrm{s}$ to $800 \mathrm{~b} / \mathrm{s}$. Finally, there are proprietary speech coders that are in common use which span the entire range.

Speech coders need not have a constant bit rate. Considerable compression can be gained by not transmitting speech during the silence intervals of a conversation. Nor is it necessary to keep the bit rate fixed during the talkspurts of a conversation.

## Delay

The communication delay of the coder is more important for transmission than for storage applications. In real-time conversations, a large communication delay can impose an awkward protocol on talkers. Large communication delays of 300 ms or greater are particularly objectionable to users even if there are no echoes.

M ost low bit rate speech coders are block coders. They encode a block of speech, also known as a frame, at a time. Speech coding delay can be allocated as follows. First, there is algorithmic delay. Some coders have an amount of look-ahead or other inherent delays in addition to their frame size. The sum of frame size and other inherent delays constitutes algorithmic delay. The coder requires computation. The amount of time required for this is called processing delay. It is dependent on the speed of the processor used. Other delays in a complete system are the multiplexing delay and the transmission delay.

## Complexity

The degree of complexity is a determining factor in both the cost and power consumption of a speech coder. Cost is almost always a factor in the selection of a speech coder for a given application. With the advent of wireless and portable communications, power consumption has also become an important factor. Simple scalar quantizers, such as linear or logarithmic PCM, are necessary in any coding system and have the lowest possible complexity.

M ore complex speech coders are first simulated on host processors, then implemented on DSP chips and may later be implemented on special purpose VLSI devices. Speed and random access memory (RAM) are the two most important contributing factors of complexity. The faster the chip or the greater the chip size, the greater the cost. In fact, complexity is a determining factor for both cost and power consumption. Generally 1 word of RAM takes up as much on-chip area as 4 to 6 words of read only memory (ROM ). M ost speech coders are implemented on fixed point DSP chips, so oneway to compare the complexity of coders is to measuretheir speed and memory requirements when efficiently implemented on commercially available fixed point DSP chips.

DSP chips are available in both 16 -bit fixed point and 32 -bit floating point. 16-bit DSP chips are generally preferred for dedicated speech coder implementations because the chips are usually less expensive and consume less power than implementations based on floating point DSPs. A disadvantage of fixed-point DSP chips is that the speech coding algorithm must be implemented using 16-bit arithmetic. As part of the implementation process, a representation must be selected for each and every variable. Some can be represented in a fixed format, some in block floating point, and still others may require double precision. As VLSI technology has advanced, fixed point DSP chips contain a richer set of instructions to handle the data manipulations required to implement representations such as block floating point. The advantage of floating point DSP chips is that implementing speech coders is much quicker. Their arithmetic precision is about the same as that of a high level language simulation, so the steps of determining the representation of each and every variable and how these representations affect performance can be omitted.

## Quality

The attribute of quality has many dimensions. Ultimately quality is determined by how the speech sounds to a listener. Some of the factors that affect the performance of a coder are whether the input speech is clean or noisy, whether the bit stream has been corrupted by errors, and whether multiple encodings have taken place.

Speech coder quality ratings are determined by means of subjective listening tests. The listening is done in a quiet booth and may use specified telephone handsets, headphones, or loudspeakers. The speech material is presented to the listeners at specified levels and is originally prepared to have particular frequency characteristics. The most often used test is the absolute category rating (ACR) test. Subjects hear pairs of sentences and are asked to give one of the following ratings: excellent, good, fair, poor, or bad. A typical test contains a variety of different talkers and a number of different coders or reference conditions. The data resulting from this test can be analyzed in many ways. The simplest way is to assign a numerical ranking to each response, giving a 5 to the best possible rating, 4 to the next best, down to a 1 for the worst rating, then computing the mean rating for each of the
conditions under test. This is a referred to as a mean opinion score (M OS) and the ACR test is often referred to as a M OS test.

Therearemany other dimensionsto qual ity besidesthose pertainingto noiselesschannels. Biterror sensitivity is another aspect of quality. For some low bit rate applications such as secure telephones over 2.4 or $4.8 \mathrm{~kb} / \mathrm{s}$ modems, it might be reasonable to expect the distribution of bit errors to be random and coders should be made robust for low random bit error rates up to 1 to $2 \%$. For radio channels, such as in digital cellular telephony, provision is made for additional bits to be used for channel coding to protect the information bearing bits. Errors aremorelikely to occur in bursts and the speech coder requires a mechanism to recover from an entire lost frame. This is referred to as frame erasure concealment, another aspect of quality for cellular speech coders.

For the purposes of conserving bandwidth, voiceactivity detectors are sometimes used with speech coders. During non-speech intervals, the speech coder bit stream is discontinued. At the receiver "comfort noise" is injected to simulate the background acoustic noise at the encoder. This method is used for some cellular systems and also in digital speech interpolation (DSI) systems to increase the effective number of channels or circuits. Most international phone calls carried on undersea cables or satellites use DSI systems. There is some impact on quality when these techniques are used. Subjective testing can determine the degree of degradation.

### 45.2 Useful Models for Speech and Hearing

### 45.2.1 The LPC Speech Production Model

Human speech is produced in the vocal tract by a combination of the vocal cords in the glottis interacting with the articulators of the vocal tract. The vocal tract can be approximated as a tube of varying diameter. The shape of the tube gives rise to resonant frequencies called formants. Over the years, the most successful speech coding techniques have been based on linear prediction coding (LPC).TheLPC model is derived from a mathematical approximation to thevocal tract representation as a variable diameter tube. The essential element of LPC is the linear prediction filter. This is an all pole filter which predicts the value of the next sample based on a linear combination of previous samples.

Let $x_{n}$ be the speech sample value at sampling instant $n$. The object is to find a set of prediction coefficients $\left\{a_{i}\right\}$ such that the prediction error for a frame of size $M$ is minimized:

$$
\begin{equation*}
\varepsilon=\sum_{m=0}^{M-1}\left(\sum_{i=1}^{I} a_{i} x_{n+m-i}+x_{n+m}\right)^{2} \tag{45.1}
\end{equation*}
$$

where $I$ is the order of the linear prediction model. The prediction value for $x_{n}$ is given by

$$
\begin{equation*}
\tilde{x}_{n}=-\sum_{i=1}^{I} a_{i} x_{n-i} \tag{45.2}
\end{equation*}
$$

The prediction error signal $\left\{e_{n}\right\}$ is also referred to as the residual signal. In $z$-transform notation we can write

$$
\begin{equation*}
A(z)=1+\sum_{i=1}^{I} a_{i} z^{-i} \tag{45.3}
\end{equation*}
$$

$1 / A(z)$ is referred to as the LPC synthesis filter and (ironically) $A(z)$ is referred to as the LPC inverse filter.

LPC analysis is carried out as a block process on a frame of speech. The most often used techniques are referred to as the autocorrelation and the autocovariancemethods [1]-[3]. Both methods involve inverting matrices containing correlation statistics of the speech signal. If the poles of the LPC filter are close to the unit circle, then these matrices become more ill-conditioned, which means that the techniques used for inversion are more sensitive to errors caused by finite numerical precision. Various techniques for dealing with this aspect of LPC analysis include windows for the data [1, 2], windows for the correlation statistics [4], and bandwidth expansion of the LPC coefficients.

For forward adaptive coders, the LPC information must also be quantized and transmitted or stored. Direct quantization of LPC coefficients is not efficient. A small quantization error in a single coefficient can render the entire LPC filter unstable. Even if the filter is stable, sufficient precision is required and too many bits will be needed. Instead, it is better to transform the LPC coefficientsto another domain in which stability is moreeasily determined and fewer bits arerequired for representing the quantization levels.

The first such domain to be considered is the reflection coefficient [5]. Reflection coefficients are computed as a byproduct of LPC analysis. One of their properties is that all reflection coefficients must have magnitudes less than 1, making stability easily verified. Direct quantization of reflection coefficients is still not efficient because the sensitivity of the LPC filter to errors is much greater when reflection coefficients are nearly 1 or -1 . M ore efficient quantizers have been designed by transforming theindividual reflection coefficients with a nonlinearity that makes theerror sensitivity more uniform. Two such nonlinear functions are the inverse sine function, $\arcsin \left(k_{i}\right)$, and the logarithm of the area ratio, $\log \frac{1+k_{i}}{1-k_{i}}$.

A second domain that has attracted even greater interest recently istheline spectral frequency (LSF) domain [6]. The transformation is given as follows. We first use $A(z)$ to define two polynomials:

$$
\begin{align*}
& P(z)=A(z)+z^{-(I+1)} A\left(z^{-1}\right)  \tag{45.4a}\\
& Q(z)=A(z)-z^{-(I+1)} A\left(z^{-1}\right) \tag{45.4b}
\end{align*}
$$

These polynomials can be shown to have two useful properties: all zeroes of $P(z)$ and $Q(z)$ lie on the unit circle and they are interlaced with each other. Thus, stability is easily checked by assuring both the interlaced property and that no two zeroes are too close together. A second property is that the frequencies tend to be clustered near the formant frequencies; the closer together two LSFs are, the sharper the formant. LSFs have attracted more interest recently because they typically result in quantizers having either better representations or using fewer bits than reflection coefficient quantizers.

The simplest quantizers are scalar quantizers [8]. Each of the values (in whatever domain is being used to represent the LPC coefficients) is represented by one of the possible quantizer levels. The individual values are quantized independently of each other. There may also be additional redundancy between successive frames, especially during stationary speech. In such cases, values may bequantized differentially between frames.

A more efficient, but also more complex, method of quantization is called vector quantization [9]. In this technique, the complete set of values is quantized jointly. The actual set of values is compared against all sets in the codebook using a distance metric. The set that is nearest is selected. In practice, an exhaustive codebook search is too complex. For example, a 10-bit codebook has 1024 entries. This seems like a practical limit for most codebooks, but does not give sufficient performance for typical 10th order LPC. A 20-bit codebook would give increased performance, but would contain over 1 million vectors. This is both too much storage and too much computational complexity to be practical. Instead of using large codebooks, product codes are used. In one technique, an initial codebook is used, then the remaining error vector is quantized by a second stage codebook. In the
second technique, the vector issub-divided and each sub-vector isquantized using its own codebook. Both of these techniques lose efficiency compared to a full-search vector quantizer, but represent a good means for reducing computational complexity and codebook size for bit rate or quality.

### 45.2.2 Models of Human Perception for Speech Coding

Our ears have a limited dynamic range that depends on both the level and the frequency content of the input signal. Thetypical bandpass telephone filter has a stopband of only about 35 dB . Also, the logarithmicquantizer characteristicsspecified by CCITT Rec. G. 711 result in asignal-to-quantization noise ratio of about 35 dB . Is this a coincidence? Of course not! If a signal maintains an SNR of about 35 dB or greater for telephone bandwidth, then most humans will perceive little or no noise.

Conceptually, the masking property tells us that we can permit greater amounts of noise in and near the formant regions and that noise will be most audible in the spectral valleys. If we use a coder that produces a white noise characteristic, then the noise spectrum is flat. The white noise would probably be audible in all but the formant regions.

In modern speech coders, an additional linear filter is added to weight the difference between the original speech signal and the synthesized signal. The object is to minimize the error in a space whose metric is like that of the human auditory system. If the LPC filter information is available, it constitutes the best available estimate of the speech spectrum. It can be used to form the basis for this "perceptual weighting filter" [10]. The perceptual weighting filter is given by

$$
\begin{equation*}
W(z)=\frac{1-A\left(z / \gamma_{1}\right)}{1-A\left(z / \gamma_{2}\right)} 0<\gamma_{2}<\gamma_{1}<1 \tag{45.5}
\end{equation*}
$$

The perceptual weighting filter de-emphasizes the importance of noise in the formant region and emphasizes its importance in spectral valleys. The quantization noise will have a spectral shape that is similar to that of the LPC spectral estimate, making it easier to mask.

The adaptive postfilter is an additional linear filter that is combined with the synthesis filter to reducenoisein the spectral valleys[11]. Once again theLPC synthesisfilter is availableas theestimate of the speech spectrum. As in the perceptual weighting filter, the synthesis filter is modified. This idea was later further extended to include a long-term (pitch) filter. A tilt-compensation filter was added to correct for the low pass characteristic that causes a muffled sound. A gain control strategy helped prevent any segments from being either too loud or too soft. Adaptive postfilters are now included as a part of many standards.

### 45.3 Types of Speech Coders

This part of thesection describes a variety of speech codersthat arewidely used. They aredivided into two categories: waveform-following coders and model-based coders. Waveform-following coders have the property that if therewereno quantization error, theoriginal speech signal would beexactly reproduced. M odel-based coders are based on parametric models of speech production. Only the values of the parameters are quantized. If there were no quantization error, the reproduced signal would not bethe original speech.

### 45.3.1 Model-Based Speech Coders

## LPC Vocoders

A block diagram of the LPC vocoder isshown in Fig. 45.1. LPC analysisis performed on a frame of speech and the LPC information is quantized and transmitted. A voiced/unvoiced determination is made. The decision may be based on either the original speech or the LPC residual signal, but it
will always be based on the degree of periodicity of the signal. If the frame is classified as unvoiced, the excitation signal is white noise. If the frame is voiced, the pitch period is transmitted and the excitation signal is a periodic pulsetrain. In either case, the amplitude of theoutput signal is selected such that its power matches that of the original speech. For more information on the LPC vocoder, the reader is referred to [12].


FIGURE 45.1: Block diagram of LPC vocoder.

## Multiband Excitation (MBE) Coders

Figure 45.2 is a block diagram of a multiband sinusoidal excitation coder. Thebasic premise of these coders is that the speech waveform can be modeled as a combination of harmonically related sinusoidal waveforms and narrowband noise. Within a given bandwidth, the speech is classified as periodic or aperiodic. Harmonically related sinusoids are used to generate the periodic components and white noise is used to generate the aperiodic components. Rather than transmitting a single voiced/unvoiced decision, a frame consists of a number of voiced/unvoiced decisions corresponding to the different bands. In addition, the spectral shape and gain must be transmitted to the receiver. LPC may or may not be used to quantize the spectral shape. M ost often the analysis of the encoder is performed via fast Fourier transform (FFT). Synthesis at the decoder is usually performed by a number of parallel sinusoid and white noise generators. M BE coders are model-based because they do not transmit the phase of the sinusoids, nor do they attempt to capture anything more than the energy of the aperiodic components. For more information the reader is referred to [13]-[16].
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FIGURE 45.2: Block diagram of multiband excitation coder.

## Waveform Interpolation Coders

Figure 45.3 is a block diagram of a waveform interpolation coder. In this coder, the speech is assumed to be composed of a slowly evolving periodic waveform (SEW) and a rapidly evolving noise-like waveform (REW). A frame is analyzed first to extract a "characteristic waveform". The evolution of these waveforms is filtered to separate the REW from the SEW. REW updates are made several times more often than SEW updates. The LPC, the pitch, the spectra of the SEW and REW, and the overall energy are all transmitted independently. At the receiver a parametric representation of the SEW and REW information is constructed, summed, and passed through the LPC synthesis filter to produce output speech. For more information the reader is referred to [17, 18].


FIGURE 45.3: Block diagram of waveform interpolation coder.

### 45.3.2 Time Domain Waveform-Following Speech Coders

All of thetime domain waveform coders described in this section includea prediction filter. Webegin with the simplest.

## Adaptive Differential Pulse Code Modulation (ADPCM)

Adaptive differential pulse code modulation (ADPCM) [19] is based on sample-by-sample quantization of the prediction error. A simpleblock diagram is shown in Fig. 45.4. Two parts of the coder may be adaptive: the quantizer step-size and/or the prediction filter. ITU Recommendations G. 726 and G. 727 adapt both. The adaptation may be either forward or backward adaptive. In a backward adaptive system, the adaptation is based only on the previously quantized sample values and the quantizer codewords. At the receiver, the backward adaptive parameter values must be recomputed. An important feature of such adaptation schemes is that they must use predictors that include a leakage factor that allows the effects of erroneous values caused by channel errors to die out over time. In a forward adaptive system, the adapted values are quantized and transmitted. This additional "side information" uses bit rate, but can improvequality. Additionally, it does not require recomputation at the decoder.

## Delta Modulation Coders

In delta modulation coders [20], the quantizer is just the sign bit. The quantization step size is adaptive. Not all the adaptation schemes used for ADPCM will work for delta modulation because the quantization is so coarse. The quality of delta modulation coders tends to be proportional to their sampling clock: the greater the sampling clock, the greater the correlation between successive samples, and the finer the quantization step size that can be used. The block diagram for delta modulation is the same as that of ADPCM.
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FIGURE 45.4: ADPCM encoder and decoder block diagrams.

## Adaptive Predictive Coding

The better the performance of the prediction filter, the lower the bit rate needed to encode a speech signal. This is the basis of the adaptive predictive coder [21] shown in Fig. 45.5. A forward adaptive higher order linear prediction filter is used. The speech is quantized on a frame-by-frame basis. In this way the bit rate for the excitation can be reduced compared to an equivalent quality ADPCM coder.


FIGURE 45.5: Adaptive predictive coding encoder and decoder.

## Linear Prediction Analysis-by-Synthesis Speech Coders

Figure45.6 showsatypical linear prediction analysis-by-synthesis speech coder [22]. LikeAPC, these areframe-by-frame coders. They begin with an LPC analysis. Typically the LPC information is forward adaptive, but there are exceptions. LPAS coders borrow the concept from ADPCM of having a locally availabledecoder. Thedifferencebetween the quantized output signal and theoriginal signal is passed through a perceptual weighting filter. Possible excitation signals are considered and the best (minimum mean square error in the perceptual domain) is selected. The long-term prediction filter removes long-term correlation (the pitch structure) in the signal. If pitch structure is present in the coder, the parameters for the long-term predictor are determined first. The most commonly used system is the adaptive codebook, where samples from previous excitation sequences are stored. The pitch period and gain that result in the greatest reduction of perceptual error are selected, quantized, and transmitted. The fixed codebook excitation is next considered and, again, the excitation vector
that most reduces the perceptual error energy is selected and its index and gain are transmitted. A variety of different possible fixed excitation codebooks and their corresponding names have been created for coders that fall into this class. Our enumeration touches only the highlights.


Linear Prediction Analysis-by-Synthesis Coder
FIGURE 45.6: Linear prediction analysis-by-synthesis coder.

M ultipulse Linear Predictive Coding (M PLPC) assumes that the speech frame is sub-divided into smaller sub-frames. After determining the adaptive codebook contribution, the fixed codebook consists of a number of pulses. Typically the number of pulses is about one-tenth the number of samples in a sub-frame. The pulse that makes the greatest contribution to reducing the error is selected first, then the pulse making the next largest contribution, etc. Once the requisite number of pulses have been selected, determination of the pulses is complete. For each pulse, its location and amplitude must be transmitted.

Codebook Excited Linear Predictive Coding (CELP) assumes that the fixed codebook is composed of vectors. This is similar in nature to the Vector Excitation Coder (VXC). In the first CELP coder, the codebooks were composed of Gaussian random numbers. It was subsequently discovered that center-clipping these random number codebooks resulted in better quality speech. This had the effect of making the codebook look morelikea collection of multipulseLPC excitation vectors. One means for reducing the fixed codebook search is if the codebook consists of overlapping vectors.

Vector Sum Excitation Linear Predictive Coding (VSELP) assumes that the fixed codebook is composed of a weighted sum of a set of basis vectors. The basis vectors are orthogonal to each other. The weights on any basis vector are al ways either -1 or +1 . A fast search techniqueis possible based on using a pseudo-Gray code method of exploration. VSELP was used for several first or second generation digital cellular phone standards [23].

### 45.3.3 Frequency Domain Waveform-Following Speech Coders

## Sub-Band Coders

Figure 45.7 shows the structures of a typical sub-band encoder and decoder [19, 24]. The concept behind sub-band coding is quitesimple: dividethespeech signal into a number of frequency bands and quantize each band separately. In this way the quantization noise is kept within the band. Typically quadrature mirror or wavelet filterbanks are used. These have the properties that (1) in the absence of quantization error all aliasing caused by decimation in the analysis filterbank is canceled in the synthesis filterbank and (2) the bands can be critically sampled, i.e., the number of frequency
domain samples is the same as the number of time domain samples. The effectiveness of these coders depends largely on the sophistication of the quantization algorithm. Generally, algorithms that dynamically allocate the bits according to the current spectral characteristics of the speech give the best performance.


FIGURE 45.7: Sub-band coder.

## Adaptive Transform Coders

Adaptive transform coding (ATC) can be viewed as a further extension to sub-band coding[19, 24]. The filterbank structure of SBC is replaced with a transform such as the FFT, the discrete cosine transform (DCT), wavelet transform or other transform-filterbank. They provide a higher resolution analysisthan the sub-band filterbanks. This allowsthe coder to exploit thepitch harmonic structure of the spectrum. As in the case of SBC, the ATC coders that use sophisticated quantization techniques that dynamically allocate the bits usually give the best performance. M ost recently, work has combined transform coding with LPC and time-domain pitch analysis[25]. The residual signal is coded using ATC.

### 45.4 Current Standards

This part of the section is divided into descriptions of current speech coder standards and activities. Thesubsectionscontain information on speech codersthat havebeen or will soon bestandardized. We begin first by briefly describing the standards organizations who formulate speech coding standards and the processes they follow in making these standards.

The International Telecommunications Union (ITU) is an agency of the United Nations Economic, Scientific and Cultural Organization (UNESCO) charged with all aspects of standardization in telecommunications and radio networks. Its headquarters are in Geneva, Switzerland. The ITU Telecommunications Standardization Sector (ITU-T) formulates standards related to both wireline and wirelesstelecommunications. TheITU Radio Standardization Sector (ITU-R) handles standardization related to radio issues. There is also athird branch, theITU - TelecommunicationsStandards Bureau (ITU-B) is the bureaucracy handling all of the paperwork. Speech coding standards arehandled jointly by Study Groups 16 and 12 within theITU-T. Other Study Groups may originaterequests for speech coders for specific applications. Thespeech coding experts arefound in SG16. Theexperts on speech performance are found in SG12. When a new standard is being formulated, SG16 draws up a list of requirements based on the intended applications. SG12 and other interested bodies may review the requirements before they are finalized. SG12 then creates a test plan and enlists the help of subjective testing laboratories to measure the quality of the speech coders under the various test conditions. The process of standardization can be time consuming and take between 2 to 6 years.

Three different standards bodies make regional cellular standards, including those for the speech
coders. In Europe, the parent body is the European Telecommunications Standards Institute(ETSI). ETSI is an organization that is composed mainly of telecommunications equipment manufacturers. In North America, the parent body is the American National Standards Institute (ANSI). The body charged with making digital cellular standardsistheTelecommunicationsIndustry Association (TIA). In Japan, the body charged with making digital cellular standards is the Research and Development Center for Radio Systems (RCR).

There are also speech coding standards for satellite, emergencies, and secure telephony. Some of these standards were promulgated by government bodies, while others were promulgated by private organizations.

Each of these standards organizations works according to its own rules and regulations. H owever, there is a set of common threads among all of the organizations. These are the standards making process. Creating a standard is a long process, not to be undertaken lightly. First, a consensus must be reached that a standard is needed. In most cases this is obvious. Second, theterms of reference need to be created. This becomes the governing document for the entire effort. If defines the intended applications. Based on these applications, requirements can be set on the attributes of the speech coder: quality, complexity, bit rate, and delay. Therequirements will later determinethetest program that is needed to ascertain whether any candidates are suitable.

Finally, the members of the group need to define a schedule for doing the work. There needs to bean initial period to allow proponents to design coders that are likely to meet the requirements. A deadline is set for submissions. The services of one or more subjective test labs need to be secured and a test plan needsto be defined. A host lab is also needed to process all of the data that will beused in the Selection Test. Some criteria are needed for determining how to make the selection. Based on the selection, a draft standard needs to be written. Only after the standard is fully specified can manufacturers begin to produce implementations of the standard.

### 45.4.1 Current ITU Waveform Signal Coders

Table 45.1 describes current ITU speech coding recommendations that are based on sample-bysamplescalar quantization. Three of thesecoders operatein thetime domain on theoriginal sampled signal while the fourth is based on a two-band sub-band coder for wideband speech.

TABLE 45.1 ITU Waveform Speech Coders

| Standard body | ITU | ITU | ITU | ITU |
| :--- | :---: | :---: | :---: | :---: |
| Number | G.711 | G.726 | G.727 | G.722 |
| Year | 1972 | 1990 | 1990 | 1988 |
| Type of coder | Companded PCM | ADPCM | ADPCM | SBC/ADPCM |
| Bit rate | $64 \mathrm{~kb} / \mathrm{s}$ | $16-40 \mathrm{~kb} / \mathrm{s}$ | $16-40 \mathrm{~kb} / \mathrm{s}$ | $48,5664 \mathrm{~kb} / \mathrm{s}$ |
| Quality | Toll | $\leq$ Toll | $\leq$ Toll | Commentary |
| Complexity <br> MIPS <br> RAM | 1 byte | $<50$ bytes | $<$ bytes | 1 K words |
| Delay <br> Frame size <br> Specification type <br> Fixed point | 0.125 ms | 0.125 ms | 0.125 ms | 1.5 ms |

TheCCITT standardized two $64 \mathrm{~kb} / \mathrm{s}$ companded PCM coders in 1972. North America and Japan use $\mu$-law PCM. The rest of the world uses A-law PCM. Both coders use 8 bits to represent the signal. Their effectivesignal-to-noise ratio is about 35 dB . Thetables for both of the G .711 quantizer
characteristics are contained in [19]. Both coders are considered equivalent in overall quality. A tandem encoding with either coder is considered equivalent to dropping the least significant bit (which is equivalent to reducing the bit rate to $56 \mathrm{~kb} / \mathrm{s}$ ). Both coders are extremely sensitive to bit errors in the most significant bits. Their complexity is very low.

32 kb/s ADPCM was first standardized by the ITU in 1984 [26]-[28]. Its primary application was intended to be digital circuit multiplication equipment (DCM E). In combination with digital speech interpolation, a $5: 1$ increase in the capacity of undersea cables and satellite links was realized for voice conversations. An additional reason for its creation was that such links often encountered the problem of having $\mu$-law PCM at one end and A-law at the other. G. 726 can accept either $\mu$-law or A-law PCM as inputs or outputs. Perhaps its most unique feature is a property called synchronous tandeming. If a circuit involves two ADPCM codings with a $\mu$-law or A-law encoding in-between, no additional degradation occurs because of the second encoding. The second bit stream will be identical to the first! In 1986 the Recommendation was revised to eliminate the all-zeroes codeword and so that certain low rate modem signals would be passed satisfactorily. In 1988 extensions for 24 and $40 \mathrm{~kb} / \mathrm{s}$ were added and in 1990 the $16 \mathrm{~kb} / \mathrm{s}$ rate was added. All of these additional rates were added for use in digital circuit multiplication equipment applications.
G. 727 includes the samerates as G.726, but all of the quantizers have an even number of levels. The 2-bit quantizer is embedded in the 3-bit quantizer, which is embedded in the 4-bit quantizer, which is embedded in the 5 -bit quantizer. The is needed for Packet Circuit Multiplex Equipment (PCME) where the least significant bits in the packet can be discarded when there is an overload condition.

Recommendation G .722 is a wideband speech coding standard. Its principal applications are teleconferences and videoteleconferences [29]. Thewider bandwidth ( $50-7000 \mathrm{~Hz}$ ) is morenatural sounding and less fatiguing than telephone bandwidth ( $200-3200 \mathrm{~Hz}$ ). The wider bandwidth increases the intelligibility of the speech, especially for fricative sounds such as /f/ and /s/, which are difficult to distinguish for telephone bandwidth. The G. 722 coder is a two-band sub-band coder with ADPCM coding in both bands. The ADPCM is similar in structure to that of the G. 727 recommendation. Theupper band uses an ADPCM coder with a 2-bit adaptive quantizer. Thelower band uses an ADPCM coder with an embedded 4-5-6 bit adaptive quantizer. This makes the rates of 48,56 , and $64 \mathrm{~kb} / \mathrm{s}$ all possible. A 24 -tap quadrature mirror filter is used to efficiently split thesignal.

### 45.4.2 ITU Linear Prediction Anal ysis-by-Synthesis Speech Coders

Table 45.2 describes three current analysis-by-synthesis speech coder recommendations of the ITU. All three are block coders based on extensions of the original multipulse LPC speech coder.

TABLE 45.2 ITU Linear Prediction Analysis-By-Synthesis Speech
Coders

| Standard body | ITU | ITU | ITU |
| :--- | :---: | :---: | :---: |
| Number | G.728 | G.729 | G.723.1 |
| Year | 1992 and 1994 | 1995 | 1995 |
| Type of coder | LD-CELP | CS-ACELP | M PC-M LQ and ACELP |
| Bit rate | $16 \mathrm{~kb} / \mathrm{s}$ | $8 \mathrm{~kb} / \mathrm{s}$ | $6.3 \& 5.3 \mathrm{~kb} / \mathrm{s}$ |
| Quality | Toll | Toll | $\leq$ Toll |
| Complexity <br> MIPS <br> RAM |  |  |  |
| Delay <br> Frame size <br> Look ahead | 0.625 ms | 10 ms | $\leq 16$ |
| Specification type | 0 | 5 ms | 2.2 K |
| Floating point <br> Fixed point | Algorithm exact <br> Bit exact | None |  |

G. 728 Low-Delay CELP (LD-CELP) [30] is a backward adaptive CELP coder whose quality is equivalent to that of $32 \mathrm{~kb} / \mathrm{s}$ ADPCM. It was initially specified as a floating point CELP coder that required implementers to follow exactly the algorithm specified in the recommendation. A set of test vectors for verifying correct implementation was created. Subsequently, a bit exact fixed point specification was requested and completed in 1994. The performance of G .728 has been extensively tested by SG12. It gives robust performance for signals with background noise or music. It is very robust to random bit errors, more so than previous ITU standards G.711, G.726, G.727, and the newer standards described below. In addition to passing low bit rate modem signals as high as 2400 bps, it passes all network signaling tones.

In response to a request from CCIR Task Group 8/1 for a speech coder for wireless networks as envisioned in the Future Public Land M obile Telecommunication Service (FPLMTS), the ITU initiated a work program for a toll quality $8 \mathrm{~kb} / \mathrm{s}$ speech coder which resulted in G.729. It is a forward adaptive CELP coder with a 10-ms frame size that uses algebraic CELP (ACELP) excitation.

The work program for G.723.1 was initiated in 1993 by the ITU as part of a group of standards to specify a low bit rate videophone for use on the public switched toll networks (PSTN) carried over a high speed modem. Other standards in this group include the video coder, modem, and data multiplexing scheme. A dual rate coder was selected. The two rates differ primarily by their excitation scheme. The higher rate used M ultipulse LPC with M aximum Likelihood Quantization (M PC-MLQ) while the lower rate used ACELP. G. 723.1 and G. 729 are the first ITU coders to be specified by a bit exact fixed point ANSI C codesimulation of the encoder and decoder.

### 45.4.3 Digital Cellular Speech Coding Standards

Table 45.3 describes the first and second generation of speech coders to be standardized for digital cellular telephony. The first generation coders provided adequate quality. Two of the second generation coders are so-called half-rate coders that have been introduced in order to double the capacity of the rapidly growing digital cellular industry. Another generation of coders will soon follow them in order to bring the voice quality of digital cellular service up to that of current wireline network telephony.

TABLE 45.3 Digital Cellular Telephony Speech Coders

| Standard body | CEPT | ETSI | TIA | TIA | RCR | RCR |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Standard name | GSM | GSM $1 / 2$ <br> Rate | IS-54 | IS-96 | PDC | PDC $1 / 2$ <br> Rate |
| Type of coder | RPE-LTP | VSELP | VSELP | CELP | VSELP | PSI-CELP |
| Date | 1987 | 1994 | 1989 | 1993 | 1990 | 1993 |
| Bit rate | $13 \mathrm{~kb} / \mathrm{s}$ | $5.6 \mathrm{~kb} / \mathrm{s}$ | $7.95 \mathrm{~kb} / \mathrm{s}$ | 0.8 to 8.5 | $6.7 \mathrm{~kb} / \mathrm{s}$ | $3.45 \mathrm{~kb} / \mathrm{s}$ |
| Quality | $<$ toll | $=\mathrm{GSM}$ | $=\mathrm{GSM}$ | $<\mathrm{GSM}$ | $<\mathrm{GSM}$ | $=$ PDC |
| Est. complexity |  |  |  |  |  |  |
| $\quad$ MIPS | 4.5 | 30 | 20 | 20 | 20 | 50 |
| $\quad$ RAM | 1 K | 4 K | 2 K | 2 K | 2 K | 4 K |
| Delay <br> Frame size | 20 ms | 20 ms | 20 ms | 20 ms | 20 ms | 40 ms |
| $\quad$ Look ahead | 0 | 5 ms | 5 ms | 5 ms | 5 ms | 10 ms |
| Specification type <br> fixed point | Bit | Bit | Bit | Bit | Bit | Bit |

The RPE-LTP coder [33] was standardized by the Group Special M obile (GSM ) of CEPT in 1987 for pan-European digital cellular telephony. RPE-LTP stands for Regular Pulse Excitation with LongTerm Predictor. The GSM full-rate channel supports $22.8 \mathrm{~kb} / \mathrm{s}$. The additional $9.8 \mathrm{~kb} / \mathrm{s}$ is used for
channel coding to protect the coder from bit errors in the radio channel. Voice activity detection and discontinuous transmission are included as part of this standard. In addition to digital cellular telephony, this coder has since been used for other applications, such as messaging, because of its low complexity.

TheGSM half-rate coder was standardized by ETSI (an off-shoot of CEPT) in order to doublethe capacity of the GSM cellular system. The coder is a $5.6 \mathrm{~kb} / \mathrm{s}$ VSELP coder [23]. A greater percentage of the channel bits are used for error protection because the half-rate channel has less frequency diversity than the full-rate system. The overall performance was measured to be similar to that of RPE-LTP, except for certain signals with background noise.

Vector Sum Excitation Liner Prediction Coding(VSELP) wasstandardized by the TelecommunicationsIndustry Association (TIA) for timedivision multipleaccess (TDM A) digital cellular telephony in North America as a part of Interim Standard 54 (IS-54). It was selected on the basis of subjective listening testsin 1989. Thequality of this coder and RPE-LTP are somewhat different in the character of their distortion, but they usually receive about the same M OS in subjective listening tests. IS-54 does not havea bit exact specification. Implementations need only conform to the bit stream specification. The TIA does have a qualification procedure, IS-85, to verify whether the performance of an implementation is good enough to be used for digital cellular [34]. In addition, M otorola provided a floating point C program for their version of the coder, which implementers may use as a guideline.

TheIS-96 coder [35] wasstandardized by theTIA for codedivision multipleaccess (CDM A) digital cellular telephony in North America. It is a part of IS-96 and is used in the system specified by IS-95. CDM A system capacity is its most attractivefeature. When there is no speech, the rateof the channels is reduced. IS-96 is a variable rate CELP coder which uses digital speech interpolation to achieve this rate reduction. It runs at $8.5 \mathrm{~kb} / \mathrm{s}$ during most of a talk spurt. When there is no speech on the channel, it dropsdown to just $0.8 \mathrm{~kb} / \mathrm{s}$. At this rate, it is just supplying statistics about thebackground noise. These two rates are the ones most often used during operation of IS96, although the coder does transition through the two intermediate rates of 2 and $4 \mathrm{~kb} / \mathrm{s}$. Thevalidation procedurefor this coder is similar to that of IS-85.

The Personal Digital Cellular (PDC) full-rate speech coder was standardized by the Research and Development Center for Radio Systems (RCR) for TDM A digital cellular telephone service in Japan as RCR STD-27B. The coder is very similar to IS-54 VSELP. The principal difference is that instead of two vector sum excitation codebooks, there is only one.

The PDC half-rate coder [37] was standardized by RCR to double the capacity of the Japanese TDM A PDC system. Pitch synchronous innovation CELP (PSI-CELP) uses fixed codebooks that are modified as a function of the pitch in order to improve the speech quality for such a low rate coder. If the pitch period is less than the framesize, then all vectors in thefixed codebook for that frameare made periodic. It has a background noise pre-processor as part of the standard. When it senses that the background noise exceeds a certain threshold, the pre-processor attempts to improve the quality of the speech. To date, this coder appears to be the most complex yet standardized.

### 45.4.4 Secure Voice Standards

Table 45.4 presents information about threesecurevoice standards. Two are existing standards, while the third describes a standard that the U.S. government hopes to promulgate in 1996.

FS1015[12] is a U.S. Federal Standard $2.4 \mathrm{~kb} / \mathrm{sLPC}$ vocoder that was created over a long period of time beginning in the late 1970s. It was standardized by the U.S. Department of Defense(DoD) and later the North Atlantic Treaty Organization (NATO) before becoming a U.S. Federal Standard in 1984. It was al ways intended for securevoiceterminals. It does not produce natural sounding speech, but over the years its intelligibility has been greatly improved through a series of changes to both its encoder and decoder. Remarkably, these changes never required changes to the bit stream. Presently the intelligibility of FS1015 for clean input speech having telephone bandwidth is almost equivalent

TABLE 45.4 Secure Telephony Speech Coding Standards

| Standard body | U.S. Dept. of Defense | U.S. Dept. of Defense | U.S. Dept. of Defense |
| :--- | :---: | :---: | :---: |
| Standard number | FS-1015 | FS-1016 | $?$ |
| Type of coder | LPC vocoder | CELP | M odel-based |
| Year | 1984 | 1991 | 1996 |
| Bit rate | $2.4 \mathrm{~kb} / \mathrm{s}$ | $4.8 \mathrm{~kb} / \mathrm{s}$ | $2.4 \mathrm{~kb} / \mathrm{s}$ |
| Quality | high DRT | $<\mathrm{S}-54$ | $=\mathrm{FS}-1016$ |
| Complexity <br> MIPS <br> RAM |  |  |  |
| Delay <br> Frame size <br> Look ahead | 20 | 19 | $41^{a}$ |
| Specification type | 22.5 ms | 1.5 K | Unknown |
| Bit stream | 30 ms | 22.5 |  |
| ${ }^{a}$ Actual goal is 40 M IPS floating point or 80 M IPS fixed point. | 23 |  |  |

to that of the source material as measured by the diagnostic rhymetest (DRT). M ost recently an 800 bps vector quantized version of FS1015 has been standardized by NATO [39].

FS1016 [40] is the result of a project undertaken by DoD to increase the naturalness of the secure telephoneunitIII (STU-3) bytheintroduction of $4.8 \mathrm{~kb} /$ smodem technology. DoD surveyed available $4.8 \mathrm{~kb} /$ s speech coder technology in 1988 and 1989. It selected aCELP-based coder having a so-called ternary codebook, meaning that all excitation amplitudes are $+1,-1$, or 0 before scaling by the gain for that sub-frame. This allows an easier codebook search. FS1016 definitely preserves far more of the naturalness of the original speech than FS1015, but the speech still contains many artifacts and the quality is substantially below that of the cellular coders such as GSM of IS54. Both FS-1015 and FS-1016 have bit stream specifications, but there are C code simulations of them available from the government.

The next coder to be standardized by DoD is a new $2.4 \mathrm{~kb} / \mathrm{s}$ coder to replace both FS1015 and FS1016. A 3-year project was initiated in 1993 which should culminate in a new standard in 1997. Subjective testing was done in 1993 and 1994 on software versions of potential coders and a realtime hardware evaluation took place in 1995 and 1996 to select a best candidate. The Mixed Excitation Linear Prediction (M ELP) coder was selected [41]-[43]. The need for this coder is due to the lack of a sufficient number of satellite channels at $4.8 \mathrm{~kb} / \mathrm{s}$. The quality target for this coder is to match or exceed the quality and intelligibility of FS1016 for most scenarios. M any of the scenarios include severe background noise and noisy channel conditions. At $2.4 \mathrm{~kb} / \mathrm{s}$, there is not enough bit rate available for explicit channel coding, so the speech coder itself must be designed to be robust for the channel conditions. The noisy background conditions have proven to be difficult for vocoders making voiced/unvoiced classification decisions, whether the decisions are made for all bands or for individual bands.

### 45.4.5 Performance

Figure 45.8 is included to give an impression of the relative performance for clean speech of most of the standard coders that were included above. There has never been a single subjective test which included all of the above coders. Figure 45.8 is based on the relative performances of these coders across a number of teststhat have been reported. In the case of coders that are not yet standards, their performance is projected and shown as a circle. The vertical axis of Fig. 45.8 gives the approximate single encoding quality for clean input speech. The horizontal axis is a logarithmic scale of bit rate. Figure 45.8 only includes telephone bandwidth speech coders. The $7-\mathrm{kH} z$ speech coders have been omitted. Figure 45.9 compares the complexity as measured in MIPS and RAM for a fixed point DSP

## Quality vs Bit Rate for Standard Coders



FIGURE 45.8: Approximate speech quality of speech coding standards.

## Complexity of Standard Coders



FIGURE 45.9: Approximate complexity of speech coding standards.
implementation for most of the samestandard coders. Thehorizontal axisis in RAM and the vertical axis is in MIPS.

## References

[1] M arkel, J.D. and Gray, Jr., A.H., Linear Prediction of Speech, Springer-Verlag, Berlin, 1976.
[2] Rabiner, L.R. and Schafer, R.W., Digital Processing of Speech Signals, Prentice-H all, Englewood Cliffs, NJ, 1978.
[3] LeRoux, J. and Gueguen, C., A fixed point computation of partial correlation coefficients, IEEE Trans. ASSP, ASSP-27, 257-259, 1979.
[4] Tohkura, Y., Itakura, F., and Hashimoto, S., Spectral smoothing technique in PARCOR speech analysis/synthesis, IEEE Trans. ASSP, 27, 257-259, 1978.
[5] Viswanathan, R. and M akhoul, J., Quantization properties of transmission parameters in linear predictive systems, IEEE Trans. ASSP, 23, 309-321, 1975.
[6] Sugamura, N. and Itakura, F., Speech analysis and synthesis methods developed at ECL in NTT - from LPC to LSP, Speech Commun., 5, 199-215, 1986.
[7] Soong, F. and Juang, B.-H ., Optimal quantization of LSP parameters, IEEE Trans. Speech and Audio Processing, 1, 15-24, 1993.
[8] Lloyd, S.P., Least squaresquantization in PCM, IEEE Trans. Inform. Theory, 28, 129-137, 1982.
[9] Gersho, A. and Gray, R.M ., Vector Quantization and Signal Compression, Kluwer-Academic Publishers, Dordrecht, Holland, 1991.
[10] Schroeder, M.R., Atal, B.S., and Hall, J.L., Optimizing digital speech coders by exploiting masking properties of the human ear, J. Acoustical Soc. Am., 66, 1647-1652, Dec. 1979.
[11] Chen, J.-H. and Gersho, A., Adaptive postfiltering for quality enhancement of coded speech, IEEE Trans. on Speech and Audio Processing, 3, 59-71, 1995.
[12] Tremain, T., The Government Standard Linear PredictiveCoding Algorithm: LPC-10, Speech Technol., 40-49, Apr. 1982. Federal Standard 1015 is available from the U.S. government, as is C source code.
[13] M cAulay, R.J. and Quatieri, T.F., Speech analysis/synthesis based on asinusoidal representation, IEEE Trans. ASSP, 34, 744-754, 1986.
[14] M cAulay, R.J. and Quatieri, T.F., Low-rate speech coding based on the sinusoidal model, in Advances in Acoustics and Speech Processing, Sondhi, M. and Furui, S., Eds., M arcel-Dekker, New York, 1992, 165-207.
[15] Griffin, D.W. and Lim, J.S., M ultiband excitation vocoder, IEEE Trans. ASSP, 36, 1223-1235, 1988.
[16] Hardwick, J.C. and Lim, J.S., The application of the IM BE speech coder to mobile communications, Proc. ICASSP ‘91, 249-252, 1991.
[17] Kleijn, W.B. and H aagen, J., Transformation and decomposition of the speech signal for coding, IEEE Signal Processing Lett., 136-138, 1994.
[18] Kleijn, W.B. and Haagen, J., A general waveform interpolation structurefor speech coding, in Signal Processing VII, Holt, M .J.J., Grant, P.M. and Sandham, W.A., Eds., Kluwer Academic Publishers, Dordrecht, H olland, 1994.
[19] Jayant, N.S. and Noll, P., Digital Coding of Waveforms, Prentice-H all, Englewood Cliffs, NJ, 1984, 232-233.
[20] Steele, R., D elta M odulation Systems, Halsted Press, New York, 1975.
[21] Atal, B.S., Predictive coding of speech at low bit rates, IEEE Trans. Comm., 30, 600-614, 1982.
[22] Gersho, A., Advances in speech and audio compression, Proc. IEEE, 82, 900-918, 1994.
[23] Gerson, I.A. and Jasiuk, M .A., Techniquesfor improving theperformance of CELP-typespeech coders, IEEE JSAC, 10, 858-865, 1992.
[24] Crochiere, R.E. and Tribolet, J., Frequency domain coding of speech, Proc. IEEE Trans. ASSP, 1979.
[25] Lefebvre, R., Salami, R., Laflamme, C., and Adoul, J.-P., High quality coding of wideband audio signals using transform coded excitation (TCX), Proc. ICASSP ‘94, I-193-196, Apr. 1994.
[26] Petr, D.W., $32 \mathrm{~kb} / \mathrm{sADPCM}-\mathrm{DLQ}$ coding for network applications, Proc. IEEE GLOBECOM ‘82, A8.3-1-A8.3-5, 1982.
[27] Daumer, W.R., M aitre, X., M ermelstein, P., and Tokizawa, I., Overview of the $32 \mathrm{~kb} / \mathrm{s} A D P C M$ algorithm, Proc. IEEE GLOBECOM ‘84, 774-777, 1984.
[28] Taka, M ., M aruta, R., and LeGuyader, A., Synchronoustandem al gorithm for $32 \mathrm{~kb} / \mathrm{sADPCM}$, Proc. IEEE GLOBECOM ‘84, 791-795, 1984.
[29] Taka, M. and M aitre, X., CCITT standardizing activities in speech coding, Proc. ICASSP ‘86, 817-820, 1986.
[30] Chen, J.-H., Cox, R.V., Lin, Y.-C., Jayant, N ., and M elchner, M.J., A low-delay CELP coder for theCCITT $16 \mathrm{~kb} / \mathrm{s}$ speech coding standard, IEEE JSAC, 10, 830-849, 1992.
[31] Johansen, F.T., A non bit-exact approach for implementation verification of the CCITT LDCELP speech coder, Speech Commun., 12, 103-112, 1993.
[32] South, C.R., Rugelbak, J., Usai, P., Kitawaki, N., Irii, H., Rosenberger, J., Cavanaugh, J.R., Adesanya, C.A., Pascal, D., Gleiss, N., and Barnes, G.J., Subjective performance assessment of CCITT's 16 kbit/s speech coding algorithm, Speech Commun., 12, 113-134, 1993.
[33] Vary, P., Hellwig, K., H ofmann, R., Sluyter, R.J., Galand, C., and Russo, M., Speech codec for the European mobile radio system, Proc. ICASSP ‘88, 227-230, 1988.
[34] TIA/EIA Interim Standard 85, Recommended minimum performance standards for full rate speech codes, M ay 1992.
[35] Dejaco, A., Gardner, W., Jacobs, P., and Lee, C., QCELP: the North American CDM A digital cellular variable rate speech coding standard, Proc. IEEE Workshop on Speech Coding for Telecommunications, 5-6, 1993.
[36] TIA/EIA Interim Standard 125, Recommended minimum performancefor digital cellular wideband spread spectrum speech service option 1, Aug. 1994.
[37] Miki, T., $5.6 \mathrm{~kb} / \mathrm{sPSI}-\mathrm{CELP}$ for digital cellular mobileradio, Proc. First International Workshop on M obile M ultimedia Communications, Tokyo, Japan, Dec. 7-10, 1993.
[38] Ohya, T., Suda, H., and M iki, T., $5.6 \mathrm{~kb} / \mathrm{sPSI}-\mathrm{CELP}$ of thehalf-ratePDC speech coding standard, Proc. IEEE Vehicular Technol. Conf., 1680-1684, June 1994.
[39] Nouy, B., de la Noue, P., and Goudezeune, G., NATO stanag 4479, a standard for an 800 bps vocoder and redundancy protection in HF-ECCM system, Proc. ICASSP '95, 480-483, M ay 1995.
[40] Campbell, J.P., Welch, V.C., and Tremain, T.E., The new 4800 bps voice coding standard, Proc. M ilitary Speech Tech. 89, 64-70, N ov 1989. Copies of Federal Standard 1016 are availablefrom the U.S. Government, as is C source code.
[41] M cCree, A., Truong, K., George, E., Barnwell, T., and Viswanathan, V., A $2.4 \mathrm{kbit} / \mathrm{sM}$ ELP coder candidate for the new U.S. federal standard, Proc. ICASSP ‘96, M ay 1996.
[42] Kohler, M., A comparison of the new 2400 bps MELP federal standard with other standard coders, Proc. ICASSP '97, pp. 1587-1590, A pril 1997.
[43] Supplee, L., Cohn, R., Collura, J., and McCree, A., M ELP: thenew federal standard at 2400 bps , Proc. ICASSP'97, pp. 1591-1594, April 1997.

## 46

# Text-to-Speech Synthesis 

Richard Sproat<br>Bell Laboratories<br>Lucent Technologies<br>Joseph Olive<br>Bell Laboratories<br>Lucent Technologies

46.1 Introduction<br>46.2 Text Analysis and Linguistic Analysis<br>Text Preprocessing • Accentuation • Word Pronunciation •Intonational Phrasing • Segmental Durations•Intonation<br>46.3 Speech Synthesis<br>46.4 The Future of TTS<br>References

### 46.1 Introduction

Text-to-speech synthesis has had a long history, one that can be traced back at least to Dudley's "Voder", developed at Bell Laboratories and demonstrated at the 1939 World's Fair [1]. Practical systems for automatically generating speech parameters from a linguistic representation (such as a phoneme string) were not available until the 1960s, and systems for converting from ordinary text into speech were first completed in the 1970s, with M ITalk being the best-known such system [2]. M any projects in text-to-speech conversion have been initiated in the intervening years, and papers on many of these systems have been published. ${ }^{1}$

It is tempting to think of the problem of converting written text into speech as "speech recognition in reverse": current speech recognition systems are generally deemed successful if they can convert speech input into the sequence of words that was uttered by the speaker, so one might imagine that a text-to-speech (TTS) synthesizer would start with the words in the text, convert each word one-by-oneinto speech (being careful to pronounceeach word correctly), and concatenatetheresult together. However, when one considers what literate native speakers of a language must do when they read a text aloud, it quickly becomes clear that things are much more complicated than this simplistic view suggests. Pronouncing words correctly is only part of the problem faced by human readers: in order to sound natural and to sound as if they understand what they are reading, they must also appropriately emphasize (accent) somewords, and deemphasizeothers; they must "chunk" the sentenceinto meaningful (intonational) phrases; they must pick an appropriateF0 (fundamental frequency) contour; they must control certain aspects of their voice quality; they must know that a word should be pronounced longer if it appears in some positions in the sentence than if it appears in others because segmental durations are affected by various factors, including phrasal position.

[^41]What makes reading such a difficult task is that all writing systems systematically fail to specify many kinds of information that are important in speech. While the written form of a sentence (usually) completely specifies the words that are present, it will only partly specify the intonational phrases (typically with some form of punctuation), will usually not indicate which words to accent or deaccent, and hardly ever give information on segmental duration, voice quality, or intonation. (One might think that a question mark "?" indicates that a sentence should be pronounced with a rising intonation: generally, though, a question mark merely indicates that a sentence is a question, leaving it up to the reader to judge whether this question should berendered with a rising intonation.) Theorthographies of some languages - e.g., Chinese, Japanese, and Thai - fail to giveinformation on where word boundaries are, so that even this needs to be figured out by the reader. ${ }^{2}$ Humans are able to perform these tasks because, in addition to being knowledgeable about the grammar of their language, they also (usually) understand the content of the text that they are reading, and can thus appropriately manipulate various extragrammatical "affective" factors, such as appropriate use of intonation and voice quality.

The task of a TTS system is thus a complex one that involves mimicking what human readers do. But a machine is hobbled by the fact that it generally "knows" the grammatical facts of the language only imperfectly, and generally can be said to "understand" nothing of what it is reading. TTS algorithms thus have to do the best they can making use, where possible, of purely grammatical information to decide on such things as accentuation, phrasing, and intonation - and coming up with a reasonable "middle ground" analysis for aspects of the output that are more dependent on actual understanding.

It is natural to divide the TTS problem into two broad subproblems. The first of these is the conversion of text - an imperfect representation of language, as we have seen - into some form of linguistic representation that includes information on the phonemes (sounds) to be produced, their duration, the locations of any pauses, and theFO contour to be used. The second - the actual synthesis of speech - takes this information and converts it into a speech waveform. Each of these main tasks naturally breaks down into further subtasks, some of which have been alluded to. The first part, text and linguistic analysis, may be broken down as follows:

- Text preprocessing: including end-of-sentence detection, "text normalization" (expansion of numerals and abbreviations), and limited grammatical analysis, such as grammatical part-of-speech assignment.
- Accent assignment: the assignment of levels of prominence to various words in the sentence.
- Word pronunciation: including the pronunciation of names and the disambiguation of homographs. ${ }^{3}$
- Intonational phrasing: the breaking of (usually long) stretches of text into one or more intonational units.
- Segmental durations: the determination, on the basis of linguistic information computed thus far, of appropriate durations for phonemes in the input.
- F0 contour computation.

[^42]- The selection and concatenation of appropriate concatenative units given the phoneme string.
- The synthesis of a speech waveform given the units, plus a model of the glottal source.


### 46.2 Text Anal ysis and Linguistic Analysis

### 46.2.1 Text Preprocessing

The input to TTS systems is text encoded using an electronic coding scheme appropriate for the language, such as ASCII, JIS(Japanese), or Big-5 (Chinese). One of the first tasksfacing aTTS system is that of dividing the input into reasonable chunks, the most obvious chunk being the sentence. In some writing systems there is a designated symbol used for marking theend of a declarative sentence and for nothing else - in Chinese, for example, a small circle is used - and in such languages end-of-sentence detection is generally not a problem. For English and other languages we are not so fortunate because a period, in addition to its use as a sentence delimiter, is also used, for example, to mark abbreviations: if one sees the period in M r., one would not (normally) want to analyze this as an end-of-sentence marker. Thus, before one concludes that a period does in fact mark the end of a sentence, one needs to eliminate some other possible analyses. In a typical TTS system, text analysis would include an abbreviation-expansion module; this module is invoked to check for common abbreviationswhich might allow oneto eliminateoneor morepossibleperiods from further consideration. For example, if a preprocessor for English encounters thestring Mr. in an appropriate context (e.g., followed by a capitalized word), it will expand it as mister and remove the period.

Of course, abbreviation expansion itself is not trivial, since many abbreviations are ambiguous. For example, is St. to be expanded as Street or Saint? Is Dr., Doctor or Drive? Such cases can be disambiguated via a series of heuristics. For St., for example, the system might first check to see if the abbreviation is followed by a capitalized word (i.e., a potential name), in which case it would be expanded as Saint; otherwise, if it is preceded by a capitalized word, a number, or an alphanumeric (49th), it would beexpanded as Street. Another problem that must be dealt with is the conversion of numbers into words: 232 should usually be expanded as two hundred thirty two, whereas if the same sequence occurs as part of 232-3142 - a likely telephone number - it would normally be read two threetwo.

In Ianguages like English, tokenization into words can to a large extent be done on the basis of white space. In contrast, in many Asian languages, including Chinese, the situation is not so simple because spaces are never used to delimit words. For the purposes of text analysis it is therefore generally necessary to "reconstruct" word boundary information. A minimal requirement for word segmentation is an on-line dictionary that enumerates the wordforms of the language. This is not enough on its own, however, since there are many words that will not be found in the dictionary; among these are personal names, foreign names in transliteration, and morphological derivatives of words that do not occur in the dictionary. It is therefore necessary to build models of these non-dictionary words; see [4] for further discussion.

In addition to lexical analysis, the text-analysis portion of a TTS system will typically perform syntactic analysis of various kinds. One commonly performed analysis is grammatical part-ofspeech assignment, as information on the part of speech of words can be useful for accentuation and phrasing, among other things. Thus, in a sentencelikethey can can cans, it is useful for accentuation purposes to know that the first can is a function word - an auxiliary verb, whereas the second and third are content words - respectively a verb and a noun. There are a number of part-of-speech algorithms available, perhaps thebest known being thestochastic method of [5], which computes the
most likely analysis of a sequence of words, maximizing the product of the lexical probabilities of the parts-of-speech in thesentence(i.e., the possibleparts of speech of each word and their probabilities), and the $n$-gram probabilities (probabilities of $n$-grams of parts of speech), which provide a model of the context.

### 46.2.2 Accentuation

In languages like English, various words in a sentence are associated with accents, which are usually manifested as upward or downward movements of fundamental frequency. Usually, not every word in the sentence bears an accent, however, and the decision on which words should be accented and which should be unaccented is one of the problems that must be addressed as part of text analysis. It is common in prosodic analysis to distinguish three levels of prominence. Two are accented and unaccented, as just described, and the third is cliticized. Cliticized words are unaccented but in addition have lost their word stress, so that they tend to be durationally short: in effect, they behave like unstressed affixes, even though they are written as separate words.

A good first step in assigning accents is to make the accentual determination on the basis of broad lexical categories or parts of speech. Content words - nouns, verbs, adjectives, and perhaps adverbs, tend in general to be accented; function words, including auxiliary verbs and prepositions tend to be deaccented; short function words tend to be cliticized. But accenting has a wider function than merely communicating lexical category distinctions between words. In English, one important set of constructions where accenting is more complicated than what might be inferred from the above discussion are complex noun phrases - basically, a noun preceded by one or more adjectival or nominal modifiers. In a "discourse-neutral" context, some constructions are accented on the final word (M adison Avenue), someon the penultimate (Wall Street, kitchen towel rack), and someon an even earlier word (sump pump factory). The assignment of accent to complex noun phrases depends on complex lexical and semantic factors; see[6].

Accenting is not only sensitive to syntactic structure and semantics, but also to properties of the discourse. One straightforward effect is contrast, as in the exampleI didn't ask for cherry pie, I asked for apple pie. For most speakers, the "discourse neutral" accent would be on pie, but in this example there is a clear intention to contrast the ingredients in the pies, and pieis thus deaccented to effect the contrast between cherry and apple. See [7] for a discussion of how these kind of effects are handled in aTTS system for English. Note, while humanlike accenting capabilities are possible in many cases, there are still some intractable problems. For example, just as one would often deaccent a word that had been previously mentioned, so would one often deaccent a word if a supercategory of that word had been mentioned: M y son wants a Labrador, but I'm allergic to dogs. Handling such cases in any general way is beyond the capabilities of current TTS systems.

### 46.2.3 Word Pronunciation

The next stage of analysis involves computing pronunciations for the words in the input, given the orthographic representation of those words. The simplest approach is to have a set of "letter-tosound" rules that simply map sequences of graphemes into sequences of phonemes, along with possible diacritic information, such as stress placement. This approach is naturally best suited to languages where there is a relatively simple relation between orthography and phonology: languages such as Spanish or Finnish fall into this category. However, languages like English manifestly do not, so it has generally been recognized that a highly accurate word pronunciation module must contain
a pronouncing dictionary that, at the very least, records words whose pronunciation could not be predicted on the basis of general rules. However, having a dictionary that is merely a list of words presents us with familiar problems of coverage: many text wordsoccur that are not to befound in the dictionary, including morphological derivatives from known words, or previously unseen personal names.

For morphological derivatives, standard techniques for morphological analysis [2, 8] can be applied to achieve a morphological decomposition for a word. The pronunciation of the whole can then, in general, be computed from the (presumably known) pronunciation of the morphological parts, applying appropriatephonological rules of thelanguage. For novel personal names, additional mechanisms may be necessary since novel names cannot always be related morphologically to previously seen ones. One such additional method involves computing the pronunciation of a new name by analogy with the pronunciation of a similar name [9, 10]. For example, imagine that we have the name Califano in our dictionary and that we know its pronunciation: then we could compute the pronunciation of a hypothetical name Balifano by noting that both names share the "suffix" alifano. The pronunciation of Balifano can then be computed by removing the phoneme/k/, corresponding to the letter C in Califano, and replacing it with the phoneme/b/.

Thereare someword forms that areinherently ambiguous in pronunciation, and for which a word pronunciation moduleasjust described can only return a set of possible pronunciations, from which one must then be chosen. A straightforward example is the word Chevy, which is most commonly pronounced $/ \int^{\prime} \varepsilon v i /$, but is $/ \mathrm{t} \int^{\prime} \varepsilon v i /$ in the nameChevy Chase, so in this case one could succeed by simply storing the bigram Chevy Chase. But n-gram models do not solve all cases of homograph

TABLE 46.1 IPA Symbols Used in this

| Chapter |  |
| :---: | :---: |
| IPA Symbol | Phonetic value |
| æ | a as in cat |
| b | $\mathbf{b}$ as in $\mathbf{b}$ ass |
| $\mathrm{e}^{j}$ | a as in bake |
| $\varepsilon$ | e as in bet |
| a | a as in data |
| i | i as in linguini |
| 1 | i as in in |
| s | $\mathbf{s}$ as in soggy |
| s | sh as in ship |
| t | t as in test |
| ts | ch as in chase |
| \% | th as in the |
| r | $\mathbf{r}$ as in are |
| v | $\mathbf{v}$ as in voodoo |
| w | $\mathbf{w}$ as in $\mathbf{w} e$ |
| ' | primary stress |

disambiguation. So, the word bass, is most likely to be pronounced /bæs/ in a "fishy" context likehe wasfishing for bass, but/be ${ }^{j} s /$ in a musical context likeheplays bass. What defines the context as being musical or "fishy" is not characterizable in terms of n-grams, but rather relates to the occurrence of certain words (e.g., fish, lake, boat vs. play, sing, orchestra) in a wider context. A method proposed by

Yarowsky [11, 12] allows for both local (n-gram) context and wide context to be used in homograph di sambiguation, and excellent results have been achieved using this approach. ${ }^{4}$

### 46.2.4 Intonational Phrasing

In reading a long sentence, speakers will typically break the sentence up into several phrases, each of which can be said to "stand alone" as an intonational unit. If punctuation is used liberally so that there are relatively few words between the commas, semicolons, or periods, then a reasonable guess at an appropriate phrasing would be simply to break the sentence at the punctuation marks (though this is not always appropriate [13]). The real problem comes when long stretches occur without punctuation; in such cases, human readers would normally break the string of words into phrases, and the problem then arises of where to place these breaks.

The simplest approach is to have a list of words, typically function words, that are likely indicators of good placesto break [1]. Onehasto usesomecaution, however, becausewhile a particular function word such as and may coincide with a plausible phrase break in some cases (H egot out of the car and walked towards the house), in other examples it might coincide with a particularly poor place to break as in I was forced to sit through a dog and pony show that lasted most of Wednesday afternoon. Other approaches to intonational phrasing have been proposed in the literature, including methods that depend on syntactic parsers of various degrees of sophistication [13, 14]. An alternative approach, described in [15], uses a decision tree model [16, 17] that is trained on a corpus of text annotated with prosodic phrase boundary information.

### 46.2.5 Segmental Durations

Having computed which phonemes are to be produced by the synthesizer, it is necessary to decide how long to make each one. In this section we briefly describe the methods used for computing segmental durations: the reader is referred to [18] for an extended discussion of this topic.

What duration to assign to a phonemic segment depends on many factors, including:

- The identity of the segment in question. For example, in many dialects of English, the vowel /æd has a longer intrinsic duration than the vowel $/ l /$.
- The stress of the syllable of which the segment is a member. For example, vowels in stressed syllables tend to be longer than vowels in unstressed syllables.
- Whether thesyllableof which thesegment is a member bears an accent. Accented syllables tend to be longer than otherwise identical unaccented syllables.
- The quality of the surrounding segments. For example, a vowel preceding a voiced consonant in thesamesyllabletendsto belonger than thesamevowel preceding a voiceless consonant.
- The position of the segment in the phrase: elements close to the ends of phrases tend to be longer than elements more internal to the phrase.
Variousapproacheshavebeen taken to modeling segmental durationsin TTS systems. Onemethod involvesduration rules, which arerules of theform "ifthesegment is $X$ and it is in phrase-final position, then lengthen $X$ by $n$ milliseconds" $[19,20]$. In rule-based systems of this kind, it is not unusual for the duration of a given segment to be rewritten several times as the conditions for the application of

[^43]the various rules are considered. The rule-based approach can be formalized explicitly in terms of the second approach - duration models - which are mathematical expressions that prescribe how the various conditioning factors are to be used in computing the duration of a segment [19]; the successive application of the rules can, in effect, be "compiled" into a singlemathematical expression that implements the combined effect of the rules. As argued in [18], all extant duration models can be viewed as instances of a more general sum-of-products model, where the duration of a segment is predicted by a formula of the general form:
\[

$$
\begin{equation*}
D U R(\mathbf{f})=\sum_{i \in T} \prod_{j \in I_{i}} S_{i, j}\left(f_{j}\right) \tag{46.1}
\end{equation*}
$$

\]

Here the duration assigned to a feature vector - $D U R(\mathbf{f})$ - is computed by scaling each factor $f_{j}$ in the $i$ th product term by a factor scale $S_{i, j}$; computing the product of all scaled factors within each product term; and then summing over all $i$ product terms. Rather than deciding a priori on a particular sums-of-products model (or set of such models) within the space of all possible models, one approach taken to segmental duration is to use exploratory data analysis to arrive at models whose predictions show a good fit to durations from a corpus of labeled speech [18].

M ore specifically, we start with a text corpus that (ideally) has a good coverage both of various phonemes and of the factors (and their combinations) that are deemed likely to be relevant for duration. A native speaker of the language reads this text and the speech is segmented and labeled. Using the text-analysis modules of TTS, with some possible hand correction, we automatically compute the sequence of phonemes, and the feature vectors (including features on stress, accent, phrasal position, etc.) associated with each phoneme. Given the feature vectors, various sums-of-products models are compared and their predictions of the values of the observed segmental durations are evaluated. In general, different specific duration models may be better suited to different sets of conditions than others: for example, in the English duration system, intervocalic consonants are associated with a different sums-of-products model than consonants that occur in clusters. In the actual implementation of segmental duration predictions, a decision tree is used to determine, on the basis of contextual factors appropriate to the segment at hand, what particular sums-of-products model to use; this model is then used to compute the duration of the segment.

Designing a corpus with good coverage of relevant factors is a non-trivial task in itself: the basic problem is to provide a set that has maximal coverage with the minimal amount of text to be read by a speaker, and analyzed. The method that we use involves starting with a large corpus of text in a language and automatically predicting the phonemic segments along with their features (again, using text analysis components for the language). A greedy algorithm is then applied to arrive at a minimal set of sentences that have good (ideally total) coverage of the desi red feature vectors.

### 46.2.6 Intonation

Having computed linguistic information such as the sequence of segments to be produced, their duration, the prominence of the various words, and the locations of prosodic boundaries, the next thing that aTTS system needs to computeis an intonation contour. Thereare almost as many models of intonation implemented in TTS systems as there are TTS systems, and we do not have the space to review these different approaches here. Suffice it to say that most intonation models that have actually been incorporated into working TTS systems can be classified into one of three "schools":

- The Fujisaki school [21,22, inter alia]. An intonation contour for a phrase is computed from a phrase impulse and some number of accent impulses. These impulses are convolved with a smoothing function to produce phrase and accent curves, which are then summed to produce the final contour.
- The Dutch school [23]. Intonation contours are represented as sequences of connected line segments which are chosen so as to perceptually closely approximate real (smooth) intonation contours.
- The autosegmental/metrical school [24, 25, inter alia]. Intonation contours are represented abstractly as sequences of high and low targets.

The computation of an intonation contour from a phonological representation can be illustrated by considering the Bell LabsEnglish TTS system, which currently uses a version of the Pierrehumbert autosegmental model [26, 27, 28]. As the first stage in the computation of an intonation contour, a tone-timing function sets up nominal times for each accent in the sentence. Separate routines are called for initial boundary tones, final boundary tones, pitch accents and phrase accents. Roughly, initial boundary tones are aligned with the silence that is placed at the beginning of each minor phrase, whereas final boundary tones are aligned with the final vowel of each minor phrase. Phrase accents are aligned after the final word accent of the minor phrase, if there is one; otherwise at the end of the first vowel of the first word, or else at the end of the first phoneme. Finally, accents on words are aligned with their associated syllables using a complex set of contextual factors. These nominal accent times are then converted into actual F0/time pairs, by another function. F0 values are computed dependent on the prominence of the accent (either determined automatically, or else definable by the user), and various phrasal parameters from the intonation model, as well as the particular type of accent involved. Finally, an FO contour is produced by interpolating the computed pitch/time pairs, and smoothing via convolution with a rectangular window.

### 46.3 Speech Synthesis

Oncethetext has been transformed into phonemes, and their associated durations and afundamental frequency contour have been computed, the system is ready to compute the speech parameters for synthesis.

There are two independent variables in the choice of parametric computation in a TTS system. Onevariable is the choice between a rule-based schemefor the computation of the parameters on the onehand, and a concatenativeschemeinvolving concatenation of short segments of previously uttered speech on the other. The second variable is the actual parametric representation chosen: possible choices include articulatory parameters, formants, LPC (linear predictive coding), spectral parameters, or time domain parameters. In a concatenative scheme, any parametric representation that permits independent control of loudness, F0, voicing, timing, and possibly spectral manipulations is appropriate. Rule-based systems are more restrictive of the choice of parameters since such schemes rely both on our understanding of the relation between the parameters and the acoustic signals they represent, and on our ability to compute the dynamics of the parameters as they move from one sound to another. Thus far only articulatory parameters and formants have been used in rule-based systems. The best-known examples of a formant-based synthesizer are the Klatt synthesizer and its commercial offshoot DECtalk.

Rule-based systems are space-efficient because they eliminate the need to store speech segments. Rule-based approaches also make it easier, in principle, to implement new speaker characteristics for different voices, as well as different phone inventories for new dialects and languages. However, since the dynamics of the parameters are very difficult to model it requires a great deal more effort to produce a rule-based system than it does to produce a concatenative system of comparable quality. Given the right choice of units, a concatenative scheme is able to store the dynamics of the speech signal and thus produce high quality synthetic sound. The choice of the exact parameters depends on what the designer values in such a system. Waveform representations - such as PSOLA [29] have a high sound quality, but they are limiting in terms of the ability to alter the sound, and thus


FIGURE 46.1: Source-filter model for speech synthesis.
far, no one has been able to change the spectral parameters in a time domain system. Articulatory parameters or formants, on the other hand, can be successfully manipulated. However, the speech quality produced by using these parameters is somewhat degraded because there are no reliable methods to extract these parameters and even in a plain coding application (analysis and resynthesis without manipulations) these methods produce degradation of the speech signal.

Other systemsusea concatenativeapproach. In this approach, parametrized short speech segments of natural speech are connected to form a representation of the synthetic speech. The majority of the natural speech segments are merely transitions between pairs of phonemes. However, due to the large contextual variation of some phonemes, some segments consisting of three or more phoneme elements are often necessary; such elements consist of the transition from the first phoneme to the second, and a transition from the penultimate phoneme to the last, but the intermediate phonemes arestored completely. For theBell LabsEnglish system, there areapproximately 2900 different speech elements - also called dyads - in the acoustic inventory, and these elements are sufficient to make up all the legal phoneme combinations for English.

The concatenative approach to speech synthesis requires that speech samples be stored in some parametric representation that will be suitablefor connecting the segments and changing thesignal's characteristics of loudness, F0, and spectrum. Onemethod for changing thecharacteristics of natural speech is to analyze the speech in terms of a source/filter model, as diagramed in Fig. 46.1.

This model of speech synthesishas a variety of independent input controls. Starting at the left side of thefigure, we show two possible source generators: a noise generator and a simplepulse generator. The noise generator has no controlling input whereas the pulse generator is controlled by the F0 parameter; the F0 parameter specifies the distance between any two pulses thus controlling the F0 of the periodic source. These inputs are selected by a switch which is controlled by a voicing flag. It is also possible to have a mixer to control the relative contribution of the noise and pulse source, and to insert a glottal pulse with additional controls for the shape of the glottal source in place of the simple pulse generator. To the right of the switch, we have a multiplier that multiplies the source by an amplitude parameter. This serves as the loudness control for the system. The signal from the multiplier is fed into a filter controlled by the filter coefficients which are varied slowly to shape the speech spectrum.

The source/filter model can be used to replicate naturally spoken speech when the parameters are obtained by analysis of natural speech. Speech can be parametrized by an amplitude control, voiced/voicelessflag, F0, and filter coefficients at a small interval (on theorder of 5 msec . to 15 msec .) Theloudness control is determined from the power of the speech at thetime frame of the analysis. F0 extraction algorithms determinethe voicing of the speech as well as the fundamental frequency. The filter parameters can be determined by various analysis techniques. The parameters obtained from the analysis can be used to drive the source filter model to reproduce the analyzed speech. H owever, these parameters can also be varied independently to change the speech. The ability to alter the analysis parameters is crucial to a concatenative approach, where the spectral parameters have to be smoothed and interpolated whenever two elements from different utterances areconnected, or when
the duration of the speech has to be altered. Of course, the fundamental frequency of the original speech is completely discarded and replaced during synthesis by a rule-generated F0, as described earlier.

### 46.4 The Future of TTS

Using current methods such as those outlined in this chapter, it is possible to produce speech output that is of high intelligibility and reasonable naturalness, given unrestricted input text. (See[30] for a discussion of methods for evaluating TTS systems.) However, there is still much work to be done in all areas of the problem, including: improving voicequality, and allowingfor greater user control over aspects of voice quality; producing better models of intonation to allow for more natural-sounding F0 contours; and improving linguistic analysis so that more accurate information on contextually appropriateword pronunciation, accenting, and phrasing can becomputed automatically. This latter area - linguistic analysis - is particularly crucial: most high-quality TTS systems allow for user control of the output speech by means of various "escape sequences", which can be inserted into the input text. By use of such escape sequences, it is possible to produce highly appropriate and naturalsounding output. What is still lacking in many cases are natural-language analysis techniques that can mimic what a human annotator is able to do.
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### 47.1 Introduction

Over the past several decades a need has arisen to enable humans to communicate with machines in order to control their actionsor to obtain information. Initial attempts at providing human-machine communicationsled to the development of the keyboard, the mouse, thetrackball, thetouch screen, and the joy stick. However, none of these communication devices provides the richness or the ease of use of speech which has been the most natural form of communication between humans for tens of centuries. Hence, a need has arisen to provide a voice interface between humans and machines. This need has been met, to a limited extent, by speech processing systems which enable a machine to speak (speech synthesis systems) and which enable a machine to understand (speech recognition systems) human speech. We concentrate on speech recognition systems in this section.

Speech recognition by machine refers to the capability of a machine to convert human speech to a textual form, providing a transcription or interpretation of everything the human speaks while the machine is listening. This capability is required for tasks in which the human is controlling the actions of the machine using only limited speaking capability, e.g., while speaking simple commands or sequences of words from a limited vocabulary (e.g., digit sequences for a telephone number). In
the moregeneral case, usually referred to as speech understanding, the machine need only recognize a limited subset of the user input speech, namely the speech that specifies enough about the action requested so that the machine can either respond appropriately, or initiate some action in response to what was understood.

Speech recognition systems have been deployed in applications ranging from control of desktop computers, to telecommunication services, to business services, and have achieved varying degrees of success and commercialization.

In this section we discuss a range of issues involved in the design and implementation of speech recognition systems.

### 47.2 Characterization of Speech Recognition Systems

A number of issues define the technology of speech recognition systems. These include:

1. The manner in which a user speaks to the machine. There are generally three modes of speaking, including:

- isolated word (or phrase) mode in which the user speaks individual words (or phrases) drawn from a specified vocabulary;
- connected word mode in which the user speaks fluent speech consisting entirely of words from a specified vocabulary (e.g., telephone numbers);
- continuous speech mode in which the user can speak fluently from a large (often unlimited) vocabulary.

2. The size of the recognition vocabulary, including:

- small vocabulary systems which provide recognition capability for up to 100 words;
- medium vocabulary systems which provide recognition capability for from 100 to 1000 words;
- largevocabulary systems which provide recognition capability for over 1000 words.

3. The knowledge of the user's speech patterns, including:

- speaker dependent systems which have been custom tailored to each individual talker;
- speaker independent systems which work on broad populations of talkers, most of which the system has never encountered or adapted to;
- speaker adaptive systems which customize their knowledge to each individual user over time while the system is in use.

4. The amount of acoustic and lexical knowledge used in the system, including:

- simple acoustic systems which have no linguistic knowledge;
- systems which integrate acoustic and linguistic knowledge, where the linguistic knowledge is generally represented via syntactical and semantic constraints on the output of the recognition system.

5. The degree of dialogue between the human and the machine, including:

- one way (passive) communication in which each user spoken input is acted upon;
- system-driven dialog systems in which the system is the sole initiator of a dialog, requesting information from the user via verbal input;
- natural dialogue systems in which the machine conducts a conversation with the speaker, solicits inputs, acts in response to user inputs, or even tries to clarify ambiguity in the conversation.


### 47.3 Sources of Variability of Speech

Speech recognition by machine is inherently difficult because of the variability in thesignal. Sources of this variability include:

1. Within-speaker variability in maintaining consistent pronunciation and use of words and phrases.
2. Across-speaker variability due to physiological differences (e.g., different vocal tract lengths) regional accents, foreign languages, etc.
3. Transducer variability while speaking over different microphones/telephone handsets.
4. Variability introduced by the transmission system (the media through which speech is transmitted, telecommunication networks, cellular phones, etc.).
5. Variability in the speaking environment, including extraneous conversations and acoustic background events (e.g., noise, door slams).

### 47.4 Approaches to ASR by Machine

### 47.4.1 The Acoustic-Phonetic Approach [1]

Theearliest approaches to speech recognition werebased on finding speech sounds and providing appropriatelabels to these sounds. This is the basis of the acoustic-phonetic approach which postulates that there exist finite, distinctive phonetic units (phonemes) in spoken language, and that these units are broadly characterized by a set of acoustic properties that are manifest in the speech signal over time. Even though the acoustic properties of phonetic units are highly variable, both with speakers and with neighboring sounds (the so-called coarticulation), it is assumed in the "acoustic-phonetic approach" that the rules governing the variability are straightforward and can be readily learned (by a machine). The first step in the acoustic-phonetic approach is a segmentation and labeling phase in which the speech signal is segmented into stable acoustic regions, followed by attaching one or more phonetic labels to each segmented region, resulting in a phoneme lattice characterization of the speech (see Fig. 47.1). The second step attempts to determine a valid word (or string of words) from the phonetic label sequences produced in the first step. In the validation process, linguistic constraints of the task (i.e., the vocabulary, the syntax, and other semantic rules) are invoked in order to access the lexicon for word decoding based on the phoneme lattice. The acoustic-phonetic approach has not been widely used in most commercial applications.

### 47.4.2 "Pattem-Matching" Approach [2]

The "pattern-matching approach" involves two essential steps, namely, pattern training and pattern comparison. The essential feature of this approach is that it uses a well- formulated mathematical framework, and establishes consistent speech pattern representationsfor reliable pattern comparison from a set of labeled training samples via aformal trainingalgorithm. A speech pattern representation can bein theform of a speech templateor a statistical model, and can be applied to a sound (smaller than a word), a word, or a phrase. In the pattern-comparison stage of the approach, a direct comparison is made between the unknown speech (the speech to be recognized) with each possible


FIGURE 47.1: Segmentation and labeling for word sequence"seven-six".
pattern learned in the training stage, in order to determine the identity of the unknown according to the goodness of match of the patterns. The pattern matching approach has becomethe predominant method of speech recognition in the last decade and we shall elaborate on it in subsequent sections.

### 47.4.3 Artificial Intelligence Approach [3, 4]

The "artificial intelligence approach" attempts to mechanize the recognition procedure according to the way a person applies intelligence in visualizing, analyzing, and characterizing speech based on a set of measured acoustic features. Among the techniques used within this class of methods are use of an expert system (e.g., a neural network) which integrates phonemic, lexical, syntactic, semantic, and even pragmatic knowledge for segmentation and labeling, and uses tools such as artificial neural networks for learning the relationships among phonetic events. The focus in this approach has been mostly in the representation of knowledge and integration of knowledge sources. This method has not been used widely in commercial systems.

### 47.5 Speech Recognition by Pattem Matching

Figure 47.2 is a block diagram that depicts the pattern matching framework. The speech signal is first analyzed and a feature representation is obtained for comparison with either stored reference templates or statistical models in the pattern matching block. A decision schemedetermines theword or phonetic class of the unknown speech based on the matching scores with respect to the stored reference patterns.

There are two types of reference patterns that can be used with the model of Fig. 47.2. The first type, called a nonparametric reference pattern [5] (or often a template), is a pattern created from one or morespoken tokens (exemplars) of the sound associated with the pattern. The second type, called a statistical reference model, is created as a statistical characterization (via a fixed type of model) of the behavior of a collection of tokens of the sound associated with the pattern. The hidden M arkov model [6] is an example of the statistical model.


FIGU RE 47.2: Block diagram of pattern-recognition speech recognizer.

Themodel of Fig. 47.2 has been used (either explicitly or implicitly) for almost all commercial and industrial speech recognition systems for the following reasons:

1. It is invariant to different speech vocabularies, user sets, feature sets, pattern matching algorithms, and decision rules.
2. It is easy to implement in software (and hardware).
3. It works well in practice.

We now discuss the elements of the pattern recognition model and show how it has been used in isolated word, connected word, and continuous speech recognition systems.

### 47.5.1 Speech Analysis

The purpose of the speech analysis block is to transform the speech waveform into a parsimonious representation which characterizes the time varying properties of the speech. The transformation is normally done on successive and possibly overlapped short intervals 10 to 30 msec in duration (i.e., short-time analysis) due to the time-varying nature of speech. The representation [7] could be spectral parameters, such as the output from a filter bank, a discrete Fourier transform (DFT), or a linear predictive coding (LPC) analysis, or they could betemporal parameters, such as the locations of various zero or level crossing times in the speech signal.

Empirical knowledge gained over decades of psychoacoustic studies suggests that the power spectrum has the necessary acoustic information for high accuracy sound identity. Studies in psychoacoustics also suggest that our auditory perception of sound power and loudness involves compression, leading to theuse of thelogarithmic power spectrum and thecepstrum [8], which istheFourier transform of thelog-spectrum. Thelow order cepstral coefficients (up to 10 to 20) provideaparsimonious representation of theshort-timespeech segment which isusually sufficient for phonetic identification.

The cepstral parameters are often augmented by the so-called delta cepstrum [9] which characterizes dynamic aspects of the time varying speech process.

### 47.5.2 Pattern Training

Pattern training is the method by which representative sound patterns (for the unit being trained) are converted into reference patterns for use by the pattern matching algorithm. There are several ways in which pattern training can be performed, including:

1. Casual training in which a single sound pattern is used directly to create either a template or a crude statistical model (dueto the paucity of data).
2. Robust training in which several (typically 2 to 4 ) versions of the sound pattern (usually extracted from the speech of a single talker) are used to create a single merged template or statistical model.
3. Clustering training in which a large number of versions of the sound pattern (extracted from a widerange of talkers) is used to createoneor moretemplates or a reliable statistical model of the sound pattern.

In order to better understand how and why statistical models areso broadly used in speech recognition, we now formally define an important class of statistical models, namely the hidden M arkov model (HMM) [6].

## The HMM

TheH M M isastatistical characterization of both thedynamics(timevarying nature) and statics (the spectral characterization of sounds) of speech during speaking of a sub-word unit, a word, or even a phrase. The basic premise of the H M M is that a M arkov chain can be used to describe the probabilistic nature of the temporal sequence of sounds in speech, i.e., the phonemes in the speech, via a probabilistic state sequence. The states in the sequence are not observed with certainty because the correspondence between linguistic sounds and the speech waveform is probabilistic in nature; hence the concept of a hidden model. Instead, the states manifest themselves through the second component of the HM M which is a set of output distributions governing the production of the speech features in each state(the spectral characterization of the sounds). In other words, the output distributions (which are observed) represent the local statistical knowledge of the speech pattern within the state, and the $M$ arkov chain characterizes, through a set of state transition probabilities, how these sound processes evolve from one sound to another. Integrated together, the HMM is particularly well suited for modeling speech processes.


FIGURE 47.3: Characterization of a word (or phrase, or subword) using a $N$ (5) state, left-to-right, HM M , with continuous observation densities in each state of the model.

An example of an HM M of a speech pattern is shown in Fig. 47.3. The model has five states (corresponding to five distinct "sounds" or "phonemes" within the speech), and the state (corresponding to the sound being spoken) proceeds from left-to-right (as time progresses). Within each state (assumed to represent a stable acoustical distribution) the spectral features of the speech signal
arecharacterized by a mixture Gaussian density of spectral features (called the observation density), along with an energy distribution, and a stateduration probability. Thestates represent thechanging temporal nature of the speech signal; hence indirectly they represent the speech sounds within the pattern.

Thetrainingproblem for H M M sconsists of estimatingtheparameters of thestatistical distributions within each state (e.g., means, variances, mixture gains, etc.), along with the state transition probabilities for the composite H M M . Well-established techniques (e.g., the Baum-Welch method [10] or the segmental $K$-means method [11]) have been defined for doing this pattern training efficiently.

### 47.5.3 Pattem Matching

Pattern matching refers to the process of assessing the similarity between two speech patterns, one of which represents the unknown speech and one of which represents the reference pattern (derived from the training process) of each element that can be recognized. When the reference pattern is a "typical" utterance template, pattern matching produces a gross similarity (or dissimilarity) score. When the reference pattern consists of a probabilistic model, such as an HM M , the process of pattern matching is equivalent to using the statistical knowledge contained in the probabilistic model to assess the likelihood of the speech (which led to the model) being realized as the unknown pattern.


FIGURE 47.4: Results of time aligning two versions of the word "seven", showing linear alignment of the two utterances (top panel); optimal time-alignment path (middlepanel); and nonlinearly aligned patterns (lower panel).

A major problem in comparing speech patterns is due to speaking rate variations. H M M s provide an implicit timenormalization as part of the process for measuringlikelihood. However, for template
approaches, explicit time normalization is required. Figure 47.4 demonstrates the effect of explicit timenormalization between two patterns representing isolated word utterances. Thetop panel of the figure shows the log energy contour of the two patterns (for the spoken word "seven") - one called the reference (known) pattern and the other called the test (or unknown input) pattern. It can be seen that the inherent duration of the two patterns, 30 and 35 frames (where each frame is a $15-\mathrm{ms}$ segment of speech), is different and that linear alignment is grossly inadequate for internally aligning events within the two patterns (compare the locations of the vowel peaks in the two patterns). A basic principle of time alignment is to nonuniformly warp the time scale so as to achieve the best possible matching score between the two patterns (regardless of whether the two patterns are of the same word identity or not). This can be accomplished by a dynamic programming procedure, often called dynamic timewarping (DTW) [12] when applied to speech templatematching. The"optimal" nonlinear alignment result of dynamic time warping is shown at the bottom of Fig. 47.4 in contrast to the linear alignment of the patterns at the top. It is clear that the nonlinear alignment provides a more realistic measure of similarity between the patterns.

### 47.5.4 Decision Strategy

The decision strategy takes all the matching scores (from the unknown pattern to each of the stored reference patterns) into account, finds the "closest" match, and decides if the quality of the match is good enough to make a recognition decision. If not, the user is asked to provide another token of the speech (e.g., the word or phrase) for another recognition attempt. This is necessary because often the user may speak words that are incorrect in some sense (e.g., hesitation, incorrectly spoken word, etc.) or simply outside of the vocabulary of the recognition system.

### 47.5.5 Results of Isolated Word Recognition

Using the pattern recognition model of Fig. 47.2, and using either the non-parametric template approach or the statistical HMM method to derive reference patterns, a wide variety of tests of the recognizer have been performed on telephone speech with isolated word inputs in both speakerdependent (SD) and speaker-independent (SI) modes. Vocabulary sizes have ranged from as few as 10 words (i.e., the digits zero-nine) to as many as 1109 words. Table 47.1 gives a summary of recognizer performance under the conditions described above.

TABLE 47.1 Performance of Isolated Word Recognizers

| Vocabulary |  | Mode | Word error rate(\%) |
| :---: | :---: | :---: | :---: |
| 10 | Digits | $\begin{aligned} & \hline \mathrm{SI} \\ & \mathrm{SD} \end{aligned}$ | $\begin{aligned} & \hline 0.1 \\ & 0.0 \end{aligned}$ |
| 39 | Alphadigits | $\begin{aligned} & \mathrm{SI} \\ & \mathrm{SD} \end{aligned}$ | $\begin{aligned} & 7.0 \\ & 4.5 \end{aligned}$ |
| 129 | Airlineterms | $\begin{aligned} & \mathrm{SI} \\ & \mathrm{SD} \end{aligned}$ | $\begin{aligned} & 2.9 \\ & 1.0 \end{aligned}$ |
| 1109 | Basic English | SD | 4.3 |

### 47.6 Connected Word Recognition

The systems we have been describing in previous sections have all been isolated word recognition systems. In this section we consider extensions of the basic processing methods described in pre-
vious sections in order to handle recognition of sequences of words, the so-called connected word recognition system.

The basic approach to connected word recognition is shown in Fig. 47.5. Assume we are given a fluently spoken sequence of words, represented by the (unknown) test pattern $T$, and we are also given a set of $V$ reference patterns, $\left\{R_{1}, R_{2}, \ldots, R_{V}\right\}$ each representing one of the words in the vocabulary. The connected word recognition problem consists of finding the concatenated reference pattern, $R^{S}$, which best matches the test pattern, in the sense that the overall similarity between $T$ and $R^{S}$ is maximum over all sequence lengths and over all combinations of vocabulary words.


FIGURE 47.5: Illustration of the problem of matching a connected word string, spoken fluently, using whole word patterns concatenated together to provide the best match.

There are several problems associated with solving the connected word recognition problem, as formulated above. First of all, we do not know how many words were spoken; hence, we have to consider solutions with a rangeon thenumber of wordsin theutterance. Second, wedo not know nor can we reliably find word boundaries within the test pattern. Hence, we cannot use word boundary information to segment the problem into simple "word-matching" recognition problems. Finally, since the combinatorics of trying to solve the problem exhaustively (by trying to match every possible string) are exponential in nature, we need to devise efficient algorithms to solve this problem. Such efficient algorithms have been developed and they solve the connected word recognition problem by iteratively building up time-aligned matches between sequences of reference patterns and the unknown test pattern, one frame at a time [13, 14, 15].

### 47.6.1 Performance of Connected Word Recognizers

Typical recognition performance for connected word recognizers is given in Table 47.2 for a range of vocabularies, and for a range of associated tasks. In the next section we will see how we exploit linguistic constraints of the task to improve recognition accuracy for word strings beyond the level one would expect on the basis of word error rates of the system.

TABLE 47.2 Performance of Connected Word Recognizers

| Vocabulary | M ode | Word error <br> rate(\%) | Task | String error <br> rate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| 10 Digits | SD | 0.1 | Variable length <br> digit strings <br> (1-7 digits) | 0.4 |
|  | SI | 0.2 | Name retrieval <br> 26 Letters of <br> the alphabet | SD |
| SI | 10.0 | 10.0 | from directory <br> of 1700 names | 10.0 |
| 129 Airline terms | SD | 0.1 | Sentences in a <br> grammar | 1.0 |
|  | SI | 3.0 | 10.0 |  |

### 47.7 Continuous Speech Recognition

The techniques used in connected word recognition systems cannot be extended to the problem of continuous speech recognition for several reasons. First of all, as the size of the vocabulary of the recognizer grows, it becomesimpractical to train patterns for each individual word in the vocabulary. Hence, continuous speech recognizers generally use sub-word speech units as the basic patterns to be trained, and use a lexicon to define the structure of word patterns in terms of the sub-word units. Second, the words spoken during continuous speech generally have a syntax associated with the word order, i.e., they are spoken according to a grammar. In order to achieve good recognition performance, account must be taken of the word grammar so as to constrain the set of possible recognized sentences. Finally, the spoken sentence often must make sense according to a semantic model of the task which the recognizer is asked to perform. Again, by explicitly including these semantic constraints on the spoken sentence, as part of the recognition process, performance of the system improves.

Based on the discussion above, there are three distinct new problems associated with continuous speech recognition [16], namely:

1. Choice of sub-word unit used to represent the sounds of speech, and methods of creating appropriate acoustic models for these sub-word units;
2. Choice of a representation of words in the recognition vocabulary, in terms of the subword units;
3. Choice of a method for integrating syntactic (and possibly semantic) information into the recognition process so as to properly constrain the sentences that are allowed by the system.

### 47.7.1 Sub-Word Speech Units and Acoustic Modeling

For the basic sub-word speech recognition unit, one could consider a range of linguistic units, including syllables, half syllables, dyads, dyphones, or phonemes. The most common choice is a simple phoneme set, which for English comprises about 40 to 50 units, depending on fine choices as to what constitutes a unique phoneme. Since the number of phonemes is limited, it is usually straightforward to collect sufficient speech training data for reliable estimation of statistical models of the phonemes. The resulting set of sub-word speech models are usually referred to as "context independent" phone-like units (CI-PLU) since each unit is trained independently of the context of neighboring units. Theproblem with using such CI-PLU modelsisthat phonemes arehighly variable according to different contexts, and therefore using models which cannot represent this variability properly leads to inferior speech recognition performance.

A straightforward way to improve the modeling of phonemes is to augment the CI-PLU set with phonememodelsthat arecontext dependent. In this manner, a target phonemeis modeled differently depending on the phonemes that precede and follow it. By using such context dependent PLUs (in
addition to the CI-PLUs) the "resolution" of the acoustic models is increased, and the performance of the recognition system improves.

### 47.7.2 Word Modeling From Sub-Word Units

Once the base set of sub-word units is chosen, one can use standard lexical modeling techniques to represent words in terms of these units. The key problem here is variability of word pronunciation across talkers with different regional accents. Hence, for each word in the recognition vocabulary, the lexicon contains a baseform (or standard) pronunciation of the word, as well as alternative pronunciations, as appropriate.

Thelexicon used in most recognition systemsisextracted from a standard pronouncing dictionary, and each word pronunciation is represented as alinear sequenceof phonemes. Thislexical definition is basically data independent because no speech or text data are used to derive the pronunciation. Hencethelexical variability of a word in speech ischaracterized only indirectly through the sub-word unit models. To improve lexical modeling capability, the use of (multiple) pronunciation networks has been proposed [17].

### 47.7.3 Language Modeling Within the Recognizer

In order to determine the best match to a spoken sentence, a continuous speech recognition system has to evaluate both an acoustic match score (corresponding to the "local" acoustic matches of the words in the sentence) and a language match score (corresponding to the match of the words to the grammar and syntax of the task). The acoustic matching score is readily determined using dynamic programming methods much like those used in connected word recognition systems. The language match scores are computed according to a production model of the syntax and the semantics. M ost often the language model is represented as a finite state network (FSN) for which the language score is computed according to arc scores along the best decoded path (according to an integrated model where acoustic and language modeling are combined) in the network. Other models of language include word pair models as well as N -gram word probabilities.

### 47.7.4 Performance of Continuous Speech Recognizers

Table 47.3 illustrates current capabilities in continuous speech recognition, for three distinct tasks, namely database access (Resource $M$ anagement), natural language queries (ATIS) for air travel reservations, and read text from a set of business publications (NAB).

TABLE 47.3 Performance of Continuous Speech Recognition Systems

| Task | Syntax | Mode | Vocabulary | Word error rate (\%) |
| :---: | :---: | :---: | :---: | :---: |
| Resource <br> management <br> (DARPA) | Finite state <br> grammar <br> (perplexity $=60$ ) | SI <br> fluent input | 1,000 Words | 4.4 |
| Air travel <br> information system <br> (DARPA) | Backoff trigram <br> (perplexity $=18$ ) | SI <br> natural <br> language | 2,500 Words | 3.6 |
| North American <br> business <br> (DARPA) | Backoff 5-gram <br> (perplexity $=173$ ) | S <br> fluent input | 60,000 Words | 10.8 |

### 47.8 Speech Recognition System Issues

This section discusses some key issues in building "real world" speech recognition systems.

### 47.8.1 Robust Speech Recognition [18]

Robust speech recognition refers to the problem of designing an ASR system that works equally well in various unknown or adverse operating environments. Robustness is important because the performance of existingASR systems, whosedesignsarepredicated on known or clean environments, often degrades rapidly under field conditions.

There arebasically four types of sound degradation, namely, noise, distortion, articulation effects, and pronunciation variations. Noise is an inevitable component of the acoustic environment and is normally considered additive with the speech. Distortion refers to modification to the spectral characteristics of the signal by the room, the transducer (microphone), the channel (e.g., transmission), etc. Articulation effects result from thefactorsthat affect a talker's speaking manner when responding to a machine rather than a human. One well-known phenomenon is the Lombard effect which is related to the changes in articulation when thetalker speaksin a noisy environment. Finally, different speakers will pronounce a word differently depending on the regional accent. These conditions are often not known a priori when the recognizer is trained in the laboratory and are often detrimental to the recognizer performance.

There are essentially two broad categories of techniques that have been proposed for dealing with adverse conditions. These are invariant methods and adaptive methods, respectively.

Invariant methods use speech features (or the associated similarity measures) that are invariant under a wide range of conditions, e.g., liftering and RASTA [19] (which suppress speech features that are more susceptible to signal variabilities), the short-time modified coherence (SM C) [20] (which has a built-in noise averaging advantage), and the Ensemble Interval Histogram (EIH) [21] (which mimics the human auditory mechanism). Robust distortion measures include the groupdelay measure [22] and a family of distortion measures based on the projection operator [23] which were shown to be effective in conditions involving additive noise.

Adaptive methods differ from invariant methods in the way the characteristics of the operating environment are taken into account. Invariant methods assume no explicit knowledge of the signal environment, while adaptive methods attempt to estimate the adverse condition and adjust thesignal (or the reference models) accordingly in order to achieve reliable matching results.

When channel or transducer distortions are the major factor, it is convenient to assume that the linear distortion effect appearsas an additivesignal bias in the cepstral domain. Thisdistortion model leads to the method of cepstral mean subtraction and, more generally, signal bias removal [24] which makes a maximum likelihood estimate of the bias due to distortion and subtracts the estimated bias from the cepstral features before pattern matching is performed.

### 47.8.2 Speaker Adaptation [25]

Given sufficient training data, a SD recognition system usually performs better than a SI system for the same task. M any systems are designed for SI applications, however, due to the fact that it is often difficult to collect speaker-specific training data that would be adequate for reliable performance. One way to bridge the performance gap is to apply the method of speaker adaptation which uses a very limited amount of speaker-specific data to modify the model parameters of a SI recognition system in order to achieve a recognition accuracy, approaching that of a well-trained SD system.

### 47.8.3 Keyword Spotting [26] and Utterance Verification [27]

An automatic speech recognition system needsto haveboth high accuracy and auser-friendly interface in order to be acceptable to the users. One major component in a friendly user-interface is to allow the user to speak naturally and spontaneously without imposing a rigid speaking format. In a typical spontaneously spoken utterance, however, we usually observe various kinds of disfluency, such as hesitation and extraneous sounds such as um and ah and false starts, and unanticipated ambient noise, such as mouth clicks and lip smacks, etc. In the conventional paradigm, which formulates speech recognition as decoding of an unknown utterance into a contiguous sequence of phonetic units, thetask is equivalent to designing an unlimited vocabulary continuous speech recognition and understanding system which is, unfortunately, beyond reach with today's technology.

One alternative to the above approach, particularly when implementing domain-specific services, is to focuson a finiteset of vocabulary wordsmost relevant to theintended task and design the system using thetechnology of keyword spotting and, more generally, utterance verification (UV). With UV incorporated into the speech recognition system, the user is allowed to speak spontaneously so long as the keywords appear somewhere in the spoken utterance. The system then detects and identifies the in-vocabulary words (i.e., keywords), while rejecting all other superfluous acoustic events in the utterance (which include out-of-vocabulary words, invalid inputs - any form of disfluency as well as lack of keywords - and ambient sounds). In such cases, no critical constraints are imposed on the users' speaking format, making the user interface natural and effective.

### 47.8.4 Barge-In

In human-human conversation, talkers often interrupt each other during speaking. This is called "barge-in". For human-machine interactions, in which machineprompts areoften routine messages or instructions, the capability of allowing talkers to "barge in" becomes an important enabling technology for a natural human-machine interface.

Two key technologies are integrated in theimplementation of "barge-in", namely, an echo canceler (to removethespoken messagefrom themachineto therecognizer) and apartial rejection mechanism.

With "barge-in", the recognizer needs to be activated and listen starting from the beginning of the system prompt. An echo canceler, with a proper double talk detector, is used to cancel the system prompt while attempting to detect if the near-end signal from the talker (i.e., speech to be recognized) is present. The tentatively detected signal is then passed through the recognizer with rejection thresholds to produce the partial recognition results. The rejection technique is critical because extraneous input is very likely to be present, both from the ambient background and from the talker (breathing, lip smacks, etc.), during the long period when the recognizer is activated.

### 47.9 Practical Issues in Speech Recognition

As progress is made in fundamental recognition technologies, we need to examine carefully the key attributes that a recognition machine must possess in order for it to be useful. These include: high recognition performance in terms of speed and accuracy, ease of use, and low cost. A recognizer must be ableto deliver high recognition accuracy without excessive delay. A system that does not provide high performance often adds to users' frustration and may even beconsidered counterproductive. A recognition system must al so beeasy to use. Themorenaturally a system interacts with the user (e.g., does not require words in a sentenceto be spoken in isolation), thehigher the perceived effectiveness. Finally, the recognition system must be low cost to be competitive with alternative technologies such as keyboard or mouse devices in computer interface applications.

### 47.10 ASR Applications

Speech recognition has been successfully applied in a range of systems. We categorize these applications into five broad classes.

1. Office or business system. Typical applications include data entry onto forms, database management and control, keyboard enhancement, and dictation. Examples of voice activated dictation machines include the Tangora system [28] and the Dragon Dictate system [29].
2. M anufacturing. ASR is used to provide "eyes-free, hands-free" monitoring of manufacturing processes (e.g., parts inspection) for quality control.
3. Telephoneor telecommunications. Applications includeautomation of operator assisted services (the Voice Recognition Call Processing system by AT\&T to automate operator service routing according to call types), inbound and outbound telemarketing, information services (the ANSER system by NTT for limited home banking services, the stock price quotation system by Bell Northern Research, Universal Card services by Conversant/AT\&T for account information retrieval), voice dialing by name/number (AT\&T VoiceLine, 800 Voice Calling services, Conversant FlexWord, etc.), directory assistance call completion, catalog ordering, and telephone calling feature enhancements (AT\&T VIP - Voice Interactive Phone for easy activation of advanced calling features such as call waiting, call forwarding, etc. by voice rather than by keying in the code sequences).
4. Medical. Theapplication is primarily in voicecreation and editing of specialized medical reports (e.g., Kurzweil's system).
5. Other. This category includes voice controlled and operated toys and games, aids for the handicapped and voice control of non-essential functions in moving vehicles (such as climate control and the audio system).
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### 48.1 Introduction

Speaker recognition is the process of automatically extracting personal identity information by analysis of spoken utterances. In this section, speaker recognition is taken to be a general process whereas speaker identification and speaker verification refer to specific tasksor decision modes associated with this process. Speaker identification refers to the task of determining who is speaking and speaker verification is the task of validating a speaker's claimed identity.

M any applications have been considered for automatic speaker recognition. These include secure access control by voice, customizing services or information to individuals by voice, indexing or labeling speakers in recorded conversations or dialogues, surveillance, and criminal and forensic investigations involving recorded voice samples. Currently, the most frequently mentioned application
is access control. Access control applications include voice dialing, banking transactions over a telephone network, telephone shopping, database access services, information and reservation services, voice mail, and remote access to computers. Speaker recognition technology, as such, is expected to create new services and make our daily lives more convenient. Another potentially important application of speaker recognition technology is its use for forensic purposes [24].

For access control and other important applications, speaker recognition operates in a speaker verification task decision mode. For this reason the section is entitled speaker verification. H owever, the term speaker recognition is used frequently in this section when referring to general processes.

This section is not intended to be a comprehensive review of speaker recognition technology. Rather, it is intended to givean overview of recent advancesand the problemsthat must besolved in the future. Thereader isreferred to papersby Doddington [4], Furui [10, 11, 12, 13], O'Shaughnessy [39], and Rosenberg and Soong [48] for more general reviews.

### 48.2 Personal Identity Characteristics

A universal human faculty is the ability to distinguish one person from another by personal identity characteristics. The most prominent of these characteristics arefacial and vocal features. Organized, scientific effortsto makeuse of personal identifying characteristics for security and forensic purposes began about 100 years ago. The most successful such effort was fingerprint classification which has gained widespread use in forensic investigations.

Today, there is a rapidly growing technology based on biometrics, the measurement of human physiological or behavioral characteristics, for the purpose of identifying individuals or verifying the claimed or asserted identity of an individual [34]. The goal of thesetechnologi cal efforts isto produce completely automated systems for personal identity identification or verification that are convenient to use and offer high performance and reliability. Some of the personal identity characteristics which have received serious attention are blood typing, DNA analysis, hand shape, retinal and iris patterns, and signatures, in addition to fingerprints, facial features, and voice characteristics. In general, characteristics that are subject to the least amount of contamination or distortion and variability provide the greatest accuracy and reliability. Difficulties arise, for example, with smudged fingerprints, inconsistent signaturehandwriting, recording and channel distortions, and inconsistent speaking behavior for voice characteristics. Indeed, behavioral characteristics, intrinsic to signature and voice features, although potentially an important source of identifying information, are also subject to large amounts of variability from one sample to another.

Thedemand for effectivebiometric techniquesfor personal identity verification comesfrom forensic and security applications. For security applications, especially, there is a great need for techniques that are not intrusive, that are convenient and efficient, and are fully automated. For these reasons, techniques such as signature verification or speaker verification are attractive even if they are subject to more sources of variability than other techniques. Speaker verification, in addition, is particularly useful for remoteaccess, sincevoicecharacteristics areeasily recorded and transmitted over telephone lines.

### 48.3 Vocal Personal Identity Characteristics

Both physiology and behavior underly personal identity characteristics of the voice. Physiological correlates are associated with the size and configuration of the components of the vocal tract (see Fig. 48.1).

For example, variations in thesize of vocal tract cavities areassociated with characteristic variations in the spectral distributions in the speech signal for different speech sounds. The most prominent of these spectral features are the characteristic resonances associated with voiced speech sounds known as formants [6]. Vocal cord variations are associated with the average pitch or fundamental


FIGURE 48.1: Simplified diagram of thehuman vocal tract showinghow speech soundsaregenerated. The size and shape of the articulators differ from person to person.
frequency of voiced speech sounds. Variations in the velum and nasal cavities are associated with characteristic variations in the spectrum of nasalized speech sounds. Atypical anatomical variations, in the configuration of the teeth or the structure of the palate are associated with atypical speech sounds such as lisps or abnormal nasality.

Behavioral correlates of speaker identity in the speech signal are more difficult to specify. "Low level" behavioral characteristics are associated with individuality in articulating speech sounds, characteristic pitch contours, rhythm, timing, etc. Characteristics of speech that have to do with individual speech sounds, or phones, are referred to as "segmental", while those that pertain to speech phenomena over a sequence of phones are referred to as "suprasegmental". Phonetic or articulatory suprasegmental "settings" distinguishing speakers have been identified which are associated with characteristic "breathy", nasal, and other voice qualities [38]. "H igh-level" speaker behavioral characteristics refer to individual choice of words and phrases and other aspects of speaking styles.

### 48.4 Basic Elements of a Speaker Recognition System

The basic elements of a speaker recognition system are shown in Fig. 48.2. An input utterancefrom an unknown speaker is analyzed to extract speaker characteristic features. The measured features are compared with prototype features obtained from known speaker models.

Speaker recognition systems can operate in either an identification decision mode (Fig. 48.2(a)) or verification decision mode (Fig. 48.2(b)). The fundamental difference between these two modes is the number of decision alternatives.

In the identification mode, a speech sample from an unknown speaker is analyzed and compared


FIGURE 48.2: Basic structures of speaker recognition systems.
with models of known speakers. The unknown speaker is identified as the speaker whose model best matches the input speech sample. In the "closed set" identification mode, the number of decision alternatives is equal to the size of the population. In the "open set" identification mode, a reference model for the unknown speaker may not exist. In this case, an additional alternative, "the unknown does not match any of the models", is required.

In theverification decision mode, an identity claim is madeby or asserted for the unknown speaker. The unknown speaker's speech sample is compared with the model for the speaker whose identity is claimed. If the match is good enough, as indicated by passing a threshold test, the identity claim is verified. In the verification mode there are two decision alternatives, accept or reject the identity claim, regardless of the size of the population. Verification can be considered as a special case of the "open set" identification mode in which the known population size is one.

Crucial to the operation of a speaker recognition system is the establishment and maintenance of speaker models. One or more enrollment sessions are required in which training utterances are obtained from known speakers. Features are extracted from the training utterances and compiled
into models. In addition, if the system operates in the "open set" or verification decision mode, decision thresholds must also be set. M any speaker recognition systems include an updating facility in which test utterances are used to adapt speaker models and decision thresholds.

A list of terms commonly found in the speaker recognition literature can be found at the end of this chapter. In the remaining sections of the chapter, the following subjects are treated: how speaker characteristic features are extracted from speech signals, how these features are used to represent speakers, how speaker models are constructed and maintained, how speech utterances from unknown speakers are compared with speaker models and scored to make speaker recognition decisions, and how speaker verification performance is measured. The chapter concludes with a discussion of outstanding issues in speaker recognition.

### 48.5 Extracting Speaker Information from the Speech Signal

Explicit measurements of speaker characteristics in the speech signal are often difficult to carry out. Segmenting, labeling, and measuring specific segmental speech events that characterize speakers, such as nasalized speech sounds, is difficult because of variable speech behavior and variable and distorted recording and transmission conditions. Overall qualities, such as breathiness, are difficult to correlate with specific speech signal measurements and are subject to variability in the same way as segmental speech events.

Even though voicecharacteristicsaredifficult to specify and measureexplicitly, most characteristics are captured implicitly in the kinds of speech measurements that can be performed relatively easily. Such measurements as short-time and long-time spectral energy, overall energy, and fundamental frequency are relatively easy to obtain. They can often resolve differences in speaker characteristics surpassing human discriminability. Although subject to distortion and variability, features based on these analysis tools form the basis for most automatic speaker recognition systems.

Themostimportantanalysistool isshort-timespectral analysis. It isno coincidencethat short-time spectral analysis also forms the basis for most speech recognition systems [42]. Short-time spectral analysisnot only resolvesthecharacteristicsthat differentiateone speech sound from another, butalso many of the characteristics already mentioned that differentiateone speaker from another. There are two principal modes of short-time spectral analysis: filter bank analysis and linear predictive coding (LPC) analysis.

In filter bank analysis, the speech signal is passed through a bank of bandpass filters covering the available range of frequencies associated with the signal. Typically, this range is 200 to $3,000 \mathrm{~Hz}$ for telephone band speech and 50 to $8,000 \mathrm{~Hz}$ for wide band speech. A typical filter bank for wide band speech contains 16 bandpass filters spaced uniformly 500 Hz apart. The output of each filter is usually implemented as a windowed, short-time Fourier transform [using fast Fourier transform (FFT) techniques] at the center frequency of the filter. The speech is typically windowed using a 10 to 30 ms Hamming window. Instead of uniformly spacing the bandpass filters, a nonuniform spacing is often carried out reflecting perceptual criteria that allot approximately equal perceptual contributions for each such filter. Such mel scale or bark scale filters [42] provide a spacing linear in frequency below 1000 Hz and logarithmic above.

LPC-based spectral analysis is widely used for speech and speaker recognition. The LPC model of the speech signal specifies that a speech sample at time $t, s(t)$, can be represented as a linear sum of the $p$ previous samples plus an excitation term, as follows:

$$
\begin{equation*}
s(t)=a_{1} s(t-1)+a_{2} s(t-2)+\cdots+a_{p} s(t-p)+G u(t) \tag{48.1}
\end{equation*}
$$

The LPC coefficients, $a_{i}$, are computed by solving a set of linear equations resulting from the minimization of the mean-squared error between the signal at time $t$ and the linearly predicted estimate
of the signal. Two generally used methods for solving the equations, the autocorrelation method and the covariance method, are described in Rabiner and Juang [42].

TheLPC representation is computationally efficient and easily convertibleto other types of spectral representations. While the computational advantage is less important today than it was for early digital implementations of speech and speaker recognition systems, LPC analysis competes well with other spectral analysis techniques and continues to be widely used.

An important spectral representation for speech and speaker recognition is the cepstrum. The cepstrum isthe (inverse) Fourier transform of thelog of the signal spectrum. Thus, thelog spectrum can be represented as a Fourier series expansion in terms of a set of cepstral coefficients $c_{n}$

$$
\begin{equation*}
\log S(\omega)=\sum_{n=-\infty}^{\infty} c_{n} e^{-n j \omega} \tag{48.2}
\end{equation*}
$$

Thecepstrum can becalculated from thefilter-bank spectrum or from LPC coefficients by a recursion formula [42]. In the latter case it is known as the LPC cepstrum indicating that it is based on an all-pole representation of the speech signal. The cepstrum has many interesting properties. Since the cepstrum represents the log of the signal spectrum, signals that can be represented as the cascade of two effects which are products in the spectral domain are additive in the cepstral domain. Also, pitch harmonics, which produce prominent ripples in the spectral envelope, are associated with high order cepstral coefficients. Thus, the set of cepstral coefficients truncated, for example, at order 12 to 24 can be used to reconstruct a relatively smooth version of the speech spectrum. The spectral envelope obtained is associated with vocal tract resonances and does not havethe variable, oscillatory effects of the pitch excitation. It is considered that one of the reasons that cepstral representation has been found to be more effective than other representations for speech and speaker recognition is this property of separability of source and tract. Since the excitation function is considered to have speaker dependent characteristics, it may seem contradictory that a representation which largely removes these effects works well for speaker recognition. However, in short-time spectral analysis the effects of the source spectrum are highly variable so that they are not especially effective in providing consistent representations of the source spectrum.

Other spectral features such as PARCOR coefficients, log area ratio coefficients, LSP (line spectral pair coefficients), have been used for both speech and speaker recognition [42]. Generally speaking, however, the cepstral representation is most widely used and is usually associated with better speaker recognition performance than other representations.

Cruder measures of spectral energy, such as waveform zero-crossing or level-crossing measurements have also been used for speech and speaker recognition in the interest of saving computation with some success.

Additional features have been proposed for speaker recognition which are not used often or considered to be marginally useful for speech recognition. For example, pitch and energy features, particularly when measured as a function of time over a sufficiently long utterance, have been shown to beuseful for speaker recognition [27]. Such time sequences or "contours" arethought to represent characteristic speaking inflections and rhythms associated with individual speaking behavior. Pitch and energy measurements have an advantage over short-time spectral measurements in that they are more robust to many different kinds of transmission and recording variations and distortions since they are not sensitive to spectral amplitude variability. However, since speaking behavior can behighly variabledueto both voluntary and involuntary activity, pitch and energy can acquiremore variability than short-time spectral features and are more susceptible to imitation.

The time course of feature measurements, as represented by so-called feature contours, provides valuablespeaker characterizing information. This isbecausesuch contours provideoverall, suprasegmental information characterizing speaking behavior and also because they contain information on a more local, segmental time scale describing transitions from one speech sound to another. This
latter kind of information can be obtained explicitly by measuring the local trajectory in time of a measured featureat each analysisframe. Such measurements can beobtained by averaging successive differences of the feature in a window around each analysis frame, or by fitting a polynomial in time to the successive feature measurements in the window. The window size is typically 5 to 9 analysis frames. The polynomial fit provides a less noisy estimate of the trajectory than averaging successive differences. Theorder of the polynomial is typically 1 or 2 , and the polynomial coefficients are called delta- and delta-delta-feature coefficients. It has been shown in experiments that such dynamic feature measurements are fairly uncorrelated with theoriginal static feature measurements and provide improved speech and speaker recognition performance[9].

### 48.6 Feature Similarity Measurements

Much of the originality and distinctiveness in the design of a speaker recognition system is found in how features are combined and compared with reference models. Underlying this design is the basic representation of features in some space and the formation of a distance or distortion measurement to use when one set of features is compared with another. The distortion measure can be used to partition the feature vectors representing a speaker's utterances into regions representative of the most prominent speech sounds for that speaker, as in the vector quantization (VQ) codebook representation (Section 48.9.2). It can be used to segment utterances into speech sound units. And it can be used to score an unknown speaker's utterances against a known speaker's utterance models.

A general approach for calculating a distance between two feature vectors is to make use of a distance metric from the family of $L_{p}$ norm distances $d_{p}$, such as the absolute value of the difference between the feature vectors

$$
\begin{equation*}
d_{1}=\sum_{i=1}^{D}\left|f_{i}-f_{i}^{\prime}\right| \tag{48.3}
\end{equation*}
$$

or the Euclidean distance

$$
\begin{equation*}
d_{2}=\sum_{i=1}^{D}\left(f_{i}-f_{i}^{\prime}\right)^{2} \tag{48.4}
\end{equation*}
$$

where $f_{i}, f_{i}^{\prime}, i=1,2, \ldots, D$ are the coefficients of two feature vectors $f$ and $f^{\prime}$. The feature vectors, for example, could comprise filter-bank outputs or cepstral coefficients described in the previous section. (It is not common, however, to use filter bank outputs directly, as previously mentioned, because of the variability associated with these features due to harmonics from the pitch excitation.)

For example, a weighted Euclidean distance distortion measure for cepstral features of the form

$$
\begin{equation*}
d_{c w}^{2}=\sum_{i=1}^{D}\left(w_{i}\left(c_{i}-c_{i}^{\prime}\right)\right)^{2} \tag{48.5}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{i}=1 / \sigma_{i} \tag{48.6}
\end{equation*}
$$

and $\sigma_{i}^{2}$ isan estimateof thevarianceof the $i$ th coefficient hasbeen shown to providegood performance for both speech and speaker recognition. A still moregeneral formulation istheM ahalanobisdistance formulation which accounts for interactions between coefficients with a full covariance matrix.

An alternate approach to comparing vectors in a feature space with a distortion measurement is to establish a probabilistic formulation of the feature space. It is assumed that the feature vectors in a subspace associated with, for example, a particular speech sound for a particular speaker, can
be specified by some probability distribution. A common assumption is that the feature vector is a random variable $x$ whose probability distribution is Gaussian

$$
\begin{equation*}
p(x \mid \lambda)=\frac{1}{(2 \pi)^{D / 2}|\Sigma|^{1 / 2}} \exp \left[-\frac{1}{2}(x-\mu)^{T} \Sigma^{-1}(x-\mu)\right] \tag{48.7}
\end{equation*}
$$

where $\lambda$ represents the parameters of the distribution, which are the mean vector $\mu$ and covariance matrix $\Sigma$.

When $x$ is a feature vector sample, $p(x \mid \lambda)$ is referred to as the likelihood of $x$ with respect to $\lambda$. Suppose there is a population of $n$ speakers each modeled by a Gaussian distribution of feature vectors, $\lambda_{i}, i=1,2, \ldots, n$. In the maximum likelihood formulation, a sample $x$ is associated with speaker I if

$$
\begin{equation*}
p\left(x \mid \lambda_{I}\right)>p\left(x \mid \lambda_{i}\right), \text { for all } i \neq I \tag{48.8}
\end{equation*}
$$

where $p(x \mid \lambda i)$ is the likelihood of the test vector $x$ for speaker model $\lambda_{i}$. It is common to use log likelihoods to evaluate Gaussian models. From Eq. (48.7)

$$
\begin{equation*}
L\left(x \mid \lambda_{i}\right)=\log p\left(x \mid \lambda_{i}\right)=-\frac{D}{2} \log 2 \pi-\frac{1}{2} \log \left|\Sigma_{i}\right|-\frac{1}{2}\left(x-\mu_{i}\right)^{T} \Sigma_{i}^{-1}\left(x-\mu_{i}\right) \tag{48.9}
\end{equation*}
$$

It can be seen from Eq. (48.9) that, using log likelihoods, the maximum likelihood classifier is equivalent to the minimum distance classifier using a $M$ ahalanobis distance formulation.

A more general probabilistic formulation is the Gaussian mixture distribution of a feature vector $x$

$$
\begin{equation*}
p(x \mid \lambda)=\sum_{i=1}^{M} w_{i} b_{i}(x) \tag{48.10}
\end{equation*}
$$

where $b_{i}(x)$ is the Gaussian probability density function with mean $\mu_{i}$ and covariance $\Sigma_{i}, w_{i}$ is the weight associated with the $i$ th component, and $M$ is the number of Gaussian components in the mixture. The weights $w_{i}$ are constrained so that $\sum_{i=1}^{n} w_{i}=1$. The model parameters $\lambda$ are

$$
\begin{equation*}
\lambda=\left\{\mu_{i}, \Sigma_{i}, w_{i}, i=1,2, \ldots, M\right\} \tag{48.11}
\end{equation*}
$$

The Gaussian mixture probability function is capable of approximating a wide variety of smooth, continuous, probability functions.

### 48.7 Units of Speech for Representing Speakers

An important consideration in the design of a speaker recognition system is the choice of a speech unit to model a speaker's utterances. The choice of units includes phonetic or linguistic units such as whole sentences or phrases, words, syllables, and phonelike units. It also includes acoustic units such as subword segments, segmented from utterances and labeled on the basis of acoustic rather than phonetic criteria. Some speaker recognition systems model speakers directly from single featurevectors rather than through an intermediatespeech unit representation. Such systems usually operate in a text independent mode (see Sections 48.8 and 48.9) and seek to obtain a general model of a speaker's utterances from a usually large number of training feature vectors. Direct models might include long-time averages, VQ codebooks, segment and matrix quantization codebooks, or Gaussian mixture models of the feature vectors.

Most speech recognizers of moderate to large vocabulary are based on subword units such as phones so that large numbers of utterances transcribed as sequences of phones can be represented as concatenations of phone models. For speaker recognition, there is no absolute need to represent
utterances in terms of phones or other phonetically based units because there is no absolute need to account for the linguistic or phonetic content of utterances in order to build speaker recognition models. Generally speaking, systems in which phonetic representations are used are more complex than other representations because they require phonetic transcriptions for both training and testing utterances and because they require accurate and reliable segmentations of utterances in terms of these units. The case in which phonetic representations are required for speaker recognition is the same as for speech recognition: where there is a need to represent utterances as concatenations of smaller units. Speaker recognition systems based on subword unitshavebeen described by Rosenberg et al. [46] and $M$ atsui and Furui [31].

### 48.8 Input Modes

Speaker recognition systems typically operate in one of two input modes: text dependent or text independent. In the text-dependent mode, speakers must provide utterances of the same text for both training and recognition trials. In the text-independent mode, speakers are not constrained to provide specific texts in recognition trials. Since the text-dependent mode can directly exploit the voice individual ity associated with each phoneme or syllable, it generally achieves higher recognition performance than the text-independent mode.

### 48.8.1 Text-Dependent (Fixed Passwords)

The structure of a system using fixed passwords is rather simple; input speech is time aligned with reference templates or models created by using training utterances for the passwords. If the fixed passwordsaredifferent from speaker to speaker, thedifferencecan also beused as additional individual information. This helps to increase performance.

### 48.8.2 Text Independent (No Specified Passwords)

Thereareseveral applicationsin which predetermined passwordscannot beused. In addition, human beingscan recognizespeakersirrespectiveof thecontent of theutterance. Therefore, text-independent methods haverecently been actively investigated. Another advantage of text-independent recognition is that it can be done sequentially, until a desired significance level is reached, without the annoyance of having to repeat passwords again and again.

### 48.8.3 Text Dependent (Randomly Prompted Passwords)

Both text-dependent and independent methods have a potentially serious problem. Namely, these systems can be defeated because someone who plays back the recorded voice of a registered speaker uttering key words or sentences into the microphone could be accepted as the registered speaker. To cope with this problem, there are methods in which a small set of words, such as digits, are used as key words and each user is prompted to utter a given sequence of key words that is randomly chosen every time the system is used [20, 47].

Recently, a text-prompted speaker recognition method was proposed in which password sentences are completely changed every time [31, 33]. The system accepts the input utterance only when it judgesthat theregistered speaker uttered theprompted sentence. Becausethevocabulary isunlimited, prospectiveimpostors cannot know in advancethesentencethey will beprompted to say. Thismethod cannot only accurately recognize speakers, but can also reject utterances whose text differs from the prompted text, even if it is uttered by a registered speaker. Thus, a recorded and played-back voice can be correctly rejected.

### 48.9 Representations

### 48.9.1 Representations That Preserve Temporal Characteristics

The most common approach to automatic speaker recognition in the text-dependent mode uses representations that preserve temporal characteristics. Each speaker is represented by a sequence of feature vectors (generally, short-term spectral feature vectors), analyzed for each test word or phrase. This approach is usually based on template matching techniques in which thetime axes of an input speech sample and each reference template of registered speakers are aligned, and the similarity between them accumulated from the beginning to the end of the utterance is calculated.

Trial-to-trial timing variations of utterances of the same talker, both local and overall, can be normalized by aligning the analyzed featurevector sequence of a test utterance to thetemplatefeature vector sequenceusing adynamic programming(DP) timewarping algorithm or DTW [11, 42]. Since thesequenceof phonetic eventsisthesamefor training and testing, thereis an overall similarity among these sequences of feature vectors. Ideally the intra-speaker differences aresignificantly smaller than the inter-speaker differences.

Figure 48.3 shows an example of a typical structure of the DTW-based system [9]. Initially, 10 LPC cepstral coefficients are extracted every 10 ms from a short sentence of speech. The spectral equalization technique, which is described in Section 48.12.1, is applied to each cepstral coefficient to compensate for transmission distortion and intraspeaker variability. In addition to the normalized cepstral coefficients, delta-cepstral and delta-delta-cepstral coefficients (polynomial expansion coefficients) are extracted every 10 ms . The time function of the set of parameters is brought into time registration with the reference template in order to calculate the distance between them. The overall distance is then compared with a threshold for the verification decision.

Another approach using representations that preserve temporal characteristics is based on the H M M (hidden M arkov model) technique[42]. In this approach, a reference model for each speaker is represented by an HM M instead of directly using a time series of feature vectors. An HM M can efficiently model statistical variation in spectral features. Therefore, HMM-based methods have achieved significantly better recognition accuracies than the DTW-based methods [36, 47, 53].

### 48.9.2 Representations That do not Preserve Temporal Characteristics

In a text-independent system, the words or phrases used in recognition trials generally cannot be predicted. Therefore, it is impossibleto model or match speech events at thelevel of wordsor phrases. Classical text-independent speaker recognition techniques are based on measurements for which the time dimension is collapsed. Recently text-independent speaker verification techniques based on short duration speech events have been studied. The new approaches extract and measure salient acoustic and phonetic events. Thebasesfor these approachesliein statistical techniquesfor extracting and modeling reduced sets of optimally representative feature vectors or feature vector sequences or segments. Thesetechniques fall under therelated categories of vector quantization (VQ), matrix and segment quantization, probabilistic mixture models, and HM M.

A set of short-term training feature vectors of a speaker can be used directly to represent the essential characteristics of that speaker. However, such a direct representation is impractical when the number of training vectors is large, since the memory and amount of computation required become prohibitively large. Therefore, efficient ways of compressing the training data have been tried using VQ techniques.

In this method, VQ codebooks consisting of a small number of representative feature vectors are used as an efficient means of characterizing speaker-specific features [25, 29, 45, 52]. A speakerspecific codebook is generated by clustering the training feature vectors of each speaker. In the recognition stage, an input utteranceisvector-quantized using thecodebook of each referencespeaker,


FIGURE 48.3: Typical structure of the DTW-based text-dependent speaker verification system.
and theVQ distortion accumulated over the entire input utterance is used in making the recognition decision.

In contrast with the memoryless VQ-based method, source coding al gorithms with memory have also been studied using a segment (matrix) quantization technique[22]. The advantage of a segment quantization codebook over a VQ codebook representation is its characterization of the sequential nature of speech events. Higgins and Wohlford [19] proposed a segment modeling procedure for constructing a set of representative time normalized segments, which they called "filler templates". The procedure, a combination of K-means clustering and dynamic programming time alignment, provides a way to handle temporal variation.

On a longer time scale, temporal variation in speech signal parameters can be represented by stochastic M arkovian transitions between states. Poritz [41] proposed using a five-state ergodic HM M (i.e., all possible transitions between states are allowed) to classify speech segments into one of the broad phonetic categories corresponding to the HM M states. A linear predictive HM M was used to characterizethe output probability function. Poritz characterized theautomatically obtained categories as strong voicing, silence, nasal/liquid, stop burst/post silence, and frication.

Savic and Gupta [50] also used a five-state ergodic linear predictive HM M for broad phonetic
categorization. After identifying frames belonging to particular phonetic categories, featureselection was performed. In the training phase, reference templates are generated and verification thresholds arecomputed for each phonetic category. In the verification phase, after the phonetic categorization, a comparison with the reference template for each particular category provides a verification score for that category. The final verification score is a weighted linear combination of the scores for each category. The weights are chosen to reflect the effectiveness of particular categories of phonemes in discriminating between speakers and are adjusted to maximize the verification performance.

The performances of speaker recognition based on a VQ-based method and that using discrete/continuous ergodic H M M -based methods have been compared, in particular from the viewpoint of robustness against utterance variations [30]. It was shown that a continuous ergodic HM M method is far superior to a discrete ergodic HM M method, and that a continuous ergodic HM M method is as robust as a VQ-based method when enough training data is available. However, when little data is available, the VQ-based method is more robust than a continuous HMM method. It was also shown that the information on transitions between different states is ineffective for textindependent speaker recognition, so the speaker recognition rates using a continuous ergodic H M M are strongly correlated with the total number of mixtures, irrespective of the number of states.

Rose and Reynolds [44] investigated a technique based on maximum likelihood estimation of a Gaussian mixture model representation of speaker identity. This method corresponds to the singlestate continuous ergodic HM M. Gaussian mixtures are noted for their robustness as a parametric model and for their ability to form smooth estimates of rather arbitrary underlying densities.

Traditionally, long-term sample statistics of various spectral features, e.g., the mean and variance of spectral components averaged over a series of utterances havebeen used for speaker recognition [7, 28]. However, long-term spectral averages are extreme condensations of the spectral characteristics of a speaker's utterances and, as such, lack the discriminating power obtained in the sequence of short-term spectral features used as models in text-dependent systems. M oreover, recognition based on long-term spectral averagestends to be lesstolerant of recording and transmission variationssince many of these variations are themselves associated with long-term spectral averages.

Studies on the use of statistical dynamic features have also been reported. M ontacieet al. [35] used a multivariate auto-regression (MAR) model to characterize speakers, and reported good speaker recognition results. Griffin et al. [18] studied distance measures for the MAR-based method, and reported that the identification and verification rates were almost the same as those obtained by an H M M -based method. In these experiments, theM AR model wasapplied to thetime series of cepstral vectors. It was also reported that theoptimum order of the M AR model was 2 or 3 , and that distance normalization was essential to obtain good results in speaker verification.

Speaker recognition based on feed-forward neural net models has been investigated [40]. Each registered speaker has a personalized neural net that is trained to be activated only by that speaker's utterances. It is assumed that including speech from many people in the training data of each net enables direct modeling of the differences between the registered person's speech and an impostor's speech. It has been found that while the net architecture and the amount of training utterances strongly affect the recognition performance, it is comparable to the performance of the VQ approach based on personalized codebooks.

As an expansion of theVQ-based method, a connectionist approach has also been developed based on the learning vector quantization (LVQ) algorithm [2].

### 48.10 Optimizing Criteria for Model Construction

The establishment of effective speaker models is fundamental for good performing speaker recognition. In the previous section, we described different kinds of representations for speaker models. In this section, we describe some of the techniques for optimizing model representations.

Statistical and discriminative training techniques are based on optimizing criteria for constructing models. Typical criteria for optimizing the model parameters include likelihood maximization, a posteriori probability maximization, linear discriminant analysis (LDA), and discriminative error minimization.

Themaximum likelihood (ML) approach is widely used in statistical model parameter estimation, such as for H M M parameter training [42]. Although M L estimation has good asymptotic properties, it often requires a large amount of training data to achieve reliable results.

Linear discriminant analysis techniques have been used in a speaker verification system reported by Netsch and Doddington [37]. A set of LDA weights applied to word-level feature vectors is found by maximizing the ratio of between-speaker to within speaker covariances obtained from pooled customer and impostor training data.

In contrast to conventional M L training, which estimatesa model based only on training utterances from the same speaker, discriminative training takes into account the models of other competing speakers and formulates the optimization criterion so that speaker separation is enhanced. In the minimum classification error/generalized probabilistic descent (MCE/GPD) method [23], the optimum solution is obtained with a steepest descent algorithm minimizing recognition error ratefor the training data. Unlike the statistical framework, this method does not require estimating the probability distributions, which usually cannot be reliably obtained. However, discriminative training methods require a sufficient amount of representative reference speaker training data, which is often difficult to obtain, to be effective. This method has been applied to speaker recognition with good results [26].

Neural nets are capable of discriminative training. Various investigations have been conducted to cope with training problems, such as overtuning to training data. A typical implementation is the neural treenetwork (NTN ) classifier [5]. In this system each speaker is represented by aVQ codebook and an NTN classifier. The NTN classifier is trained on both customer and impostor training data.

### 48.11 Model Training and Updating

Trial-to-trial variations have a major impact on the performance of speaker recognition systems. Variations arise from the speaker himself/herself, from differences in recording and transmission conditions, and from noise. Speakers cannot repeat an utterance precisely the same way from trial to trial. It has been found that tokens of the same utterance recorded in one session are much morehighly correlated than tokens recorded in separate sessions. There are also long-term trends in voices [7, 8].

Therearetwo approaches for dealing with variability. One, discussed in this section, isto construct and updatemodelsto accommodatevariability. Another, discussed in thenext section, isto condition or normalize the acoustic features or the recognition scores to manage some sources of variability.

Training difficulties are closely related to training conditions. The key training conditions include the number of training sessions, the number of tokens, and transmission channel and recording conditions. Tokens of the same utterance recorded in one session are much more highly correlated than tokens recorded in separatesessions. Therefore, wherever it ispracticable, it is desirableto collect training utterancesfor each speaker in multiplesessionsto accommodatetrial-to-trial variability. For example, Gish and Schmidt [17] report a text-independent speaker identification system in which multiple models of a speaker are constructed from multiple session training utterances.

It is inconvenient to request speakers to utter training tokens at many sessions beforebeing allowed to use a speaker recognition system. It is possible, however, to compensate for small amounts of training data collected in a small number of enrollment sessions, often only one, by updating modelswith utterancescollected in recognition sessions. Updating is especially important for speaker verification systems used for access control, where it can be expected that user trials will take place
periodically over long periods of time in which trial-to-trial variations are likely. Updating models in this way incorporates into the models the effects of trial-to-trial variations we have mentioned. Rosenberg and Soong [45] reported significant improvements in performance in a text independent speaker verification system based on VQ speaker models in which the VQ codebooks were updated with test utterance data. A hazard associated with updating models using test session data is the possibility of adapting a customer model with impostor data.

### 48.12 Signal Feature and Score Normal ization Techniques

Some sources of variability can be managed by normalization techniques applied to signal features or the scores. For example, as noted in Section 48.9.1, it is possible to adjust for trial-to-trial timing variations by aligning test utterances with model parameters using DTW or Viterbi alignment techniques.

### 48.12.1 Signal Feature Normalization

A typical normalization technique in the parameter domain, spectral equalization, also called "blind equalization" or "blind deconvolution", has been shown to be effective in reducing linear channel effects and long-term spectral variation [1, 9]. This method is especially effective for text-dependent speaker recognition applications using sufficiently long utterances. In this method, cepstral coefficients are averaged over the duration of an entire utterance, and the averaged values are subtracted from the cepstral coefficients of each frame. This method can compensate fairly well for additive variation in the log spectral domain. However, it unavoidably removes some text-dependent and speaker specific features, and is therefore inappropriate for short utterances in speaker recognition applications.

Gish [15] demonstrated that by simply prefiltering the speech transmitted over different telephone lines with a fixed filter, text-independent speaker recognition performance can be significantly improved. Gish et al. [14, 16] have also proposed using multi-variate Gaussian probability density functions to model channels statistically. This can be achieved if enough training samples of channels to be modeled are available. It was shown that time derivatives (short-time spectral dynamic features) of cepstral coefficients (delta-cepstral coefficients) are resistant to linear channel mismatch between training and testing [51].

### 48.12.2 Likelihood and Normalized Scores

Likelihood measures (see Section 48.6) are commonly used in speaker recognition systems based on statistical models, such as HMM s, to compare test utterances with models. Since likelihood values are highly subject to inter-session variability, it is essential to normalize these variations.

Higgins et al. [20] proposed a normalization method that uses a likelihood ratio. The likelihood ratio is defined as the ratio of the conditional probability of the observed measurements of the utterance given the claimed identity to the conditional probability of the observed measurements given the speaker is an impostor. A mathematical expression in terms of log likelihoods is given as

$$
\begin{equation*}
\log l(x)=\log p\left(x \mid S=S_{c}\right)-\log p\left(x \mid S \neq S_{c}\right) \tag{48.12}
\end{equation*}
$$

Generally, a positive value of $\log l$ indicates a valid claim, whereas a negative value indicates an impostor. The second term of the right hand side of Eq. (48.12) is called the normalization term. Some proposals for calculating the normalization term are described.

Thedensity at point x for all speakers other than the true speaker $S$ can be dominated by the density for the nearest reference speaker, if we assume that the set of reference speakers is representative of
all speakers. We can, therefore, arrive at the decision criterion

$$
\begin{equation*}
\log l(x)=\log p\left(x \mid S=S_{c}\right)-\max _{S \in \operatorname{Ref}, S \neq S_{c}} \log p(x \mid S) \tag{48.13}
\end{equation*}
$$

This shows that likelihood ratio normalization is approximately equal to optimal scoring in Bayes' sense. However, this decision criterion is unrealistic for two reasons. First, in order to choose the nearest reference speaker, conditional probabilities must be calculated for all the reference speakers, which involves a high computational cost. Second, the maximum conditional probability value is rather variablefrom speaker to speaker, depending on how closethenearest speaker is in the reference set.

### 48.12.3 Cohort or Speaker Background Models

A set of speakers, "cohort speakers", has been chosen for calculating the normalization term of Eq. (48.12). Higgins et al. proposed the use of speakers that arerepresentative of the population near the claimed speaker:

$$
\begin{equation*}
\log l(x)=\log p\left(x \mid S=S_{c}\right)-\log \sum_{S \in \text { Cohort }, S \neq S_{c}} p(x \mid S) \tag{48.14}
\end{equation*}
$$

Experimental resultsshow that this normalization method improves speaker separability and reduces the need for speaker-dependent or text-dependent thresholding, compared with scoring using only the model of the claimed speaker. Another experiment in which thesize of the cohort speaker set was varied from 1 to 5 showed that speaker verification performanceincreases as a function of the cohort size, and that the use of normalization significantly compensates for the degradation obtained by comparing verification utterances recorded using an electret microphone with models constructed from training utterances recorded with a carbon button microphone[49].

This method using speakers that are representative of the population near the claimed speaker is expected to increase the selectivity of the algorithm against voices similar to the claimed speaker. However, this method has a serious problem in that it is vulnerable to attack by impostors of the opposite gender. Since the cohorts generally model only same-gender speakers, the probability of opposite-gender impostor speech is not well modeled, and the likelihood ratio is based on the tails of distributions giving rise to unreliable values. Another way of choosing the cohort speaker set is to use speakers who are typical of the general population. Reynolds [43] reported that a randomly selected, gender-balanced background speaker population outperformed a population near the claimed speaker.

M atsui and Furui [31] proposed a normalization method based on a posteriori probability:

$$
\begin{equation*}
\log l(x)=\log p\left(x \mid S=S_{c}\right)-\log \sum_{S \in \operatorname{Ref}} p(x \mid S) \tag{48.15}
\end{equation*}
$$

The difference between the normalization method based on the likelihood ratio and that based on a posteriori probability is in whether or not the claimed speaker is included in the speaker set for normalization; the cohort speaker set in the likelihood-ratio-based method does not include the claimed speaker, whereas the normalization term for the a posteriori-probability-based method is calculated using all the reference speakers, including the claimed speaker. Matsui and Furui approximated the summation in Eq. (48.15) by the summation over a small set of speakers having relatively high likelihood values. Experimental results indicate that the two normalization methods are almost equally effective.

Carey and Parris [3] proposed a method in which the normalization term is approximated by the likelihood for a world model representing the population in general. This method has the advantage
that the computational cost for calculating the normalization term is much smaller than in the original method since it does not need to sum the likelihood values for cohort speakers. M atsui and Furui [32] recently proposed a new method based on tied-mixtureH M M sin which the world model is made as a pooled mixture model representing the parameter distribution for all the registered speakers. This model is created by averaging the mixture weighting factors of each registered speaker calculated using speaker-independent mixture distributions. Therefore, the pooled model can be easily updated when a new speaker is added as a registered speaker. In addition, this method has been shown to give much better results than either of the original normalization methods.

Since these normalization methods neglect the absolute deviation between the claimed speaker's model and the input speech, they cannot differentiate highly dissimilar speakers. Higgins et al. [20] reported that a multilayer network decision algorithm makes effective use of the relative and absolute scores obtained from the matching al gorithm.

### 48.13 Decision Process

### 48.13.1 Specifying Decision Thresholds and Measuring Performance

A "tight" decision threshold makes it difficult for impostors to be falsely accepted by the system. However, it increases the possibility of rejecting legitimate users (customers). Conversely, a "loose" threshold enables customers to be consistently accepted, while al so falsely accepting impostors. To set the threshold at a desired level of customer acceptance and impostor rejection, the distribution of customer and impostor scores must be known. In practice, samples of impostor and customer scores of a reasonable size that will provide adequate estimates of distributions are not readily available. A satisfactory empirical procedurefor setting thethreshold isto assign a relatively looseinitial threshold and then allow it to adapt by setting it to the average, or some other statistic, of recent trial scores, plus some margin that allows a reasonable rate of customer acceptance. For the first few verification trials, the threshold may be so loose that it does not adequately protect against impostor attempts. To prevent impostor acceptance during initial trials, they may be carried out as part of an extended enrollment.

### 48.13.2 ROC Curves

M easuringthefal serejection and falseacceptanceratesfor agiven threshold condition isan incomplete description of system performance. A general description can be obtained by varying the threshold over a sufficiently large range and tabulating the resulting false rejection and false acceptance rates. A tabulation of this kind can be summarized in a receiver operating characteristic (ROC) curve, first used in psychophysics. An ROC curve, shown as the probability of correct acceptance vs. the probability of incorrect (false) acceptance is shown in Figure 48.4 [11].

The figure exemplifies the curves for three systems: A, B, and C. Clearly, the performance of curve B is consistently superior to that of curve A, and C corresponds to the limiting case of purely chance performance. Position a in the figure corresponds to the case in which a strict decision criterion is employed, and position b corresponds to a case involving a lax criterion.

Thepoint-by-point knowledge of theROC curveprovidesa threshold-independent description of all possiblefunctioning conditions of thesystem. For example, if a false rejection rate is specified, the corresponding false acceptance rate is obtained as the intersection of the ROC curve with the vertical straight line indicating the false rejection.

Equal-error rate is a commonly accepted summary of system performance. It corresponds to a threshold at which the rate of false acceptance is equal to the rate of false rejection. The equal-error rate point corresponds to the intersection of the ROC curve with the straight line of 45 degrees, indicated in the figure.


FIGURE 48.4: Receiver operating characteristic (ROC) curves; performance examples of three speaker recognition systems: A, B, and C.

### 48.13.3 AdaptiveThresholds

An issue related to model updating is the selection of a strategy for updating thresholds. A threshold updating strategy must be specified that tolerates trial-to-trial variations while, at the same time, ensures the desired level of performance.

### 48.13.4 Sequential Decisions (Multi-Attempt Trials)

In either the verification or identification mode, an additional threshold test can be applied to determine whether the match is good enough to accept the decision or whether the decision should be deferred to a new trial.

### 48.14 Outstanding Issues

There are many outstanding issues and problems in the area of speaker recognition. The most pressing issues, providing challenges for implementing practical and uniformly reliable systems for speaker verification, are rooted in problems associated with variability and insufficient data. As described earlier, variability is associated with trial-to-trial variations in recording and transmission conditions and speaking behavior. The most serious variations occur between enrollment sessions and subsequent test sessions resulting in models that are mismatched to test conditions. M ost applications require reliable system operation under a variety of environmental and channel conditions and require that variations in speaking behavior will be tolerated. Insufficient data refers to the unavailability of sufficient amounts of data to provide representative models and accurate decision thresholds. Insufficient data is a serious and common problem because most applications require
systems that operate with the smallest practicable amounts of training data recorded in the fewest number of enrollment sessions, preferably one. The challenge is to find techniques that compensate for these deficiencies. A number of techniques have been mentioned which provide partial solutions, such as cepstral subtraction techniques for channel normalization and spectral subtraction for noise removal. An especially effective technique for combating both variability and insufficient data is updating models with data extracted from test utterances. Studies have shown that model adaptation, properly implemented, can improveverification performancesignificantly with a small number of updates. It is difficult, however, for model adaptation to respond to large, precipitous changes. M oreover, adaptation provides for the possibility that customer models might be updated and possibly captured by impostors. Another effective tool for making speaker verification more robust is the use of likelihood ratio scoring. An utterance recorded in conditions mismatched to the conditions of enrollment will experience degraded scores for both the customer reference model and the cohort or background model so that the ratio of these two scores remains relatively stable. Ongoing research is directed towards constructing efficient and effective background models for which likelihood ratio scores that behave in this manner can be reliably obtained.

A desirable feature for a practical speaker verification system is reasonably uniform performance across a population of speakers. Unfortunately, it is typical to observe in a speaker verification experiment a substantial discrepancy between the best performing individuals, the "sheep", and the worst, the "goats". This additional problem in variability has been widely observed, but there are virtually no studies focusing on its origin. Speakers with no observable speech pathologies, and for whom apparently good reference models have been obtained, are often observed to be "goats". It is possiblethat such speakers exhibit large amounts of trial-to-trial variability, beyond the ability of the system to provide adequate compensation.

Finally, there are fundamental research issues which require additional study to promote further advances in speaker recognition technology. First, and most important, is the selection of effective features for speaker discrimination and the specification of robust, efficient acoustic measurements for representing these features. Currently, as we have described, the most effective speaker recognition features are short-time spectral features, the same features used for speech recognition. These features are mainly correl ated with segmental speech phenomena and have been shown to be capable of resolving very fine spectral differences, possibly exceeding human perceptual resolving ability. Suprasegmental features, such as pitch and energy, are generally acknowledged to be less effective for speaker recognition. H owever, it may be that suprasegmental features are not being measured or used effectively sincehuman listeners make effective use of such features in their speaker recognition judgments.

Perhaps the single most fundamental speaker recognition research issue is the intrinsic discriminability of speakers. A related issue is whether intrinsic discriminability should be calibrated by the ability of listeners to discriminate speakers. It is not at all clear that the intrinsic discriminability of speakers is the same order as the discriminability that can be obtained using other personal identification characteristics, such as fingerprints and facial features. Speakers' voices differ on the basis of physiological and behavioral characteristics. But it is not clear precisely which characteristics are significant, what acoustic measurements are correlated with specific features, and how close features of different speakers must be to be acoustically and perceptually indistinguishable. Fundamental research on these questions will provide answers for developing better speaker recognition technology.

## DefiningTems

Registered speaker: A speaker who belongs to the list of known (registered) users for a given speaker recognition system. Alternative terms: reference speaker, customer.

Genuinespeaker: A speaker whose real identity is in accordance with the claimed identity. Alternative terms: true speaker, correct speaker.
Impostor: In the context of speaker identification, a speaker who does not belong to the set of registered speakers. In the context of speaker verification, a speaker whose real identity is different from his/her claimed identity.
Acceptance: A decision outcome which involves a positive response to a speaker (or speaker class) verification task.
Rejection: A decision outcome which involves refusal to assign a registered identity (or class) in the context of open-set speaker identification or speaker verification.
Misclassification: Erroneous identity assignment to a registered speaker in speaker identification.
False rejection: Erroneous rejection of a genuine speaker in open-set speaker identification or speaker verification.
False acceptance: Erroneous acceptance of an impostor in open-set identification or speaker verification.
A posteriori equal error threshold: A decision threshold which is set a posteriori on thetest data so that the false rejection rate and false acceptance rate become equal. Although this method cannot be put into actual practice, it is the most common constraint because it is a simple way to summarize the overall performance of the system into a single figure.
A priori threshold: A decision threshold which is set beforehand usually based on estimates from a set of training data.
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Implementations of digital speech processing algorithms in softwarecan be distinguished from those resulting from general-purpose algorithms basically in the type of arithmetic and the algorithmic constructs used in their realization. In addition, many speech processing algorithms are realized with Programmable Digital Signal Processors (PDSPs) as the software development target-this leads to important considerations in the languages and paradigms used to realize the algorithms.

Although they are important topics in their own right, this section does not discuss the historical development of PDSPs to explain why these devices provide the architectural features that they do, and it does not providea primer on PDSP architectures, either in general or in specific. Brief synopses of these topics are presented in the text, however, where they are appropriate.

### 49.1 Software Development Targets

PDSPs were developed as specialized microprocessors in the late 1970s in response to the needs of speech processing algorithms, and the vast majority of these devices have remained to this day basi cally audio-rateand, hence, speech processing devices[1]-[5]. These processors present a unique venue in which to both examine and implement speech processing algorithms since even a cursory examination of the device architectures quickly reveals the strong synergy between PDSP features and speech processing algorithms. As a result, specialized but restricted software development skills are necessary to realize speech processing al gorithms on these devices.

Within the context of speech processing application realization, PDSPs which providefixed-point data processing capabilities in hardware rather than floating-point capabilities aresignificantly more important. The simple reason for this is that fixed-point PDSPs are significantly less expensive than floating-point PDSPs but still provide the required computational capabilities for this class of applications. The fixed-point hardware capabilities are used to realize various types of arithmetic or data abstractions for the infinite-precision mathematical constructs used in algorithms. These abstractions includethe well-known integer arithmetic, as well as various forms of fixed-point arithmetic that
use fixed shifts to control the scale of values within a computation and block floating-point arithmetic which performs run-time scale manipulations under programmer control.

General-purpose microprocessors also present an implementation medium that is well suited to many speech processing operations, although not one so well tailored to the task as that provided by PDSPs. All of the algorithmic structures presented here can be realized via microprocessors, and in fact many software libraries have been specifically designed to allow such realization [6]-[7].

### 49.2 Software Development Paradigms

As with general-purpose algorithms, a single software development paradigm cannot be described under which speech processing algorithms are always implemented. A small set of such paradigms do exist, however, and they are distinguished by just a few salient features.

## Imperative vs. Applicative Language

Imperative programming languages specify a program as a sequence of commands to be performed in the order given. All of the familiar high-level programming languages, such as $\mathrm{C}, \mathrm{C}++$, or FORTRAN, as well as the assembly languages of most PDSPs, are imperative.

Applicative programming languages, on the other hand, describe a program via a collection of relationships that must be maintained between variables. Applicative languages intended to be programmed directly by the user such as Silage, SIGNAL, LUCID/Lustre, and Esterel, as well as the assembly language of data-flow PDSPs, can all be used to specify speech processing algorithms in a non-imperative manner, but their use to date in real applications is quite limited. And, although usually described as ahardware-description language and used as an intermediatelanguagegenerated by other tools rather than directly by programmers, from the point of view of this discussion VHDL is an applicative language that can be used to describe speech processing algorithms directly.

Graphical programming environments such as Ptolemy, GOSPL, COSSAP, and SPW also provide an applicative "language" in which speech processing algorithms can be described. However, these environments universally rely on atomic elements that are programmed with a separate paradigm, usually an imperative one.

M ost speech processing applications are implemented using imperative languages, and this programming model will be used here. Note, however, that the important distinguishing features of speech processing algorithms, arithmetic and algorithmic constructs, are applicable within any programming paradigm.

## High Level Language vs. Assembly Language

Given that an imperative programming paradigm is to be used, the choice of a High Level Language (HLL) or assembly language as an implementation vehicle seems very straightforward [8][9]. The common wisdom holdsthat (1) assembly language should bechosen where execution speed is of the essence, in real izing "signal-processing kernels", since H LL compilers cannot produce object code of the same efficiency as can be obtained with hand-coded assembly language. However, (2) a high-level language should be used otherwise, in the realization of "control code", since this allows effective software development and the use of a top-down code development strategy.

In PDSP implementations, however, this sensible arrangement is often not possible. The reason for this is that use of a HLL compiler and run-time system makes untoward demands, relatively speaking, on an embedded system where resources such as registers, memory, and instruction cycles arequite scarce. In particular:

1. The settings in the control registers of the processor are often different between signalprocessing and control code, and the deviceis more often than not " in the wrong mode".
2. Therun-timememory organization demanded by a high-level language, typically including a stack on which automatic variables are to be allocated but lacking memory bank control, is one that most system designers are not willing to provide.
3. The standard function-call mechanism of a high-level language does not fit well with the customized register usage demanded in embedded systems programming.

Thus, more often than not, H LL programming is not currently utilized in PDSP systems. This will change, however, as PDSP HLL compilers become more sophisticated and as PDSP architectures become more "microprocessor-like".

## Specialized vs. Standard High Level Languages

Specialized languages are often developed as dialects of standard high level programming languages by the authors of compilers. DSP/C, for example, is an extension of the C language that contains special vector and signal processing operations [10]. While they appear to be quite useful for target code development for speech processing applications, the lack of general support means that these languages are not often used for either algorithm or target code development.

Extensiblelanguages, on theother hand, allow "dialects" of standard programming languages to be created by the end-user. C++ and Ada allow the construction of specialized arithmetic support via class and generic constructs, respectively. While these languages are quite useful for algorithm development, they generally cannot produce efficient realizations of the kind desired in target code for speech processing applications.

M ore often than not, when standard high level languages are used, they are simply augmented by libraries of operations. The Signal Processing Toolbox for $M$ atlab ${ }^{T M}$ and the Basic Operators for the C language used in standard speech codecs are good examples of these[ 6]-[7].

## Block vs. Single-Sample Processing

Speech coding applications lend themselves quite well to block processing, where individual timedomain signal samples arebuffered into vectors or frames[11]. This is often done for algorithmic reasons, as in LPC analysis, but significant performance gains can be realized by choosing this processing structure as well, when this is possible. ${ }^{1}$

Buffered data can be processed much more efficiently than single samples with typical PDSP architectures because the overhead associated with data transfer and instruction pipelining in these devices can be amortized over the entire vector rather than occurring for each sample. For example, the ubiquitous multiply-accumulate operation can be performed in a single instruction cycle by most PDSPs, but only within the instruction execution pipeline, meaning that overhead of several instruction cycles are required to set up for this level of performance. In single-sample processing, this instruction execution rate cannot be achieved.

Frames can be processed in toto or divided into subframes that are to be processed individually. This technique provides algorithmic flexibility without sacrificing the significant performance enhancement to be achieved with block processing.

## Static vs. Dynamic Run-Time Operation

Two disparate philosophies on the operation of any real-time software system are particularly evident in speech processing implementations. Static and dynamic here indicate that run-time

[^44]resource requirements, outlined in Table 49.1, can be computed and known at compile-time or only at run-time, respectively. Of course, some mix of these two philosophies can be found in any system, but the emphasis will usually be placed on one or the other.

TABLE 49.1 Static vs. Dynamic Operation

| Resource | Static operation | Dynamic operation |
| :--- | :---: | :---: |
| Memory allocation | Global | Stack/heap |
| $\longrightarrow$ Address computation | Fixed | Stack-relative dynamic |
| Vector size | Fixed | Data dependent |
| Execution time | Fixed | Data dependent |
| $\longrightarrow$ Branch paths | Time-equivalent | Time-disparate |
| $\longrightarrow$ Wait-state insertion ${ }^{a}$ | Must be computed | Can be ignored |
| Data transfer | Polling possible | DMA required |
| $\longrightarrow$ Fifo buffers | Not necessary | Required |
| $\longrightarrow$ Fifo overflow | Impossible | Possible |
| Operating system | Not typical | Typical |
|  |  |  |
| $a$ Wait states may be inserted by an interlocked pipeline. |  |  |

## Exact vs. Approximate Arithmetic

Theterms exact and approximate here refer to the concern on the part of the programmer as to whether the results produced by a given arithmetic operation are fully specified by the programmer in a bit-exact manner, or whether thebest, approximate numerical performancethat can beproduced by a particular processor is acceptable[12]. For example, IEEE floating-point arithmetic is exact, while machine-dependent floating-point formats can be considered approximate from the point of view of a programmer porting code to that architecture from another. The most important form of exact arithmetic for speech processing applications is that provided by the Basic Operators, which areused in theC language specification provided as part of modern speech coding standards[6]-[7]. As a general rule, the integral and fractional fixed-point arithmetic forms, discussed in Section 49.4, can be considered exact and approximate, respectively.

Approximatearithmetic is much simpler to specify than exact arithmetic, but it isharder to evaluate. In the former case, implementation details are left up to the target architecture, but if the numerical performance of a particular realization does not meet some criteria, gross changes are required in the source code. The problem here is that the criteria are not defined as part of the source code and must be supplied elsewhere. Exact arithmetic, on the other hand, requires excruciating detail in the specification of the algorithm from the outset, but no evaluation of the realization is required since this realization must adhere to the specification.

Approximate arithmetic is the form promoted by the C language where, for example, the data type int does not define the precision of the integer or the results of operations that overflow. ${ }^{2}$ It is also the form preferred by software developers working in a native codedevelopment environment. ${ }^{3}$ Exact arithmetic, on theother hand, ispreferred by developers who produce standards and who work in cross-codedevelopment environments because it eases thetask of porting the algorithm from one environment to the other. Care must be exercised in this case, however, as any cross-development

[^45]introduces inherent biases into an implementation that may be difficult or impractical to realize on a particular target processor [7].

It is well-known that a trade-off always exists between numerical and execution performance, as discussed in Section 49.4. It is not so well-known, however, that approximate arithmetic will always allow an equivalent or better balance to be struck in this trade-off than exact arithmetic. This is because the excruciating detail provided as part of an exact specification supplies not a minimum numerical requirement, but an exact one. In the case where a particular architecture can provide more precision than is specified, extra code must be inserted to remove that precision, resulting in less efficient execution performance. And, precisely because of this, an exact specification is in fact always targeted to a particular PDSP or microprocessor architecture - no algorithm can be specified in an exact manner and be truly portable or architecturally neutral.

### 49.3 Assembly Language Basics

Assembly languages for PDSPs are closely matched with the PDSP architecture for which they are designed, but they all sharecommon elements[1]-[5]. In particular, multiple processing units must be programmed at the sametime:

- adder
- multiplier
- fixed-point logic, such as shifter(s), rounding logic, saturation logic, etc.
- address generation unit
- program memory, for instruction fetch or data fetch
- data memories, perhaps multiple

In some cases, these units operate by default. For example, instruction fetches occur each machine cycle unless program memory is otherwise used. And in other cases, these units are utilized in combination. For example, (1) the DSP56000 multiply-accumulate instructions and (2) all address generation and memory fetch operationsareindivisibleand not pipelined. In all other cases, however, these processing units must be programmed within the instruction execution pipeline in which the outputs of one processing unit are connected directly to the inputs of another.

## Coding Paradigms

Distinct coding paradigms are required by the architectures of various PDSPs, basically determined by the pipeline of that device, in order to perform this programming [13, 14]. Several assembly language forms are presented by PDSPs to realize these coding paradigms:

D ata stationary coding specifies ultimately the data that is operated on by an instruction, but not the time at which the operation takes place- the latter is implicit in the form of the instruction. For example, the AT \&T DSP32 instruction
*r0++ = a0 = *r1++ + *r2++
specifies the locations in memory from which the addends should be read and to which the sum should be written, but it is implicit that the sum will be written to memory in the third instruction cycle following this one.
Because of such delays, illegal and erroneous instruction combinations can be written that cause conflicts in the use of data from both memory and registers- the former can be detected by the assembler, but the latter will simply produce data manipulations different from those intended by programmer.

Timestationary coding specifies theoperations that should occur at the imethat this instruction is executed, while the data to be used is whatever is present in the "pipeline registers" at this time. For example, the AT \&T DSP16 instruction

$$
\begin{equation*}
\mathrm{a} 1=\mathrm{a} 0+\mathrm{y} \quad \mathrm{y}=* \mathrm{r} 0++ \tag{49.2}
\end{equation*}
$$

specifies that a sum should occur at this time between the named registers and that a memory read should occur to they register in parallel. No illegal or erroneousinstruction combinations are possible in this case.
Interlocked coding solves the instruction combination problems of data stationary coding by automatically introducing extra machine cycles or wait states to ensure that conflicts do not occur. Whilethisisconvenient for the programmer, it does not producemoreefficient execution than puredatastationary coding-on the contrary, it encourages programmers to be less savvy about their product.
D ata flow coding is appropriatefor machinesthat realizean applicative paradigm directly, such as the Hughes DFSP or the NEC $\mu$ PD 7281.

It must bepointed out that a mixtureof thesecoding paradigmsisoften used in real PDSPsfor control of different processing units. For example, the AT\&T DSP16, while ostensibly a time-stationary device, utilizes a form of interlocking to allow multiple accesses to the samememory bank in a single instruction cycle[1].

## Assembly Languages Forms

Within the four coding paradigms presented above, several assembly language forms can be utilized. First, either an infix form as given in Eq. 49.1 or the traditional assembly language prefix form using instruction mnemonics, as shown in Eq. 49.3 for the M otorola DSP56000, can be used:
clr a

Second, the instruction may consist of a single field, as in Eq. 49.1 or Eq. 49.3, or it may contain multiple fields to be executed in parallel, as in Eq. 49.2 or Eq. 49.4:

$$
\begin{equation*}
\operatorname{mac} \quad x 0, y 0, a \quad x:(r 0)+, x 0 \quad y:(r 4)+, y 0 \tag{49.4}
\end{equation*}
$$

Note, however, that even within the multiple fields more than one operation is specified-in both Eq. 49.2 and Eq. 49.4 address register updates are specified along with the memory move. Purehorizontal microcode, in which a dedicated field in each instruction word controls a particular processing unit, is used in only a few modern PDSP architectures, but themultiple-field instructions aresimilar.

Additionally, all PDSPs contain "mode registers" which control operation of particular elements of the device. For example, the auc register of the AT\&T DSP16 controls the multipler-shift, and thus thetype of arithmetic realized by this processor's $\mathrm{p}=\mathrm{x} * \mathrm{y}$ instruction. Such mode registers, while prevalent and powerful in extending the effective instruction encoding space of a PDSP, are quite difficult to manage in large programming systems, especially in the design of function libraries.

### 49.4 Arithmetic

The most fundamental problem encountered during the implementation of speech processing algorithms is that the algorithm must be realized (1) using the finite-precision arithmetic capabilities of real processors rather than the infinite precision available in mathematic formulae (2) under typically severe cost constraints in terms of the processing capabilities of the target system [15]-[17].

Any arbitrary level of arithmetic performance can be achieved by any processor, but the cost of this performance in terms of machine cycles can be prohibitive, and so an engineering trade-off is required.

Finite-precision arithmetic effects can be broadly classified as representational and operational errors:

- The bit pattern used to represent a finite-precision value can be of many forms, but all restrict the range of values over which a representation can be provided as well as the precision or number of bits used for the representation of a given value. No forms of arithmetic allow values outsidetherangeto be represented, but some invoke an exception handler when such is requested. This is not appropriate in most speech processing systems, however, and in this case a finite-precision representation must be provided to approximate this value.
The difference between an infinite-precision value and its finite-precision representation is the representational error, and there are two sources of such error: truncation error results from finite precision and overflow error results from range violations.
- Finite-precision operators used to transform values can also introduce error. In the case of simple arithmetic operators, this is equivalent to representational error, but it is often useful to conceptualize more complicated operators, such as an FIR or IIR filter, and to characterize the error introduced by that entity.

The engineering trade-off thus becomes an exercise in balancing the numerical performance of a realization of an algorithm in terms of truncation error and overflow error under the considerations introduced by possibly wide variance in input signal strengths or dynamic range, against implementation cost constraints in terms of target processor choice and available machine cycles on that processor. Because of the importance of this trade-off, it is important to examine different types of arithmetic and to evaluate the numerical performance and implementation cost of each type.

For example, floating-point arithmetic produces adequatenumerical performancefor most speech processing applications. However, the cost of floating-point processors is often prohibitive in dollar terms, and the cost of realizing floating-point arithmetic on a less expensive, fixed-point processor is prohibitive in terms of machine cycles. For this reason, some other type of arithmetic is often a better choice even though it may be numerically inferior and much harder to implement.

Regardless of the type of arithmetic chosen, however, it will be used in speech processing applications as a proxy or abstraction for the real-valued, infinite-precision arithmetic of mathematics. An important aspect that must be considered in evaluating finite precision arithmetic types, then, is the effectiveness of the abstraction they provide for real-valued arithmetic. For example, all arithmetic needed for speech processing applications can be provided by integers, but determining what bit pattern to use to represent $\pi$ or how to add two values of different scales can be quite difficult with this data abstraction.

## Arithmetic Errors as Noise

Considering that most numerical values used in a speech processing algorithm are signals, in that they take on distinct values at distinct sample points, the difference between a finite-precision realization and the infinite-precision mathematical model on which it is based can be considered an error or noise signal that is injected into an algorithm at the point at which that arithmetic is used, as illustrated in Fig. 49.1. Given this model for the error as simply a noise source, finite-precision arithmetic effects can be analyzed in a manner similar to that used for other noise sources in a signal processing system.

An important corollary to this fact is that speech processing algorithms should be, and typically are, designed to be robust in the presence of arithmetic noise, just as they are designed to be robust in the presence of other noise sources.

The model for the noise that is injected at each point is a function of thetype of arithmetic used in that operation, however. This noise model is an important element in understanding the motivation for using various types of arithmetic, and is presented where appropriate in the sections that follow.

$e(n)$
$x(n)$ :infinite-precision signal
$e(n)$ :error signal
$\hat{x}(n)$ :finite-precision signal

FIGURE 49.1: Noise model of arithmetic error.

## Floating Point

A floating-point number consists of a sign bit, a mantissa, and an exponent, and it presents a well-known model for realizing an approximation to real-valued arithmetic, where the value of the number $V$ is given by

$$
\begin{equation*}
V=M \cdot \beta^{E} \tag{49.5}
\end{equation*}
$$

with $\beta$ the radix of the representation, usually 2 , and $M$ and $E$ the effective values of the signed mantissa and the exponent, respectively. A wide variety of floating-point formats exist, especially for PDSPs, of which theIEEE 754 Floating-Point Standard isthemost widely utilized for general-purpose processors. These different formats are distinguished chiefly by the precision of the exponent and the mantissa, and the behavior of the arithmetic at the limits of the representable range.

Floating-point arithmetic is usually used only in applications in which such arithmetic capabilities are provided in hardware by the processor - it is not often simulated via software by a processor that provides only fixed-point arithmetic capabilities, but rather another, similar data abstraction is used. While quite powerful and easy-to-use, floating-point arithmetic is actually of little practical value in the realization of speech processing algorithms.

## Block Floating Point

A block floating-point representation of a vector of length $N$ of numbers $\bar{v}$ consists of a single signed, 2's complement integer of precision $B_{e}$ representing the exponent $e$ for the block computed

$$
\begin{equation*}
e=\max _{i \in N}\left\lceil\log _{2}\left(\left|v_{i}\right|\right)\right\rceil \tag{49.6}
\end{equation*}
$$

along with an array of $N$ signed, $2 s$ complement fractions of precision $B_{m}=b_{m}+1$ representing the mantissas $m_{i}$ to which the exponent can be applied to yield the represented values $\hat{v}_{i}$ as

$$
\begin{equation*}
\hat{v}_{i}=m_{i} \cdot 2^{b_{m}-e} \tag{49.7}
\end{equation*}
$$

The precision of the exponent $B_{e}$ and of the mantissas $B_{m}$ are almost always chosen as the word length of the target machine, yielding a single-precision block floating-point vector.

Arithmetic on the exponent and mantissas in a block floating-point representation are controlled separately, sincesignificant savingsin computation can often besupplied directly by the programmer. For example, if a block floating-point vector is to be computed as the result of a correlation, it is known that the zeroeth lag will produce the value with the largest magnitude, and so the exponent for the vector can be immediately determined. In the absence of such direct support from the programmer, block floating-point computations require either (1) that high precision results be saved in a temporary buffer to be scaled after all values have been computed and the maximum exponent found or (2) that all results be computed twice- once to determine the exponent and a second time to compute the mantissas.

An array of length $L$ of block floating-point vectors of length $N$ can be constructed, yielding a construct consisting of $L$ exponents and $L \cdot N$ mantissa values. This segmented block floating-point representation allows better representation of values over a wide dynamic rangethan is available with a single exponent. It is also quite suited to applications in which a segment of values is known to be of one scale that can be quite different from that of neighboring segments.

In the limit with $N=1$, (segmented) block floating-point yields the scalar (segmented) block floating-point representation which isquitelikethewell-known (vector) floating-point representation, except that normalization occurs only on demand. This is an appropriate representation to use for quantities of largedynamic rangein speech processing applications realized on fixed-point processors where true floating-point would be prohibitively expensive.

## Fixed Point

A fixed-point number consists of a field of $B=b+1$ data bits that is interpreted as a binary, 2's complement number relative to a scalefactor or sizethat is multiplied by thefield to yield a value. The two basic forms of fixed-point numbers are theintegral and fractional forms, in which thejustification of the data bits within the field determines how the value of a bit pattern is interpreted:

| Justification | Field | Size | Value | Range |
| :---: | :---: | :---: | :---: | :---: |
| Right | Integer $i$ | Stepsize $\Delta$ | $\Delta \cdot i$ | $\left[-\Delta \cdot 2^{b}, \Delta \cdot 2^{b}\right)$ |
| Left | Fraction $f$ | Fieldsize $\phi$ | $\phi \cdot f$ | $[-\phi, \phi)$ |

Regardless of the representation, note that the stepsize $\Delta$ and fieldsize $\phi$ are always related as $\phi=\Delta \cdot 2^{b}$ for quantities of precision $B=b+1$.

Among other possiblefixed-point representations, center-justified or mixed numbers are quite rare in speech processing applications, and all other common representations are easily derived from the integral and fractional forms.

[^46]Given the basic machine word length or precision, usually 16 or 24 bits, fixed-point PDSPs universally provide signed, single-precision multiplication producing a double-precision product, along with double-precision addition, which allows numerically efficient computation of a sum-ofproducts. M ultiple precision operations of greater precision, discussed below, must be simulated in software.

The additiveoperators(addition, subtraction, negation, and absolute value) are equivalent for any fixed-point representation, with thecaveat that only numbers of the sametypecan be combined with the binary additive operators. That is, only numbers of the same precision, form, and size can be added together directly - other combinations requireconversion of oneor both quantitiesto another, possibly a third, type before the operation can take place. Given this equivalency, it can be seen that it is the kind of multiplication, controlled by the shift that occurs at the output of the multiplier and the input to the ALU in all processors, that determines the type of arithmetic realized by a device, as shown in Table 49.2.

TABLE 49.2 Multiplier-Shift Determines

| Processor Type | Shift $^{a}$ |
| :--- | :---: |
| Processor type | 0 |
| Integral | 1 |
| Fractional | 2 |
| Biquadratic ${ }^{b}$ | -N |
| Summation $^{b}$ |  |
| This salue is a relative one the value zero could just as |  |
| easily have been assigned to the fractional machine. |  |
| ${ }^{b}$These names derive from the use of this type of <br> arithmetic in second-order IIR filter sections and long <br> summations, respectively. |  |

Fixed-point PDSPs abound with shifters-at the ALU inputs, the multiplier output, accumulator outputs, and perhaps within an independent barrel shifter. Because of a dearth of instruction encoding space, however, these are often fixed or controlled from mode registers rather than instructions or general registers, as discussed in Section 49.3.

The kind of multiplication realized by a processor also defines the kinds of data abstractions that are most useful given that machine architecture:

Q-notation isanatural extension of integer notation that is useful for right-justified arithmetic. A $B$-bit $\mathrm{Q} n$ fixed-point number is defined to have a binary point to the right of bit $n$, where bit 0 is the Least Significant Bit (LSB), yielding a stepsize $\Delta=2^{B}$ a range $\left[-2^{B-n-1}, 2^{B-n-1}\right.$ ). Multiplication is defined as producing a product with a precision and $Q$-value that are the sums of those of the multiplicands, respectively:

$$
\begin{gather*}
B_{x \star y}=B_{x}+B_{y}  \tag{49.8}\\
n_{x \star y}=n_{x}+n_{y} \tag{49.9}
\end{gather*}
$$

When precision is increased or reduced, it is naturally doneon the left of a right-justified quantity, as with an integer. This seemingly simple operation is catastrophic when Qnotation is used to model real-valued arithmetic, however, since it produces overflow. Thus, precision must not be omitted at any point when Q-notation is in use- the term "a $\mathrm{Q} n$ number" should always be qualified as "a $B$-bit, $\mathrm{Q} n$ number".

Scaled fractions area natural extension of fractions that areuseful for left-justified arithmetic. A $b+1$-bit fractional number of fieldsize $\phi$ has a range $[-\phi, \phi)$, and multiplication is defined as producing a product with a precision and fieldsize that are the sum and product of those of the multiplicands, respectively:

$$
\begin{align*}
b_{x \star y} & =b_{x}+b_{y}  \tag{49.10}\\
\phi_{x \star y} & =\phi_{x} \cdot \phi_{y} \tag{49.11}
\end{align*}
$$

With this notation, biquadratic quantities can be seen to be simply scaled-fractions of fieldsize 2.0.
Precision is much less important for scaled-fractions than for Q -values. This is because increasing or reducing the precision of a left-justified quantity naturally occurs on the right, which simply raises or lowers the accuracy of the representation. Thus, while important as regards numerical performance, precision is not required in describing a quantity as "a scaled-fractional of fieldsize $\phi$ ".

It should be pointed out that use of a right-justified data abstraction on a left-justified machine, or vice versa, is quite difficult.

Reduction describes the common response to overflow in fixed-point additive operations, where a sum is simply allowed to "wrap around" in the 2's complement representation:

$$
\begin{equation*}
\mathrm{x}+\mathrm{y} \equiv \operatorname{sgn}(x+y) \cdot[(|x+y|+\phi) \bmod 2 \phi-\phi] \tag{49.12}
\end{equation*}
$$

Saturation describes an alternate response to overflow where the result is set to the maximum representable value of the appropriate sign:

$$
\mathrm{x}+\mathrm{y} \equiv\left\{\begin{array}{cl}
\phi-\Delta & x+y \geq \phi  \tag{49.13}\\
x+y & -\phi \geq x+y<\phi \\
-\phi & x+y<-\phi
\end{array}\right.
$$

The bit patterns that result from saturation are $0 x 7 f . . . f$ and $0 x 80 \ldots 0$ in the cases of positive and negative overflow, respectively. Fixed-point PDSPs typically provide hardware to realize saturation because it gives a significant boost to the numerical performance of many speech processing algorithms in the presence of overflow. In most cases, when reduction arithmetic is in use no overflow can be tolerated, even in extremely unlikely situations, while some overflow can be tolerated with saturation arithmetic in most algorithms.

General-purposemicroprocessorstraditionally provideonly asingleoverflow-detection bit. Fixedpoint PDSPs, on the other hand, typically provide $N>1$ overflow bits for each register that can be the destination of an additiveoperation in theALU, usually termed accumulators. This featureallows summations of up to $2^{N}$ terms to be performed whilethe result can be saturated correctly if overflow does occur. The overflow bits are alternately called secondary overflow bits, guard bits, or extension words by different manufacturers.

For summations involving morethan $2^{N}$ terms, it is often useful to determine if overflow occurred during the summation, even though enough information to saturate the result is not available-this capability is also required for the support of block floating-point operations. Sticky or permanent overflow bits are set when overflow occurs, but they are only cleared under programmer control, allowing such overflow detection. And, it is sometimes useful to provide such permanent overflow detection at a saturation value other than the range, as noted in Section 49.5.

Another option in the case of summations involvingmorethan $2^{N}$ terms isto scaletheinputs to the summation and then perform saturation at the end of the summation during a rescaling operation. As with all scaling operations, however, this one trades off overflow error for truncation error, and
it may introduce unacceptable noise levels. For example, in the case of a summation of $K$ i.i.d. Gaussian random variables, prescaling introduces a $3\left\lceil\log _{2} K\right\rceil \mathrm{dB}$ SNR degradation relative to an unscaled summation.

The nature of fixed-point PDSPs as single-precision multiply/double-precision add machines means that conversionsbetween single- and double-precision quantities is quitecommon. Extension from single- to double-precision always takes place on the right for fixed-point quantities, except in the rare cases where integers are involved, and the extension is always with zeroes. Conversion from double- to single-precision, however, can be performed by truncation where the extra bits are simply removed,

$$
\begin{equation*}
(x \&((-1) \ll B) \tag{49.14}
\end{equation*}
$$

where $B$ is the basic machine precision, or by rounding:

$$
\begin{equation*}
((\mathrm{x}+(1 \ll B-1)) \&((-1) \ll B) \tag{49.15}
\end{equation*}
$$

Fixed-point PDSPs typically provide hardware to realize rounding because it gives a significant boost to the numerical performance of many speech processing algorithms. In most applications, it can be safely assumed that the low bits of the 2 s complement value that are removed as part of a conversion operation are neither deterministic nor correlated and that they represent values that are uniformly distributed over the range $[0, \Delta)$. In this case, rounding produces errors that statistically are approximately zero-mean, while truncation produces errors with mean $\mu \approx \frac{1}{2} \Delta$, and this bias error can be significant in many situations.

Multiple-precision operations can besimulated in software in many ways, but usually one or more of the following formats is used to represent them:

Native format represents double- and higher-precision numbers as simply the appropriate bit pattern broken into multiple machine words. High-precision additive operations can be directly realized in this format using a carry flag, but multiplication of such quantities requires unsigned multiplication capabilities, which arelacking in most PDSPs and many general-purpose processors.
D ouble precision format (DPF) allowsdouble-precision fractional multiplication, with doubleprecision inputs and double precision output, to be realized using signed multiplier capabilities by representing a double-precision value as the concatenation of thehigh-order word with the low-order word logically right-shifted by one bit.
Double round format (DRF) allows double-precision multiplication, both integral and fractional, to bereal ized usingsigned multiplier capabilitiesbyrepresentinga double-precision value as the concatenation of the high-order word that would result from rounding the double-precision quantity to single-precision, with the original low-order word.

These representations are illustrated in Table 49.3.

TABLE 49.3 Double-Precision

| Formats |  |  |
| :---: | :---: | :--- |
| Format | High word | Low word |
| Native | $0 \times 89 \mathrm{AB}$ | $0 \times \mathrm{CDEF}$ |
| DPF | $0 \times 89 \mathrm{AB}$ | $0 \times 66 \mathrm{F7}$ |
| DRF | $0 \times 89 \mathrm{AC}$ | $0 \times \mathrm{CDEF}$ |

### 49.5 Algorithmic Constructs

The second major distinction between implementations of digital speech processing algorithms and general-purpose algorithms concerns the algorithmic constructs used in their realization, and the most important of these are discussed below.

## Delay Lines

Delay lines, which allow the storage of sample values from one operational cycle to the next, are an important component of speech processing systems, and they can be realized in a variety of ways with PDSPs:

Registers, including implicit pipeline registers, can be used to effectively realize short delays, including the one and two-tap delays required in IIR filters.
Modulo addressing causes an address register to "wrap around" within a defined range to the start of a buffer when an attempt is made to increment that register past the end of the defined range. A delay line can be realized using modulo addressing by utilizing the location containing the expired data at a given step for the new data and by bumping the address register accordingly.
M ost PDSPs do provide modulo-addressing capabilities, but often in only a limited manner. For example, strides greater than one or negative strides may not be supported, and the buffer may require a certain alignment in memory.
Writeback causes a delay line element to be written back to memory at a new location after it is read and used in a computation. While this technique is quite powerful as regards the rearrangement of data in memory, it is quite expensive in terms of memory bandwidth requirements.

These techniques are most useful for fixed delays, but equivalent methods can be used to realize variable delays.

## Transforms

M odern PDSPs provide specialized support for transforms, and inverse transforms as well, especially the radix-2 FFT. This can include the ability to

- Compute both a sum and a difference on the same data in parallel.
- Compute addresses using reverse carry addition, where the carry propagates to the right rather than to the left as in ordinary addition. This allows straightforward computation of the bit-reversed addresses needed to unscramble the results of many transform calculations.
- Detect overflow in fixed-point computations at a point other than the saturation point. This can be used to predict that overflow is likely to occur at the current transform stage based on the output of the previous stage before computation of the current stage begins. With this capability, the data can be scaled as part of the current processing stage if and only if it is necessary, efficiently producing an optimally scaled transform output.


## Vector Structure Organization

Vectors of atomic components are always laid out simply as an array of the elements. When the components are not atomic, however, as with segmented block floating-point or complex quantities, an alternative is to organize the vector as two arrays: an exponent array and a mantissa array for segmented block floating-point quantities, or a real array and an imaginary array for complex quantities.

The choice of interleaved or separate arrays, as these two techniques are known, is a trade-off between resource demands, in terms of the number of address registers needed to access a single element, vs. flexibility, in terms of the order of access and stride control that is possible.

## Zipping

Zippingisa generic term that isused to refer to the process of performinga sequenceof multiplyaccumulate operations on input arrays to realize the signal processing tasks of scaling, windowing, convolution, auto- and cross-correlation, and FIR filtering. The only real difference between these conceptually distinct tasksis (1) the choiceof data or constant input arrays and (2) theorder of access within these arrays.

PDSPs are designed to implement this operation, above all others, efficiently- their performance here is what distinguishes them most from general-purpose and RISC microprocessors. Regardless of the coding paradigm used, ${ }^{5}$ all PDSPs allow in a single instruction cycle the following:

- two memory accesses, either data-constant or data-data
- two address register updates
- a single-precision multiply
- a double-precision accumulate

Programming contortions are often required to achieve this throughput in the face of processor limitations and memory access penalties, but theholy grail single-cycleoperation is always attainable.

## Mathematical Functions

Asin general-purposeprogramming, higher level mathematical functionscan berealized within speech processing applications in one of three ways:
Bitwise computation can be used to build an exact representation one bit at a time. This techniqueis often used to implement single-precision division and square root functions, and somePDSPs even include special iterativeinstructionsto accomplish theseoperations in a single cycle per output bit. For example, unsigned division can be realized for the M otorola 56000 as follows:

| and $\# \$ f e, c c r$ | $;$ |
| :--- | :--- |
| rep | Clear quotient sign bit |
| div x0,a | $;$ |
| Form 24 bit quotient, |  |
| ; | $\ldots$ one bit at a time. |

Approximatecomputation, such as Newton's method, is often used to produce a doubleprecision result from a single-precision estimate.
Table lookup is often used, along with linear interpolation between sample points, especially for trigonometric, logarithmic, and inverse functions. Several PDSPs even include the necessary tables in ROM .

## Looping Constructs

Loop counting can be done with general registers, and this is required in deeply nested loops, but hardware support is often provided by PDSPs for low- and zero-overhead loops. Low-overhead loops utilize a special counter register to realize a branching construct similar to the well-known decrement-and-branch instruction of the M otorola 68000 microprocessor. They are "low overhead"

[^47]in that the cost of the loop is typically only that of the branch instruction per iteration-separate increment (or decrement) and test instructions are not needed. Zero-overhead loops go one step further and eliminate even the cost of the branch instruction per iteration. They do this via specialpurpose hardware to perform the program counter manipulations normally handled in the branch instruction. There is an overhead cost at the start of the loop, but the cost per iteration is truly zero.

Loop reversal is an important concept that often allows more efficient coding of speech processing constructs. In its simplest form, a loop counter is run backward to allow more efficient counting of iterations, or an address register is run backward to allow it to bereused without having to reinitialize it. In both of these cases, the reversal of the counter or address register is only possiblewhen thereare no dependencies from oneloop iteration to thenext. M orepowerful, however, isto perform memory access via a temporary register to allow loopsthat need to run in one direction for algorithmic reasons to be coded in the opposite direction. This technique can be used to exploit the pipelined nature of PDSPs to great effect.
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### 50.1 Introduction

Experts in every field of study depend on specialized tools. In the case of speech research and development, the dominant tools today are computer programs. In this article, we present an overview of key technical approaches and features that are prevalent today.

We restrict the discussion to software intended to support R\&D, as opposed to software for commercial applications of speech processing. For example, we ignore DSP programming (which is discussed in the previous article). Also, we concentrate on software intended to support the special-
ities of speech analysis, coding, synthesis, and recognition, since these are the main subjects of this chapter. However, much of what we have to say applies as well to the needs of those in such closely related areas as psycho-acoustics, clinical voice analysis, sound and vibration, etc.

We do not attempt to survey available software packages, as the result would likely be obsolete by thetimethis book is printed. Theexamplesmentioned areillustrative, and not intended to providea thorough or balanced review. Our aim is to provide sufficient background so that readers can assess their needs and understand the differences among available tools. Up-to-date surveys are readily available online (see Section 50.13).

In general, there are three common uses of speech R\&D software:

- Teaching, e.g., homework assignments for a basic course in speech processing
- Interactive, freeform exploration, e.g., designing a filter and evaluating its effects on a speech processing system
- Batch experiments, e.g., training and testing speech coders or speech recognizers using a large database

The relative importance of various features differs among these uses. For example, in conducting batch experiments, it is important that largesignals can behandled, and that complicated algorithms execute efficiently. For teaching, on the other hand, these features are less important than simplicity, quick experimentation, and ease-of-use. Because of practical limitations, such differences in priority mean that no one software package today can meet all needs.

To explain the variation among current approaches, we identify a number of distinguishing characteristics. These characteristics are not independent (i.e., there is considerable overlap), but they do help to present the overall view.

For simplicity, we will refer to any particular speech R\&D software as "the speech software".

### 50.2 Historical Highlights

Early or significant examples of speech R\&D softwareinclude "VisibleSpeech" [5], M ITSYN [1], and Lloyd Rice's WAV E program of the mid 1970s (not to be confused with David Talkin's waves [8]).

The first general, commercial system that achieved widespread acceptance was the Interactive Laboratory System (ILS) from Signal Technology Incorporated, which was popular in the late 1970s and early 1980s. Using the terminology defined below, ILS is compute-oriented software with an operating-system-based environment. The first popular, display-oriented, workspace-based speech software was D avid Shipman's LISP-machine application called Spire[6].

### 50.3 The User's Environment (OS-Based vs. Workspace-Based)

In some cases, the user sees the speech software as an extension of the computer's operating system. We call this "operating-system-based" (or OS-based); an example is the Entropic Signal Processing System (ESPS) [7].

In other cases, the software provides its own operating environment. We call this "workspacebased" (from the term used in implementations of the programming language APL); an example is M ATLAB ${ }^{\text {TM }}$ (from The M athworks).

### 50.3.1 Operating-System-Based Environment

In this approach, signals are represented as files under the native operating system (e.g., Unix, DOS), and the software consists of a set of programs that can be invoked separately to process or display signals in various ways. Thus, the user sees the software as an extension of an already-familiar operating system. Because signals are represented as files, the speech software inherits file manipulation capabilities from the operating system. Under Unix, for example, signals can be copied and moved respectively using the $c p$ and $m v$ programs, and they can be organized as directory trees in the Unix hierarchical file system (including NFS).

Similarly, the speech software inherits extension capabilities inherent in the operating system. Under Unix, for example, extensionscan becreated using shell scriptsin variouslanguages(sh, csh, Tcl, perl, etc.), as well as such facilities as pipes and remote execution. OS-based speech software packages are often called command-line packages because usage typically involves providing a sequence of commands to some type of shell.

### 50.3.2 Workspace-Based Environment

In this approach, the user interacts with a single application program that takes over from the operating system. Signals, which may or may not correspond to files, are typically represented as variables in some kind of virtual space. Various commands are available to process or display the signals. Such a workspace is often analogous to a personal blackboard.

Workspace-based systems usually offer means for saving the current workspace contents and for loading previously saved workspaces.

An extension mechanism istypically provided by a command interpreter for a simplelanguagethat includes the available operations and a means for encapsulating and invoking command sequences (e.g., in a function or procedure definition). In effect, the speech software provides its own shell to the user.

### 50.4 Compute-Oriented vs. Display-Oriented

This distinction concerns whether the speech software emphasizes computation or visualization or both.

### 50.4.1 Compute-Oriented Software

If there is a large number of signal processing operations relative to the number of signal display operations, we say that the software is compute-oriented. Such software typically can be operated without adisplay deviceand theuser thinksof it primarily asacomputation packagethat supportssuch functions as spectral analysis, filtering, linear prediction, quantization, analysis/synthesis, pattern classification, Hidden M arkov M odel (HM M ) training, speech recognition, etc.

Compute-oriented software can be either OS-based or workspace based. Examples include ESPS, M ATLAB ${ }^{\text {TM }}$, and the Hidden Markov M odel Toolkit (HTK) (from Cambridge University and Entropic).

### 50.4.2 Display-Oriented Software

In contrast, display-oriented speech software is not intended to and often cannot operate without a display device. The primary purpose is to support visual inspection of waveforms, spectrograms, and other parametric representations. The user typically interacts with the software using a mouse or other pointing device to initiate display operations such as scrolling, zooming, enlarging, etc.

Whilethe softwaremay also provide computations that can be performed on displayed signals(or marked segments of displayed signals), the user thinks of the software as supporting visualization more than computation. An example is the waves program [8].

### 50.4.3 Hybrid Compute/Display-Oriented Software

H ybrid compute/display software combines the best of both. Interactions are typically by means of a display device, but computational capabilities are rich. The computational capabilities may be built-in to workspace-based speech software, or may be OS-based but accessible from the display program. Examples include the Computerized Speech Lab (CSL) from Kay Elemetrics Corp., and the combination of ESPS and waves.

### 50.5 Compiled vs. Interpreted

Here we distinguish according to whether the bulk of the signal processing or display code(whether written by developers or users) is interpreted or compiled.

### 50.5.1 Interpreted Software

The interpreter language may be specially designed for the software (e.g., S-PLUS from Statistical Sciences, Inc., and M ATLAB ${ }^{\text {TM }}$ ), or may be an existing, general purpose language (e.g., LISP is used in $N$ ! Power from Signal Technology, Inc.).

Compared to compiler languages, interpreter languages tend to be simpler and easier to learn. Furthermore, it is usually easier and faster to write and test programs under an interpreter. The disadvantage, relative to compiled languages, is that the resulting programs can bequite slow to run. As a result, interpreted speech softwareis usually better suited for teaching and interactive exploration than for batch experiments.

### 50.5.2 Compiled Software

Compared to interpreted languages, compiled languages (e.g., FORTRAN, C, C++) tend to be more complicated and harder to learn. Compared to interpreted programs, compiled programs are slower to write and test, but considerably faster to run. As a result, compiled speech software is usually better suited for batch experiments than for teaching.

### 50.5.3 Hybrid Interpreted/Compiled Software

Some interpreters make it possibleto createnew languagecommands with an underlying implementation that is compiled. This allows a hybrid approach that can combine the best of both.

Some languages provide a hybrid approach in which the source code is pre-compiled quickly into intermediate code that is then (usually!) interpreted. Java is a good example.

If compiled speech software is OS-based, signal processing scripts can typically be written in an interpretivelanguage (e.g., a sh script containing a sequence of callsto ESPS programs). Thus, hybrid systems can also bebased on compiled software.

### 50.5.4 Computation vs. Display

Thedistinction between compiled and interpreted languages is relevant mostly to the computational aspects of the speech software. However, the distinction can apply as well to display software, since
somedi splay programs arecompiled (e.g., using M otif) whileothers exploit interpreters(e.g., Tcl/Tk, Java).

### 50.6 Specifying Operations Among Signals

Herewe are concerned with the means by which users specify what operations are to be done and on what signals. Thisconsideration is relevant to how speech softwarecan beextended with user-defined operations (see Section 50.7), but is an issue even in software that is not extensible.

The main distinction is between a text-based interface and a visual ("point-and-click") interface. Visual interfaces tend to be less general but easier to use.

### 50.6.1 Text-Based Interfaces

Traditional interfaces for specifying computations are based on a textual-representation in the form of scripts and programs. For OS-based speech software, operations are typically specified by typing the name of a command (with possible options) directly to a shell. One can also enter a sequence of such commands into a text editor when preparing a script.

This style of specifying operations also is available for workspace-based speech software that is based on a command interpreter. In this case, the text comprises legal commands and programs in the interpreter language.

Both OS-based and workspace-based speech software may also permit the specification of operations using source code in a high-level language (e.g., C) that gets compiled.

### 50.6.2 Visual ("Point-and-Click") Interfaces

Thepoint-and-click approach hasbecometheubiquitoususer-interfaceof the 1990s. O perationsand operands(signals) are specified by using a mouse or other pointing device to interact with on-screen graphical user-interface (GUI) controls such as buttons and menus. The interface may also have a text-based component to allow the direct entry of parameter values or formulas relating signals.

## Visual Interfaces for Display-Oriented Software

In display-oriented software, the signals on which operations are to be performed are visible as waveforms or other directly representative graphics.

A typical user-interaction proceeds as follows: A relevant signal is specified by a mouse-click operation (if a signal segment is involved, it is selected by a click-and-drag operation or by a pair of mouseclick operations). Theoperation to be performed isthen specified by mouse click operations on screen buttons, pull-down menus, or pop-up menus.

This style works very well for unary operations (e.g., compute and display the spectrogram of a given signal segment), and moderately well for binary operations (e.g., add two signals). But it is awkward for operations that have more than two inputs. It is also awkward for specifying chained calculations, especially if you want to repeat the calculations for a new set of signals.

One solution to these problems is provided by a "calculator-style" interface that looks and acts like a familiar arithmetic calculator (except the operands are signal names and the operations are signal processing operations).

Another solution is the "spreadsheet-style" interface. The analogy with spreadsheets is tight. Imagine a spreadsheet in which the cells are replaced by images (waveforms, spectrograms, etc.) connected logically by formulas. For example, one cell might show a test signal, a second might show the results of filtering it, and a third might show a spectrogram of a portion of the filtered signal. This exemplifies a spreadsheet-style interface for speech software.

A spreadsheet-style interface provides some means for specifying the "formulas" that relate the various "cells". This formula interface might itself be implemented in a point-and-click fashion, or it might permit direct entry of formulas in some interpretive language. Speech software with a spreadsheet-style interface will maintain consistency among the visible signals. Thus, if one of the signals is edited or replaced, the other signal graphics change correspondingly, according to the underlying formulas.

DADisp (from DSP Development Corporation) is an example of a spreadsheet-style interface.

## Visual Interfaces for Compute-Oriented Software

In a visual interface for display-oriented software, the focus is on the signals themselves. In a visual interface for compute-oriented software, on the other hand, the focus is on the operations. O perations among signals typically are represented as icons with oneor more input and output lines that interconnect the operations. In effect, the representation of a signal is reduced to a straight line indicating its relationship (input or output) with respect to operations. Such visual interfaces are often called block-diagram interfaces. In effect, a block-diagram interface provides a visual representation of the computation chain. Various point-and-click means are provided to support the user in creating, examining, and modifying block diagrams.

Ptolomy [4] and $N$ !Power are examples of systems that provide a block-diagram interface.

## Limitations of Visual Interfaces

Although much in vogue, visual interfaces are inherently limited as a means for specifying signal computations.

For example, the analogy between spreadsheets and spreadsheet-style speech software continues. For simple signal computations, the spreadsheet-style interface can be very useful; computations are simple to set up and informative when operating. For complicated computations, however, the spreadsheet-style interface inherits all of the worst features of spreadsheet programming. It is difficult to encapsulate common sub-calculations, and it is difficult to organize the "program" so that the computational structure is self-evident. The result is that spreadsheet-style programs are hard to write, hard to read, and error-prone.

In this respect, block-diagram interfaces do a better job since their main focus is on the underlying computation rather than on the signals themselves. Thus, screen "real-estate" is devoted to the computation rather than to the signal graphics. However, as the complexity of computations grows, the geometric and visual approach eventually becomes unwieldy. When was the last time you used a flowchart to design or document a program?

It follows that visual interfaces for specifying computations tend to be best suited for teaching and interactive exploration.

### 50.6.3 Parametric Control of Operations

Speech processing operations often are based on complicated algorithms with numerous parameters. Consequently, the means for specifying parameters is an important issue for speech software.

The simplest form of parametric control is provided by command-lineoptions on command-line programs. This is convenient, but can be cumbersome if there are many parameters. A common alternative is to read parameter values from parameter files that are prepared in advance. Typically, command-line values can be used to override values in the parameter file. A third input source for parameter values is directly from the user in response to prompts issued by the program.

Some systems offer the flexibility of a hierarchy of inputs for parameter values, for example:

- default values
- values from a global parameter file read by all programs
- values from a program-specific parameter file
- values from the command line
- values from the user in response to run-time prompts

In some situations, it is helpful if a current default value is replaced by the most recent input from a given parameter source. We refer to this property as "parameter persistence".

### 50.7 Extensibility (Closed vs. Open Systems)

Speech software is "closed" if there is no provision for the user to extend it. There is a fixed set of operations available to process and display signals. What you get is all you get.

OS-based systems are always extensibleto a degree because they inherit scripting capabilities from theOS, which permitsthecreation of new commands. They may also provideprogramming libraries so that the user can write and compile new programs and use them as commands.

Workspace-based systemsmay beextensibleif they arebased on an interpreter whoseprogramming language includes the concept of an encapsulated procedure. If so, then users can write scripts that define new commands. Some systems also allow the interpreter to beextended with commands that are implemented by underlying code in C or some other compiled language.

In general, for speech software to be extensible, it must be possible to specify operations (see Section 50.6) and also to re-use the resulting specifications in other contexts. A block-diagram interface is extensible, for example, if a given diagram can be reduced to an icon that is available for use as a single block in another diagram.

For speech software with visual interfaces, extensibility considerations also include the ability to specify new GUI controls(visiblemenus and buttons), theability to tiearbitrary internal and external computations to GUI controls, and the ability to define new display methods for new signal types.

In general, extended commandsmay behavedifferentlyfrom thebuilt-in commandsprovided with the speech software. For example, built-in commands may share a common user interface that is difficult to implement in an independent script or program (such a common interface might provide standard parameters for debug control, standard processing of parameter files, etc.).

If user-defined scripts, programs, and GUI components are indistinguishable from built-in facilities, we say that the speech software provides seamless extensibility.

### 50.8 Consistency Maintenance

A speech processing chain involves signals, operations, and parameter sets. An important consideration for speech software is whether or not consistency is maintained among all of these. Thus, for example, if one input signal is replaced with another, are all intermediate and output signals recalculated automatically? Consistency maintenance is primarily an issue for speech software with visual interfaces, namely whether or not the software guarantees that all aspects of the visible displays are consistent with each other.

Spreadsheet-style interfaces (for display-oriented software) and block-diagram interfaces (for compute-oriented software) usually provide consistency maintenance.

### 50.9 Other Characteristics of Common Approaches

### 50.9.1 Memory-based vs. File-based

"Memory-based" speech software carries out all of its processing and display operations on signals that arestored entirely within memory, regardless of whether or not the signals also have an external representation as a disk file. This approach has obvious limitations with respect to signal size, but it simplifies programming and yields fast operation. Thus, memory-based software is well-suited for teaching and the interactive exploration of small samples.

In "file-based" speech software, on theother hand, signals are represented and manipulated asdisk files. The software partially buffers portions of the signal in memory as required for processing and display operations. Although programming can be more complicated, the advantage is that there are no inherent limitations on signal size. The file-based approach is, therefore, well-suited for large scale experiments.

### 50.9.2 Documentation of Processing History

M odern speech processing involvescomplicated algorithmswith many processingstepsand operating parameters. As a result, it is often important to be able to reconstruct exactly how a given signal was produced. Speech software can help here by creating appropriate records as signal and parameter files are processed.

The most common method for recording this information about a given signal is to put it in the same file as the signal. M ost modern speech software uses a file format that includes a "file header" that is used for this purpose. M ost systems store at least some information in the header, e.g., the sampling rate of the signal. Others, such as ESPS, attempt to store all relevant information. In this approach, the header of a signal file produced by any program includes the program name, values of processing parameters, and the names and headers of all source files. The header is a recursive structure, so that theheaders of the sourcefiles themsel ves contain thenames and headers of files that were prior sources. Thus, a signal file header contains the headers of all sourcefiles in the processing chain. It follows that files contain a complete history of the origin of the data in the file and all the intermediate processing steps. The importance of record keeping grows with the complexity of computation chains and the extent of available parametric control.

### 50.9.3 Personalization

There is considerable variation in the extent to which speech software can be customized to suit personal requirements and tastes. Some systems cannot be personalized at all; they start out the same way, every time. But most systems store personal preferences and use them again next time. Savable preferences may include color selections, button layout, button semantics, menu contents, currently loaded signals, visiblewindows, window arrangement, and default parameter setsfor speech processing operations.

At the extreme, some systems can save a complete "snapshot" that permits exact resumption. This is particularly important for theinteractivestudy of complicated signal configurations across repeated software sessions.

### 50.9.4 Real-Time Performance

Software is generally described as "real-time" if it is able to keep up with relevant, changing inputs. In the case of speech software, this usually means that the software can keep up with input speech.

Even this definition is not particularly meaningful unless the input speech is itself coming from a
human speaker and digitized in real-time. Otherwise, the real-issueis whether or not the software is fast enough to keep up with interactive use.

For example, if one is testing speech recognition software by directly speaking into the computer, real-time performance is important. It is less important, on the other hand, if the test procedure involves running batch scripts on a database of speech files.

If the speech software is designed to take input directly from devices (or pipes, in the case of Unix), then the issue becomes one of CPU speed.

### 50.9.5 Source Availability

It is unfortunate but true that the best documentation for a given speech processing command is often the sourcecode. Thus, the availability of source codemay bean important factor for this reason alone. Typically, this is more important when the software is used in advanced R\&D applications. Sources also areneeded if users have requirementsto port the speech softwareto additional platforms. Source availability may also be important for extensibility, since it may not be possible to extend the speech software without the sources.

If the speech software is interpreter-based, sources of interest will include the sources for any built-in operations that are implemented as interpreter scripts.

### 50.9.6 Hardware Requirements

Speech softwaremay requiretheinstallation of special purposehardware. Therearetwo main reasons for such requirements: to accelerate particular computations (e.g., spectrograms), and to provide speech I/O with A/D and D/A converters.

Such hardware has several disadvantages. It adds to the system cost, and it decreases the overall reliability of the system. It may also constrain system software upgrades; for example, the extra hardware may use special device drivers that do not survive OS upgrades. Special purpose hardware used to be common, but is less so now owing to the continuing increase in CPU speeds and the prevalenceof built-in audio I/O. It isstill important, however, when maximum speed and high-quality audio I/O are important. CSL is a good example of an integrated hardware/software approach.

### 50.9.7 Cross-Platform Compatibility

If your hardware platform may change or your site has a variety of platforms, then it is important to consider whether the speech software is available across a variety of platforms. Source availability (Section 50.9.5) is relevant here.

If you intend to run thespeech softwareon several platformsthat havedifferent underlyingnumeric representations (a byte order difference being most likely), then it is important to know whether the file formats and signal I/O software support transparent data exchange.

### 50.9.8 Degree of Specialization

Somespeech softwareisintended for general purposework in speech (e.g., ESPS/waves, M ATLAB ${ }^{\text {TM }}$ ). Other software is intended for more specialized usage. Some of the areas where specialized software tools may be relevant include linguistics, recognition, synthesis, coding, psycho-acoustics, clinicalvoice, music, multi-media, sound and vibration, etc. Two examples are HTK for recognition, and Delta (from Eloquent Technology) for synthesis.

### 50.9.9 Support for Speech Input and Output

In thepast, built-in speech I/O hardwarewas uncommon in workstations and PCs, so speech software typically supported speech I/O by means of add-on hardware supplied with the software or available from other third parties. Thisprovided thedesired capability, albeit with thedisadvantages mentioned earlier (see Section 50.9.6).

Today most workstationsand PCshavebuilt-in audio support that can beused directly by thespeech software. This avoids the disadvantages of add-on hardware, but the resulting A/D-D/A quality can be too noisy or otherwise inadequate for use in speech R\&D (the built-in audio is typically designed for moremundane requirements). Therearevarious reasons why special-purpose hardware may still beneeded, including:

- need for more than two channels
- need for very high sampling rates
- compatibility with special hardware(e.g., DAT tape)


### 50.10 File Formats (Data Import/Export)

Signal fileformatsarefundamentally important becausethey determinehow easy it isfor independent programs to read and write thefiles (interoperability). Furthermore, the format determines whether files can contain all of the information that a program might need to operate on the file's primary data (e.g., can the file contain the sampling frequency in addition to a waveform itself?).

The best way to design speech file formats is hotly debated, but the clear trend has been towards "self-describing" file formats that include information about the names, data types, and layout of all data in the file. (For example, this permits programs to retrieve data by name.)

There are many popular file formats, and various programs are available for converting among them (e.g., SOX). For speech sampled data, the most important file format is Sphere (from NIST), which is used in the speech databases available from the Linguistic Data Consortium (LDC). Sphere supports several data compression formats in a variety of standard and specialized formats.

Sphereworkswell for sampled datafiles, but islimited for more general speech datafiles. A general purpose, public-domain format (Esignal) has recently been made available by Entropic.

### 50.11 Speech Databases

Numerous databases (or corpora) of speech are available from various sources. For a current list, see the comp.speech Frequently Asked Questions (FAQ) (see Section 50.13). The largest supplier of speech data is the Linguistic D ata Consortium, which publishes a large number of CDs containing speech and linguistic data.

### 50.12 Summary of Characteristics and Uses

In Section 50.1, we mentioned that the three most common uses for speech software are teaching, interactive exploration, and batch experiments. And at variouspoints duringthediscussion of speech software characteristics, we mentioned their relative importance for the different classes of software uses. Weattempt to summarizethis in Table50.1, wherethe symbol " $\bullet$ " indi cates that a characteristic is particularly useful or important.

It is important not to take Table 50.1 too seriously. As we mentioned at the outset, the various distinguishing characteristics discussed in this section are not independent (i.e., there is considerable
overlap). Furthermore, the three classes of software use are broad and not always easily distinguishable; i.e., the importance of particular software characteristics depends a lot on the details of intended use. Nevertheless, Table 50.1 is a reasonable starting point for evaluating particular software in the context of intended use.

|  | Teaching | Interactive exploration | $\begin{gathered} \text { Batch } \\ \text { experiments } \end{gathered}$ |
| :---: | :---: | :---: | :---: |
| OS-based (50.3.1) |  |  | - |
| Workspace-based (50.3.2) | - |  |  |
| Compute-oriented (50.4.1) |  |  | - |
| Display-oriented (50.4.2) | - | - |  |
| Compiled (50.5.2) |  |  | - |
| Interpreted (50.5.1) |  | - |  |
| Text-based interface (50.6.1) |  | - | - |
| Visual interface (50.6.2) | - | - |  |
| Memory-based (50.9.1) | - | - |  |
| File-based (50.9.1) |  |  | - |
| Parametric control (50.6.3) | - | - | - |
| Consistency maintenance (50.8.0) | - | - |  |
| History documentation (50.9.2) |  | - | - |
| Extensibility (50.7.0) |  | - | - |
| Personalization (50.9.3) |  | - | - |
| Real-time performance (50.9.4) | - | - |  |
| Source availability (50.9.5) |  | - | - |
| Cross-platform compatibility (50.9.7) | $\bullet$ | - | - |
| Support for speech I/O (50.9.9) | - | - |  |

### 50.13 Sources for Finding Out What is Currently Available

The best single online source of general information is the Internet news group comp.speech, and in particular its FAQ (seehttp://svr-www.eng.cam.ac.uk/comp. speech/). Use this as a starting point.

Here are some other WWW sites that (at this writing) contain speech software information or pointers to other sites:

http://svr-www.eng.cam.ac.uk<br>http://mambo.ucsc.edu/psl/speech.html<br>http://www.bdti.com/faq/dsp_faq.html<br>http://www.ldc.upenn.edu<br>http://www.entropic.com

### 50.14 Future Trends

From the user's viewpoint, speech software will continue to become easier to use, with a heavier reliance on visual interfaces with consistency maintenance.

Calculator, spreadsheet, and block-diagram interfaces will become more common, but will not eliminate text-based (programming, scripting) interfaces for specifying computations and system extensions.

Software will become more open. Seamless extensibility will be more common, and extensions will be easier. GUI extensions as well as computation extensions will be supported.

Therewill beless of adistinction between compute-oriented and display-oriented speech software. H ybrid compute/display-oriented software will dominate.

Visualization will become more important and more sophisticated, particularly for multidimensional data. "Movies" will be used to show arbitrary 3D data. Sound will be used to represent an arbitrary dimension. Various methods will be available to project $N$-dimensional data into 2- or 3-space. (This will be used, for example, to show aspects of vector quantization or H M M clustering.)

Public-domain fileformats will dominateproprietary formats. Networked computers will be used for parallel computation if available. Tcl/Tk and Java will grow in popularity as a base for graphical data displays and user interfaces.
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|M AGE AND VIDEO SIGNAL PROCESSING is quite different from other forms of signal processing for a variety of reasons. The most obvious difference lies in the fact that these signals are two or three dimensional. This means that some familiar techniques used for processing one-dimensional signals, for example, those that require factorization of polynomials, have to be abandoned. Other techniques for filtering, sampling, and transform computation have to be modified. Even more compromises have to be made, however, because of the signals' size. Images and sequences of images can be huge. For example, processing sequences of color images each of which contains 780 rows and 1024 columns at a frame rate of 30 frames per second requires a data rate of 72 megabytes per second. Successful image processing techniques reward careful attention to problem requirements, algorithmic complexity, and machine architecture. The past decadehas been particularly exciting as each new wave of faster computing hardware has opened the door to new applications. This is a trend that will likely continue for some time.

The following chapters, written by experts in their fields, highlight the state-of-the-art in several aspects of image and video processing. The range of topics is quite broad. While it includes some discussions of techniquesthat go back morethan a decade, theemphasisis on current practice. There is some danger in this, becausethe field is changing very rapidly, but, on theother hand, many of the concepts on which these current techniques are based should be around for some time.

Chapter 51 is a very long and thorough discussion of image processing fundamentals. For a novice to the field, this material is important for a complete understanding. It discusses the basics of how images differ from other types of signals and how the limitations of cameras, displays, and the human visual system affect the kinds of processing that can be done. It also defines the basic theory of multidimensional digital signal processing, particularly with respect to how linear and nonlinear filtering, transform computation, and sampling are generalized from the one dimensional case. Other topics treated include statistical models for images, models for recording distortions, histogram-based methods for image processing, and image segmentation.

Probably the most visibleimage processing isoccurring in the development of standardsfor image and video compression. JPEG, M PEG, and digital television are all highly visible success stories. Chapter 52 looks at methods for still image compression includingJPEG, wavelet, and fractal coders. Image compression is successful because image samples are spatially correlated with their neighbors. O peratorssuch asthediscrete cosinetransform (DCT) largely removethiscorrelation and capturethe essence of an image block in a few parameters that can bequantized and transmitted. Thetransform domain also enables these coders to exploit limitations in the human visual system. Chapters 55 and 56 extend these approaches to video and television compression, respectively. Video compression achieves significant additional compression gains by exploiting the temporal redundancy that is present in video sequences. Thisisdoneby using simplemodels for modelingobject motion within a scene, using these models to predict the current frame, and then encoding only the model parameters and the quantized prediction errors.

Images are often distorted when they are recorded. This might be caused by out-of-focus optics, motion blur, camera noise, or coding errors. Chapter 53 looks at methods for image and video restoration. This is the most mathematically based area of image processing, and it is also one of the areas with the longest history. It has applications in the analysis of astronomical images, in forensic
imaging, and in the production of high-quality stills from video sequences.
Chapter 54 looks at methods for motion estimation and video scan conversion. M otion estimation is a key technique for removing temporal redundancy in image sequences and, as a result, it is a key component in all of the video compression standards. It is also, however, a highly time-consuming numerically ill-posed operation. As a result it continues to be highly studied, particularly with respect to more sophisticated motion models. A related problem is the problem of scanning format conversion. Thisisamajor issuein television systemswhereboth interlaced and progressively scanned images are encountered.

Chapter 57 explores stereoscopic and multiview image processing. Traditional image processing assumes that only one camera is present. As a result depth information in a three-dimensional scene is lost. When explicit depth information is needed, multiple cameras can be used. Differences in the displacement of objects in the left and right images can be converted to depth measurements. Mammals do this naturally with their two eyes. Stereoscopic image processing techniques are becoming increasingly used in problems of computer vision and computer graphics. This chapter discusses the state of-the art in this emerging area.

The final two chapters in this section, Chapters 58 and 59, look at software and hardware systems for doing imageprocessing. Chapter 58 provides an overview of a representativeset of image software packages that embody the core capabilities required by many image processing applications. It also provides alist of Internet addresses for a number of imagedatabases. Chapter 59 provides an overview of VLSI architectures for implementing many of the video compression standards.
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### 51.1 Introduction

M odern digital technology has made it possible to manipulatemultidimensional signals with systems that rangefrom simpledigital circuitsto advanced parallel computers. Thegoal of thismanipulation can be divided into three categories:

- Image Processing $\quad$ image in $\rightarrow$ image out
- Image Analysis image in $\rightarrow$ measurements out
- Image Understanding image in $\rightarrow$ high-level description out

In this section we will focus on the fundamental concepts of image processing. Space does not permit us to make morethan a few introductory remarks about image analysis. Image understanding requires an approach that differs fundamentally from the theme of this handbook, Digital Signal Processing. Further, we will restrict ourselves to two-dimensional (2D) image processing although most of the concepts and techniques that are to be described can be extended easily to three or more dimensions.

We begin with certain basic definitions. An image defined in the "real world" is considered to be a function of two real variables, for example, $a(x, y)$ with $a$ as the amplitude (e.g., brightness) of the image at the real coordinate position $(x, y)$. An image may be considered to contain sub-images sometimes referred to as regions-of-interest, ROIs, or simply regions. This concept reflects the fact that images frequently contain collections of objects each of which can be the basis for a region. In a sophisticated image processing system it should be possible to apply specific image processing operations to selected regions. Thus, one part of an image (region) might be processed to suppress motion blur while another part might be processed to improve color rendition.

Theamplitudes of a given image will almost always beeither real numbers or integer numbers. The latter is usually a result of a quantization process that converts a continuous range( say, between 0 and $100 \%$ ) to a discrete number of levels. In certain image-forming processes, however, the signal may involve photon counting which implies that the amplitude would be inherently quantized. In other image forming procedures, such as magnetic resonance imaging, the direct physical measurement yields a complex number in theform of a real magnitude and a real phase. For the remainder of this introduction we will consider amplitudes as reals or integers unless otherwise indicated.

### 51.2 Digital Image Definitions

A digital image $a[m, n]$ described in a 2D discrete space is derived from an analog image $a(x, y)$ in a 2D continuous space through a sampling process that is frequently referred to as digitization. The mathematics of that sampling process will be described in section 51.5. For now we will look at some basic definitions associated with the digital image. The effect of digitization is shown in Fig. 51.1.


FIGURE 51.1: Digitization of a continuous image. Thepixel at coordinates $[m=10, n=3$ ] has the integer brightness value 110.

The 2D continuous image $a(x, y)$ is divided into N rows and M columns. The intersection of a row and a column is termed a pixel. The value assigned to the integer coordinates $[m, n]$ with $\{m=0,1,2, \ldots, M-1\}$ and $\{n=0,1,2, \ldots, N-1\}$ is $a[m, n]$. In fact, in most cases $a(x, y)$

- which we might consider to be the physical signal that impinges on the face of a 2D sensor - is actually a function of many variables including depth $(z)$, color $(\lambda)$, and time $(t)$. Unless otherwise stated, we will consider the case of 2D, monochromatic, static images in this chapter.

Theimage shown in Fig. 51.1 has been divided into $N=16$ rows and $M=16$ columns. Thevalue assigned to every pixel is the average brightness in the pixel rounded to the nearest integer value. The process of representing the amplitude of the 2 D signal at a given coordinate as an integer value with $L$ different gray levels is usually referred to as amplitudequantization or simply quantization.

### 51.2.1 Common Values

There are standard values for the various parameters encountered in digital image processing. These values can be caused by video standards, algorithmic requirements, or the desire to keep digital circuitry simple. Table 51.1 gives some commonly encountered values.

TABLE 51.1

| Common Values of Digital Image Parameters |  |  |  |
| :--- | :---: | :--- | :---: |
| Parameter | Symbol | Typical Values |  |
| Rows | $N$ | $256,512,525,625,1024,1035$ |  |
| Columns | $M$ | $256,512,768,1024,1320$ |  |
| Gray levels | $L$ | $2,64,256,1024,4096,16384$ |  |

Quite frequently we see cases of $M=N=2^{K}$ where $\{K=8,9,10\}$. This can be motivated by digital circuitry or by the use of certain algorithms such as the (fast) Fourier transform (see section 51.3.3).

The number of distinct gray levels is usually a power of 2 , that is, $L=2^{B}$ where $B$ is the number of bits in the binary representation of the brightness levels. When $B>1$, we speak of a gray-level image; when $B=1$, we speak of a binary image. In a binary image there are just two gray levels which can be referred to, for example, as "black" and "white" or " 0 " and " 1 ".

### 51.2.2 Characteristics of Image Operations

There is a variety of ways to classify and characterize image operations. The reason for doing so is to understand what type of results we might expect to achieve with a given type of operation or what might bethe computational burden associated with a given operation.

## Types of Operations

Thetypes of operationsthat can beapplied to digital imagesto transform an inputimage $a[m, n]$ into an output image $b[m, n]$ (or another representation) can be classified into three categories as shown in Table 51.2.

This is shown graphically in Fig. 51.2.

## Types of Neighborhoods

Neighborhood operations play a key rolein modern digital imageprocessing. It isthereforeimportant to understand how images can besampled and how that relates to thevarious neighborhoods that can be used to process an image.

- Rectangular sampling - In most cases, images are sampled by laying a rectangular grid over an imageasillustrated in Fig. 51.1. This results in thetypeof sampling shown in Fig. 51.3(a) and 51.3(b).

TABLE 51.2 Types of Image Operations

| Operation | Characterization | Generic <br> Complexity/Pixel |
| :--- | :--- | :--- |
| - Point | - the output value at a specific coordinate is dependent only on the input <br> value at that same coordinate. | constant |
| - Local | - the output value at a specific coordinate is dependent on the input values in <br> the neighborhood of that same coordinate. | $P^{2}$ |
| - Global | - the output value at a specific coordinate is dependent on all the values in the <br> input image. | $N^{2}$ |

$\underline{\text { Note: Image size }=N \times N \text {; neighborhood size }=P \times P \text {. Note that the complexity is specified in operations per pixel. } . . . ~ . ~}$


FIGURE 51.2: Illustration of various types of image operations.

- Hexagonal sampling - An alternative sampling scheme is shown in Fig. 51.3(c) and is termed hexagonal sampling.


FIGURE 51.3: (a) Rectangular sampling 4-connected; (b) rectangular sampling 8-connected; (c) hexagonal sampling 6-connected.

Both sampling schemes have been studied extensively and both represent a possible periodic tiling of the continuous image space. We will restrict our attention, however, to only rectangular sampling as it remains, due to hardware and software considerations, the method of choice.

Local operations produce an output pixel value $b\left[m=m_{0}, n=n_{0}\right]$ based on the pixel values in the neighborhood of $a\left[m=m_{0}, n=n_{0}\right]$. Some of the most common neighborhoods are the 4-connected neighborhood and the 8-connected neighborhood in the case of rectangular sampling
and the 6-connected neighborhood in the case of hexagonal sampling illustrated in Fig. 51.3.

### 51.2.3 Video Parameters

We do not propose to describe the processing of dynamically changing images in this introduction. It is appropriate - given that many static images are derived from video cameras and frame grabbers - to mention the standards that are associated with the three standard video schemes currently in worldwide use - NTSC, PAL, and SECAM. This information is summarized in Table 51.3.

TABLE 51.3 Standard Video Parameters

| Property | NTSC | Standard | SACAM |
| :--- | :---: | :---: | :---: |
| images/second | 29.97 | 25 | 25 |
| ms/image | 33.37 | 40.0 | 40.0 |
| lines/image | 525 | 625 | 625 |
| (horiz./vert.) $=$ aspect ratio | $4: 3$ | $4: 3$ | $4: 3$ |
| interlace | $2: 1$ | $2: 1$ | $2: 1$ |
| $\mu \mathrm{~s} /$ line | 63.56 | 64.00 | 64.00 |

In an interlaced image, theodd numbered lines $(1,3,5, \ldots)$ are scanned in half of the allotted time (e.g., 20 ms in PAL) and theeven numbered lines ( $2,4,6, \ldots$ ) are scanned in the remaining half. The image display must be coordinated with this scanning format. (See section 51.8.2.) The reason for interlacing the scan lines of a video image is to reducethe perception of flicker in a displayed image. If one is planning to use images that have been scanned from an interlaced video source, it is important to know if the two half-images have been appropriately "shuffled" by the digitization hardware or if that should be implemented in software. Further, the analysis of moving objects requires special care with interlaced video to avoid "zigzag" edges.

The number of rows ( $N$ ) from a video source generally corresponds one-to-one with lines in the video image. The number of columns, however, depends on the nature of the electronics that is used to digitize the image. Different frame grabbers for the same video camera might produce $M=384,512$, or 768 columns (pixels) per line.

### 51.3 Tools

Certain tools are central to the processing of digital images. Theseincludemathematical toolssuch as convolution, Fourier analysis, and statistical descriptions, and manipulative tools such as chain codes and run codes. We will present these tools without any specific motivation. The motivation will follow in later sections.

### 51.3.1 Convolution

There are several possible notations to indicate the convolution of two (multidimensional) signals to produce an output signal. The most common are:

$$
\begin{equation*}
c=a \otimes b=a * b \tag{51.1}
\end{equation*}
$$

We shall use the first form, $c=a \otimes b$, with the following formal definitions.
In 2D continuous space:

$$
\begin{equation*}
c(x, y)=a(x, y) \otimes b(x, y)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} a(\chi, \zeta) b(x-\chi, y-\zeta) d \chi d \zeta \tag{51.2}
\end{equation*}
$$

In 2D discrete space:

$$
\begin{equation*}
c[m, n]=a[m, n] \otimes b[m, n]=\sum_{j=-\infty}^{+\infty} \sum_{k=-\infty}^{+\infty} a[j, k] b[m-j, n-k] \tag{51.3}
\end{equation*}
$$

### 51.3.2 Properties of Convolution

There are a number of important mathematical properties associated with convolution.

- Convolution is commutative.

$$
\begin{equation*}
c=a \otimes b=b \otimes a \tag{51.4}
\end{equation*}
$$

- Convolution is associative.

$$
\begin{equation*}
c=a \otimes(b \otimes d)=(a \otimes b) \otimes d=a \otimes b \otimes d \tag{51.5}
\end{equation*}
$$

- Convolution is distributive.

$$
\begin{equation*}
c=a \otimes(b+d)=(a \otimes b)+(a \otimes d) \tag{51.6}
\end{equation*}
$$

where $a, b, c$, and $d$ are all images, either continuous or discrete.

### 51.3.3 Fourier Transforms

The Fourier transform produces another representation of a signal, specifically a representation as a weighted sum of complex exponentials. Because of Euler's formula:

$$
\begin{equation*}
e^{j q}=\cos (q)+j \sin (q) \tag{51.7}
\end{equation*}
$$

where $j^{2}=-1$, we can say that the Fourier transform produces a representation of a (2D) signal as a weighted sum of sines and cosines. The defining formulas for the forward Fourier and the inverse Fourier transforms are as follows. Given an image $a$ and its Fourier transform $A$, theforward transform goes from the spatial domain (either continuous or discrete) to the frequency domain which is always continuous.

$$
\begin{equation*}
\text { Forward - } \quad A=\mathcal{F}\{a\} \tag{51.8}
\end{equation*}
$$

The inverse Fourier transform goes from thefrequency domain back to the spatial domain

$$
\begin{equation*}
\text { Inverse- } \quad a=\mathcal{F}^{-1}\{A\} \tag{51.9}
\end{equation*}
$$

The Fourier transform is a unique and invertible operation so that:

$$
\begin{equation*}
a=\mathcal{F}^{-1}\{\mathcal{F}\{a\}\} \quad \text { and } \quad A=\mathcal{F}\left\{\mathcal{F}^{-1}\{A\}\right\} \tag{51.10}
\end{equation*}
$$

The specific formulas for transforming back and forth between the spatial domain and the frequency domain aregiven below.

In 2D continuous space:

$$
\begin{align*}
& \text { Forward - } \quad A(u, v)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} a(x, y) e^{-j(u x+v y)} d x d y  \tag{51.11}\\
& \text { Inverse- } \quad a(x, y)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} A(u, v) e^{+j(u x+v y)} d u d v \tag{51.12}
\end{align*}
$$

In 2D discrete space:

$$
\begin{align*}
& \text { Forward - } \quad A(\Omega, \Psi)=\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} a[m, n] e^{-j(\Omega m+\Psi n)}  \tag{51.13}\\
& \text { Inverse - } \quad a[m, n]=\frac{1}{4 \pi^{2}} \int_{-\pi}^{+\pi} \int_{-\pi}^{+\pi} A(\Omega, \Psi) e^{+j(\Omega m+\Psi n)} d \Omega d \Psi \tag{51.14}
\end{align*}
$$

### 51.3.4 Properties of Fourier Transforms

There are a variety of properties associated with the Fourier transform and the inverse Fourier transform. The following are some of the most relevant for digital image processing.

- The Fourier transform is, in general, a complex function of the real frequency variables. As such, the transform can be written in terms of its magnitude and phase.

$$
\begin{equation*}
A(u, \nu)=|A(u, v)| e^{j \varphi(u, v)} \quad A(\Omega, \Psi)=|A(\Omega, \Psi)| e^{j \varphi(\Omega, \Psi)} \tag{51.15}
\end{equation*}
$$

- A 2D signal can also be complex and thus written in terms of its magnitude and phase.

$$
\begin{equation*}
a(x, y)=|a(x, y)| e^{j \vartheta(x, y)} \quad a[m, n]=|a[m, n]| e^{j \vartheta[m, n]} \tag{51.16}
\end{equation*}
$$

- If a 2 D signal is real, then the Fourier transform has certain symmetries.

$$
\begin{equation*}
A(u, v)=A^{*}(-u,-v) \quad A(\Omega, \Psi)=A^{*}(-\Omega,-\Psi) \tag{51.17}
\end{equation*}
$$

The symbol (*) indicates complex conjugation. For real signals Eq. (51.17) leads directly to:

$$
\begin{align*}
|A(u, v)|=|A(-u,-v)| & \varphi(u, v)=-\varphi(-u,-v) \\
|A(\Omega, \Psi)|=|A(-\Omega,-\Psi)| & \varphi(\Omega, \Psi)=-\varphi(-\Omega,-\Psi) \tag{51.18}
\end{align*}
$$

- If a 2 D signal is real and even, then the Fourier transform is real and even.

$$
\begin{equation*}
A(u, v)=A(-u,-v) \quad A(\Omega, \Psi)=A(-\Omega,-\Psi) \tag{51.19}
\end{equation*}
$$

- The Fourier and the inverse Fourier transforms are linear operations.

$$
\begin{gather*}
\mathcal{F}\left\{w_{1} a+w_{2} b\right\}=\mathcal{F}\left\{w_{1} a\right\}+\mathcal{F}\left\{w_{2} b\right\}=w_{1} A+w_{2} B \\
\mathcal{F}^{-1}\left\{w_{1} A+w_{2} B\right\}=\mathcal{F}^{-1}\left\{w_{1} A\right\}+\mathcal{F}^{-1}\left\{w_{2} B\right\}=w_{1} a+w_{2} b \tag{51.20}
\end{gather*}
$$

where $a$ and $b$ are 2D signals (images) and $w_{1}$ and $w_{2}$ are arbitrary, complex constants.

- The Fourier transform in discrete space, $A(\Omega, \Psi)$, is periodic in both $\Omega$ and $\Psi$. Both periods are $2 \pi$.

$$
\begin{equation*}
A(\Omega+2 \pi j, \Psi+2 \pi k)=A(\Omega, \Psi) \quad j, k \text { integers } \tag{51.21}
\end{equation*}
$$

- The energy, $E$, in a signal can be measured either in the spatial domain or the frequency domain. For a signal with finite energy:
Parseval's theorem (2D continuous space):

$$
\begin{equation*}
E=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|a(x, y)|^{2} d x d y=\frac{1}{4 \pi^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|A(u, v)|^{2} d u d v \tag{51.22}
\end{equation*}
$$

Parseval's theorem (2D discrete space):

$$
\begin{equation*}
E=\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty}|a[m, n]|^{2}=\frac{1}{4 \pi^{2}} \int_{-\pi}^{+\pi} \int_{-\pi}^{+\pi}|A(\Omega, \Psi)|^{2} d \Omega d \Psi \tag{51.23}
\end{equation*}
$$

This "signal energy" is not to be confused with the physical energy in the phenomenon that produced the signal. If, for example, the value $a[m, n]$ represents a photon count, then the physical energy is proportional to the amplitude, $a$, and not the square of the amplitude. This is generally the case in video imaging.

- Given three, multi-dimensional signals $a, b$, and $c$ and their Fourier transforms $A, B$, and $C$ :

$$
c=a \otimes b \underset{\sim}{\underset{\mathcal{F}}{\leftrightarrow}} \quad C=A \bullet B
$$

and

$$
\begin{equation*}
c=a \bullet b \underset{\sim}{\underset{\mathcal{F}}{\leftrightarrow}} \quad C=\frac{1}{4 \pi^{2}} A \otimes B \tag{51.24}
\end{equation*}
$$

In words, convolution in the spatial domain is equivalent to multiplication in the Fourier (frequency) domain and vice-versa. This is a central result which provides not only a methodology for the implementation of a convolution but also insight into how two signals interact with each other - under convolution - to produce a third signal. We shall make extensive use of this result later.

- If a two-dimensional signal $a(x, y)$ is scaled in its spatial coordinates then:

$$
\begin{array}{rll}
\text { If } a(x, y) & \rightarrow & a\left(M_{x} \bullet x, M_{y} \bullet y\right) \\
\text { Then } A(u, v) & \rightarrow & A\left(u / M_{x}, v / M_{y}\right) /\left|M_{x} \bullet M_{y}\right| \tag{51.25}
\end{array}
$$

- If a two-dimensional signal $a(x, y)$ has Fourier spectrum $A(u, v)$ then:

$$
\begin{align*}
& A(u=0, v=0)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} a(x, y) d x d y \\
& a(x=0, y=0)=\frac{1}{4 \pi^{2}} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} A(u, v) d x d y \tag{51.26}
\end{align*}
$$

- If a two-dimensional signal $a(x, y)$ has Fourier spectrum $A(u, v)$ then:

$$
\begin{align*}
\frac{\partial a(x, y)}{\partial x} & \stackrel{\mathcal{F}}{\leftrightarrow} j u A(u, v) \quad \frac{\partial a(x, y)}{\partial y} \underset{\leftrightarrow}{\mathcal{F}} j v A(u, v) \\
\frac{\partial^{2} a(x, y)}{\partial x^{2}} \underset{\leftrightarrow}{\mathcal{F}} & -u^{2} A(u, v) \quad \frac{\partial^{2} a(x, y)}{\partial y^{2}} \underset{\leftrightarrow}{\mathcal{F}}-v^{2} A(u, v) \tag{51.27}
\end{align*}
$$

## Importance of Phase and Magnitude

Equation (51.15) indicates that the Fourier transform of an image can be complex. This is illustrated below in Fig. 51.4(a-c). Figure51.4(a) shows the original image $a[m, n]$, Fig. 51.4(b) the magnitude in a scaled form as $\log (|A(\Omega, \Psi)|)$, and Fig. 51.4(c) the phase $\varphi(\Omega, \Psi)$.

Both the magnitude and the phase functions are necessary for the complete reconstruction of an image from its Fourier transform. Figure 51.5(a) shows what happens when Fig. 51.4(a) is


FIGURE 51.4: (a) Original; (b) $\log (|A(\Omega, \Psi)|)$; (c) $\varphi(\Omega, \Psi)$.


FIGURE 51.5: (a) $\varphi(\Omega, \Psi)=0$ and (b) $|A(\Omega, \Psi)|=$ constant.
restored solely on thebasis of themagnitudeinformation and Fig. 51.5(b) shows what happens when Fig. 51.4(a) is restored solely on the basis of the phase information.

Neither the magnitude information nor the phase information is sufficient to restore the image. The magnitude-only image, Fig. 51.5(a), is unrecognizable and has severe dynamic range problems. The phase-only image, Fig. 51.5(b), is barely recognizable, that is, severely degraded in quality.

## Circularly Symmetric Signals

An arbitrary 2D signal $a(x, y)$ can always be written in a polar coordinate system as $a(r, \theta)$. When the 2D signal exhibits a circular symmetry this means that:

$$
\begin{equation*}
a(x, y)=a(r, \theta)=a(r) \tag{51.28}
\end{equation*}
$$

where $r^{2}=x^{2}+y^{2}$ and $\tan \theta=y / x$. As a number of physical systems, such as lenses, exhibit circular symmetry, it is useful to be able to compute an appropriate Fourier representation.

The Fourier transform $A(u, \nu)$ can be written in polar coordinates $A\left(\omega_{r}, \xi\right)$ and then, for a circularly symmetric signal, rewritten as a Hankel transform:

$$
\begin{equation*}
A(u, v)=\mathcal{F}\{a(x, y)\}=2 \pi \int_{0}^{\infty} a(r) J_{0}\left(\omega_{r} r\right) r d r=A\left(\omega_{r}\right) \tag{51.29}
\end{equation*}
$$

where $\omega_{r}^{2}=u^{2}+v^{2}$ and $\tan \xi=v / u$ and $J_{0}(\bullet)$ is a Bessel function of the first kind of order zero.
The inverse Hankel transform is given by:

$$
\begin{equation*}
a(r)=\frac{1}{2 \pi} \int_{0}^{\infty} A\left(\omega_{r}\right) J_{0}\left(\omega_{r} r\right) \omega_{r} d \omega_{r} \tag{51.30}
\end{equation*}
$$

The Fourier transform of a circularly symmetric 2D signal is a function of only the radial frequency, $\omega_{r}$. The dependence on the angular frequency, $\xi$, has vanished. Further, if $a(x, y)=a(r)$ is real,
then it is automatically even due to the circular symmetry. According to Eq. (51.19), $A\left(\omega_{r}\right)$ will then be real and even.

## Examples of 2D Signals and Transforms

Table 51.4 shows some basic and useful signals and their 2D Fourier transforms. In using the table entries in the remainder of this chapter, we will refer to a spatial domain term as the point spread function (PSF) or the 2D impulse response and its Fourier transforms as the optical transfer function (OTF) or simply transfer function. Two standard signals used in this table are $u(\bullet)$, the unit step function, and $J_{1}(\bullet)$, the Bessel function of the first kind. Circularly symmetric signals are treated as functions of $r$ as in Eq. (51.28).

### 51.3.5 Statistics

In image processing, it is quite common to use simple statistical descriptions of images and subimages. The notion of a statistic is intimately connected to the concept of a probability distribution, generally the distribution of signal amplitudes. For a given region - which could conceivably be an entire image - we can define the probability distribution function of the brightnesses in that region and the probability density function of the brightnesses in that region. We will assume in the discussion that follows that we are dealing with a digitized image $a[m, n]$.

## Probability Distribution Function of the Brightnesses

The probability distribution function, $P(a)$, is the probability that a brightness chosen from the region is less than or equal to a given brightness value $a$. As $a$ increases from $-\infty$ to $+\infty, P(a)$ increases from 0 to 1. $P(a)$ is monotonic, nondecreasing in $a$ and thus $d P / d a \geq 0$.

## Probability Density Function of the Brightnesses

The probability that a brightness in a region falls between $a$ and $a+\Delta a$, given the probability distribution function $P(a)$, can be expressed as $p(a) \Delta a$ where $p(a)$ is the probability density function:

$$
\begin{equation*}
p(a) \Delta a=\left(\frac{d P(a)}{d a}\right) \Delta a \tag{51.31}
\end{equation*}
$$

Because of the monotonic, nondecreasing character of $P(a)$ we have that:

$$
\begin{equation*}
p(a) \geq 0 \text { and } \int_{-\infty}^{+\infty} p(a) d a=1 \tag{51.32}
\end{equation*}
$$

For an image with quantized (integer) brightness amplitudes, the interpretation of $\Delta a$ is thewidth of a brightness interval. We assume constant width intervals. The brightness probability density function is frequently estimated by counting the number of times that each brightness occurs in the region to generate a histogram, $h[a]$. The histogram can then be normalized so that the total area under the histogram is 1 [Eq. (51.32)]. Said another way, the $p[a]$ for a region is the normalized count of the number of pixels, $\Lambda$, in a region that have quantized brightness $a$ :

$$
\begin{equation*}
p[a]=\frac{1}{\Lambda} h[a] \text { with } \Lambda=\sum_{a} h[a] \tag{51.33}
\end{equation*}
$$

The brightness probability distribution function for the image shown in Fig. 51.4(a) is shown in Fig. 51.6(a). The (unnormalized) brightness histogram of Fig. 51.4(a), which is proportional to the estimated brightness probability density function, is shown in Fig. 51.6(b). The height in this histogram corresponds to the number of pixels with a given brightness.

TABLE 51.4 2D Images and their Fourier Transforms



TABLE 51.4 2D Images and their Fourier Transforms (continued)


(a)

(b)

FIGURE 51.6: (a) Brightness distribution function of Fig. 51.4(a) with minimum, median, and maximum indicated. See text for explanation. (b) Brightness histogram of Fig. 51.4(a).

Both the distribution function and the histogram as measured from a region are a statistical description of that region. It should be emphasized that both $P[a]$ and $p[a]$ should be viewed as estimates of true distributions when they are computed from a specific region. That is, we view an image and a specific region as one realization of the various random processes involved in the formation of that image and that region. In the same context, the statistics defined below must be viewed as estimates of the underlying parameters.

## Average

The averagebrightness of a region is defined as the samplemean of the pixel brightnesses within that region. The average, $m_{a}$, of the brightnesses over the $\Lambda$ pixels within a region ( $\Re$ ) is given by:

$$
\begin{equation*}
m_{a}=\frac{1}{\Lambda} \sum_{(m, n) \in \Re} a[m, n] \tag{51.34}
\end{equation*}
$$

Alternatively, wecan useaformulation based on the(unnormalized) brightness histogram, $h(a)=$ $\Lambda \bullet p(a)$, with discrete brightness values $a$, This gives:

$$
\begin{equation*}
m_{a}=\frac{1}{\Lambda} \sum_{a} a \bullet h[a] \tag{51.35}
\end{equation*}
$$

Theaverage brightness, $m_{a}$, is an estimateof themean brightness, $\mu_{a}$, of the underlying brightness probability distribution.

## Standard Deviation

The unbiased estimate of the standard deviation, $s_{a}$, of the brightness within a region $(\Re)$ with $\Lambda$ pixels is called the samplestandard deviation and is given by:

$$
\begin{align*}
s_{a} & =\sqrt{\frac{1}{\Lambda-1} \sum_{m, n \in \Re}\left(a[m, n]-m_{a}\right)^{2}} \\
& =\sqrt{\frac{\sum_{m, n \in \Re} a^{2}[m, n]-\Lambda m_{a}^{2}}{\Lambda-1}} \tag{51.36}
\end{align*}
$$

Using the histogram formulation gives:

$$
\begin{equation*}
s_{a}=\sqrt{\frac{\left(\sum_{a} a^{2} \bullet h[a]\right)-\Lambda \bullet m_{a}^{2}}{\Lambda-1}} \tag{51.37}
\end{equation*}
$$

The standard deviation, $s_{a}$, is an estimate of $\sigma_{a}$ of the underlying brightness probability distribution.

## Coefficient-of-Variation

The dimensionless coefficient-of-variation, $C V$, is defined as:

$$
\begin{equation*}
C V=\frac{s_{a}}{m_{a}} \times 100 \% \tag{51.38}
\end{equation*}
$$

## Percentiles

The percentile, $p \%$, of an unquantized brightness distribution is defined as that value of the brightness $a$ such that:

$$
P(a)=p \%
$$

or equivalently

$$
\begin{equation*}
\int_{-\infty}^{a} p(\alpha) d \alpha=p \% \tag{51.39}
\end{equation*}
$$

Three special cases are frequently used in digital image processing.

- $0 \%$ the minimum value in the region
- $50 \%$ the median value in the region
- $100 \%$ the maximum value in the region

All three of these values can be determined from Fig. 51.6(a).

## Mode

The mode of the distribution is the most frequent brightness value. There is no guarantee that a mode exists or that it is unique.

## Signal-to-Noise Ratio

The signal-to-noise ratio, $S N R$, can have several definitions. The noise is characterized by its standard deviation, $s_{n}$. The characterization of the signal can differ. If the signal is known to lie between two boundaries, $a_{\min } \leq a \leq a_{\max }$, then the $S N R$ is defined as:

Bounded signal -

$$
\begin{equation*}
S N R=20 \log _{10}\left(\frac{a_{\max }-a_{\min }}{s_{n}}\right) d B \tag{51.40}
\end{equation*}
$$

If the signal is not bounded but has a statistical distribution, then two other definitions are known:
Stochastic signal -

$$
\begin{align*}
S \& N \text { inter-dependent } S N R & =20 \log _{10}\left(\frac{m_{a}}{s_{n}}\right) d B  \tag{51.41}\\
S \& N \text { independent } S N R & =20 \log _{10}\left(\frac{s_{a}}{s_{n}}\right) d B \tag{51.42}
\end{align*}
$$

where $m_{a}$ and $s_{a}$ are defined above.
The various statistics are given in Table 51.5 for the image and the region shown in Fig. 51.7.


FIGURE 51.7: Region is the interior of the circle.

TABLE 51.5 Statistics from
Fig.51.7

| Statistic | Image | ROI |
| :--- | :---: | :---: |
| Average | 137.7 | 219.3 |
| Standard deviation | 49.5 | 4.0 |
| Minimum | 56 | 202 |
| M edian | 141 | 220 |
| M aximum | 241 | 226 |
| M ode | 62 | 220 |
| SNR (db) | $N A$ | 33.3 |

A $S N R$ calculation for theentireimagebased on Eq. (51.40) isnot directly available. The variations in theimagebrightnessesthat lead to thelargevalueof $s(=49.5)$ arenot, in general, dueto noisebut to the variation in local information. With thehelp of theregion, thereis a way to estimatethe $S N R$. We can use the $s_{\mathfrak{R}}(=4.0)$ and the dynamic range, $a_{\max }-a_{\min }$, for the image ( $=241-56$ ) to calculate a global $\operatorname{SNR}(=33.3 \mathrm{~dB})$. The underlying assumptions are that (1) the signal is approximately constant in that region and the variation in the region is, therefore, due to noise, and that (2) the noise is the same over the entire image with a standard deviation given by $s_{n}=s_{\Re}$.

### 51.3.6 Contour Representations

When dealing with a region or object, several compact representations are availablethat can facilitate manipulation of and measurements on the object. In each case we assume that we begin with an image representation of the object as shown in Fig. 51.8(a) and (b). Several techniques exist to represent the region or object by describing its contour.

## Chain Code

This representation is based on the work of Freeman. We follow the contour in a clockwise manner and keep track of the directions as we go from one contour pixel to the next. For the standard implementation of the chain code, we consider a contour pixel to be an object pixel that has a background (nonobject) pixel as one or more of its 4-connected neighbors. See Figs. 51.3(a) and 51.8(c).

The codes associated with eight possible directions are the chain codes and, with $x$ as the current contour pixel position, the codes are generally defined as:

$$
\text { Chain codes }=\begin{array}{ccc}
3 & 2 & 1 \\
4 & x & 0  \tag{51.43}\\
5 & 6 & 7
\end{array}
$$

## Chain Code Properties

- Even codes $\{0,2,4,6\}$ correspond to horizontal and vertical directions: odd codes $\{1,3,5,7\}$


FIGURE 51.8: Region (shaded) as it is transformed from (a) continuous to (b) discrete form and then considered as a (c) contour or (d) run lengths illustrated in alternating colors.
correspond to the diagonal directions.

- Each code can be considered as the angular direction, in multiples of $45^{\circ}$, that we must move to go from one contour pixel to the next.
- The absolute coordinates [ $m, n$ ] of the first contour pixel (e.g., top, leftmost) together with the chain code of the contour represent a complete description of the discrete region contour.
- When there is a change between two consecutive chain codes, then the contour has changed direction. This point is defined as a corner.


## "Crack" Code

An alternative to the chain code for contour encoding is to use neither the contour pixels associated with the object nor the contour pixels associated with background but rather the line, the "crack", in between. This is illustrated with an enlargement of a portion of Fig. 51.8 in Fig. 51.9.

The "crack" code can be viewed as a chain code with four possible directions instead of eight.

$$
\text { Crack codes }=\begin{array}{ccc} 
& 1 &  \tag{51.44}\\
2 & x & 0 \\
3
\end{array}
$$

The chain codefor the enlarged section of Fig. 51.9(b), from top to bottom, is $\{5,6,7,7,0\}$. The crack code is $\{3,2,3,3,0,3,0,0\}$.


FIGURE 51.9: (a) Object including part to be studied. (b) Contour pixels as used in the chain code are diagonally shaded. The "crack" is shown with the thick black line.

## Run Codes

A third representation is based on coding the consecutive pixels along a row - a run - that belongs to an object by giving the starting position of the run and the ending position of the run. Such runs are illustrated in Fig. 51.8(d). There are a number of alternatives for the precise definition of the positions. Which alternative should be used depends on the application and thus will not be discussed here.

### 51.4 Perception

M any image processing applications are intended to produce images that are to be viewed by human observers (as opposed to, say, automated industrial inspection.) It is, therefore, important to understand the characteristics and limitations of the human visual system - to understand the "receiver" of the 2 D signals. At the outset it is important to realize that (1) the human visual system is not well understood, (2) no objective measure exists for judging the quality of an imagethat corresponds to human assessment to image quality, and (3) the "typical" human observer does not exist. Nevertheless, research in perceptual psychology has provided some important insights into the visual system.

### 51.4.1 Brightness Sensitivity

There are several ways to describethesensitivity of the human visual system. To begin, let us assume that a homogeneous region in an image has an intensity as a function of wavelength (color) given by $I(\lambda)$. Further, let us assume that $I(\lambda)=I_{o}$, a constant.

## Wavelength Sensitivity

The perceived intensity as a function of $\lambda$, the spectral sensitivity, for the "typical observer" is shown in Fig. 51.10.

## Stimulus Sensitivity

If the constant intensity (brightness) $I_{o}$ is allowed to vary, then, to a good approximation, the visual response, $R$, is proportional to the logarithm of the intensity. This is known as the WeberFechner law:

$$
\begin{equation*}
R=\log \left(I_{o}\right) \tag{51.45}
\end{equation*}
$$

The implications of this are easy to illustrate. Equal perceived steps brightness, $\Delta R=k$, require


FIGURE 51.10: Spectral sensitivity of the "typical" human observer.
that the physical brightness (the stimulus) increases exponentially. This is illustrated in Fig. 51.11(a) and (b).


FIGURE 51.11: (a) (Top) brightness step $\Delta I=k$, (bottom) brightness step $\Delta I=k \bullet I$. (b) Actual brightnesses plus interpolated values.

A horizontal line through the top portion of Fig. 51.11(a) shows a linear increase in objective brightness (Fig. 51.11(b)) but a logarithmic increase in subjective brightness. A horizontal line through the bottom portion of Fig. 51.11(a) shows an exponential increase in objective brightness Fig. 51.11(b) but a linear increase in subjective brightness.

TheM ach band effect is visiblein Fig. 51.11(a). Although the physical brightnessisconstant across each vertical stripe, the human observer perceives an "undershoot" and "overshoot" in brightness at what is physically a step edge. Thus, just before the step, we see a slight decrease in brightness compared to the true physical value. After the step we see a slight overshoot in brightness compared to the true physical value. The total effect is one of increased, local, perceived contrast at a step edge in brightness.

### 51.4.2 Spatial Frequency Sensitivity

If the constant intensity (brightness) $I_{o}$ is replaced by a sinusoidal grating with increasing spatial frequency (Fig. 51.12(a)), it is possible to determine the spatial frequency sensitivity. The result is shown in Fig. 51.12(b).

To translate these data into common terms, consider an "ideal" computer monitor at a viewing distance of 50 cm . The spatial frequency that will give maximum response is at 10 cycles per degree. (See Fig. 51.12(b)). The one degree at 50 cm translates to $50 \tan \left(1^{\circ}\right)=0.87 \mathrm{~cm}$ on the computer


FIGURE 51.12: (a) Sinusoidal test grating and (b) spatial frequency sensitivity.
screen. Thus, the spatial frequency of maximum response $f_{\max }=10 \mathrm{cycles} / 0.87 \mathrm{~cm}=11.46$ cycles/cm at this viewing distance. Translating this into a general formula gives:

$$
\begin{equation*}
f_{\max }=\frac{10}{d \bullet \tan \left(1^{\circ}\right)}=\frac{572.9}{d} \text { cycles } / \mathrm{cm} \tag{51.46}
\end{equation*}
$$

where $d=$ viewing distance measured in centimeters.

### 51.4.3 Color Sensitivity

Human color perception is an exceedingly complex topic. As such we can only present a brief introduction here. The physical perception of color is based on three color pigments in the retina.

## Standard Observer

Based on psychophysical measurements, standard curves have been adopted by theCIE (Commission Internationale del'Eclairage) as the sensitivity curves for the "typical" observer for the three "pigments" $\bar{x}(\lambda), \bar{y}(\lambda)$, and $\bar{z}(\lambda)$. These are shown in Fig. 51.13. These are not the actual pigment absorption characteristics found in the "standard" human retina but rather sensitivity curves derived from actual data.


FIGURE 51.13: Standard observer color pigment sensitivity curves.

For an arbitrary homogeneousregion in an imagethat has an intensity as a function of wavelength (color) given by $I(\lambda)$, the three pigment responses are called the tristimulus values:

$$
\begin{equation*}
X=\int_{0}^{\infty} I(\lambda) \bar{x}(\lambda) d \lambda \quad Y=\int_{0}^{\infty} I(\lambda) \bar{y}(\lambda) d \lambda \quad Z=\int_{0}^{\infty} I(\lambda) \bar{z}(\lambda) d \lambda \tag{51.47}
\end{equation*}
$$

## CIE Chromaticity Coordinates

The chromaticity coordinates, which describe the perceived color information, are defined as:

$$
\begin{equation*}
x=\frac{X}{X+Y+Z} \quad y=\frac{Y}{X+Y+Z} \quad z=1-(x+y) \tag{51.48}
\end{equation*}
$$

The red chromaticity coordinate is given by $x$ and the green chromaticity coordinate by $y$. The tristimulus values are linear in $I(\lambda)$, and thus the absolute intensity information has been lost in the calculation of the chromaticity coordinates $\{x, y\}$. All color distributions, $I(\lambda)$, that appear to an observer as having the same color will have the same chromaticity coordinates.

If we use a tunable source of pure color (such as dye laser), then the intensity can be modeled as $I(\lambda)=\delta\left(\lambda-\lambda_{0}\right)$ with $\delta(\bullet)$ as the impulse function. The collection of chromaticity coordinates $\{x, y\}$ that will be generated by varying $\lambda_{0}$ gives theCIE chromaticity triangle as shown in Fig. 51.14.


FIGURE 51.14: Chromaticity diagram containing the CIE chromaticity triangle associated with pure spectral colors and the triangle associated with CRT phosphors.

Pure spectral colors arealong theboundary of the chromaticity triangle. All other colors areinside the triangle. The chromaticity coordinates for some standard sources are given in Table 51.6.

TABLE 51.6
Chromaticity Coordinates for Standard Sources

| Source | $x$ | $y$ |
| :--- | :---: | :---: |
| Fluorescent lamp @ $4800^{\circ} \mathrm{K}$ | 0.35 | 0.37 |
| Sun @ $6000^{\circ} \mathrm{K}$ | 0.32 | 0.33 |
| Red phosphor (europium yttrium vanadate) | 0.68 | 0.32 |
| Green phosphor (zinc cadmium sulfide) | 0.28 | 0.60 |
| Blue phosphor (zinc sulfide) | 0.15 | 0.07 |

The description of color on the basis of chromaticity coordinates not only permits an analysis of color but provides a synthesis technique as well. Using a mixture of two color sources, it is possibleto generate any of the colors along the line connecting their respective chromaticity coordinates. Since we cannot have a negative number of photons, this means the mixing coefficients must be positive. Using three color sources such as the red, green, and blue phosphors on CRT monitors leads to the set of colors defined by the interior of the "phosphor triangle" shown in Fig. 51.14.

The formulas for converting from the tristimulus values ( $X, Y, Z$ ) to the well-known CRT colors ( $R, G, B$ ) and back aregiven by:

$$
\left[\begin{array}{l}
R  \tag{51.49}\\
G \\
B
\end{array}\right]=\left[\begin{array}{ccc}
1.9107 & -0.5326 & -0.2883 \\
-0.9843 & 1.9984 & -0.0283 \\
0.0583 & -0.1185 & 0.8986
\end{array}\right] \bullet\left[\begin{array}{l}
X \\
Y \\
Z
\end{array}\right]
$$

and

$$
\left[\begin{array}{l}
X  \tag{51.50}\\
Y \\
Z
\end{array}\right]=\left[\begin{array}{lll}
0.6067 & 0.1736 & 0.2001 \\
0.2988 & 0.5868 & 0.1143 \\
0.0000 & 0.0661 & 1.1149
\end{array}\right] \bullet\left[\begin{array}{l}
R \\
G \\
B
\end{array}\right]
$$

As long as the position of a desired color ( $X, Y, Z$ ) is inside the phosphor triangle in Fig. 51.14, the values $R, G$, and $B$ as computed by Eq. (51.49) will be positive and therefore can be used to drive a CRT monitor.

It isincorrect to assumethat asmall displacement anywherein thechromaticity diagram (Fig. 51.14) will producea proportionally small changein the perceived color. An empirically derived chromaticity space where this property is approximated is the ( $u^{\prime}, v^{\prime}$ ) space:

$$
u^{\prime}=\frac{4 x}{-2 x+12 y+3} \quad v^{\prime}=\frac{9 y}{-2 x+12 y+3}
$$

and

$$
\begin{equation*}
x=\frac{9 u^{\prime}}{6 u^{\prime}-16 v^{\prime}+12} \quad y=\frac{4 v^{\prime}}{6 u^{\prime}-16 v^{\prime}+12} \tag{51.51}
\end{equation*}
$$

Small changes almost anywhere in the ( $u^{\prime}, \nu^{\prime}$ ) chromaticity space produce equally small changes in the perceived colors.

### 51.4.4 Optical Illusions

The description of the human visual system presented above is couched in standard engineering terms. This could lead one to conclude that there is sufficient knowledge of the human visual system to permit modeling the visual system with standard system analysis techniques. Two simple examples of optical illusions, shown in Fig. 51.15, illustrate that this system approach would be a gross oversimplification. Such models should only be used with extreme care.

The left illusion induces the illusion of gray values in the eye that the brain "knows" do not exist. Further, there is a sense of dynamic change in the image due, in part, to the saccadic movements of the eye. The right illusion, K anizsa's triangle, shows enhanced contrast and false contours, neither of which can be explained by the system-oriented aspects of visual perception described above.

### 51.5 Image Sampling

Converting from a continuous image $a(x, y)$ to its digital representation $b[m, n]$ requires the process of sampling. In the ideal sampling system, $a(x, y)$ is multiplied by an ideal 2D impulse train:


FIGURE 51.15: Optical illusions.

$$
\begin{align*}
b_{\text {ideal }}[m, n] & =a(x, y) \bullet \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \delta\left(x-m X_{o}, y-n Y_{o}\right) \\
& =\sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} a\left(m X_{o}, n Y_{o}\right) \delta\left(x-m X_{o}, y-n Y_{o}\right) \tag{51.52}
\end{align*}
$$

where $X_{o}$ and $Y_{o}$ are the sampling distances or intervals and $\delta(\bullet, \bullet)$ is the ideal impulse function. (At some point, of course, the impulse function $\delta(x, y)$ is converted to the discrete impulse function $\delta[m, n]$.) Square sampling implies that $X_{o}=Y_{o}$. Sampling with an impulse function corresponds to sampling with an infinitesimally small point. This, however, does not correspond to the usual situation as illustrated in Fig. 51.1. To take the effects of a finite sampling aperture $p(x, y)$ into account, we can modify the sampling model as follows:

$$
\begin{equation*}
\left.b_{[ } m, n\right]=(a(x, y) \otimes p(x, y)) \bullet \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} \delta\left(x-m X_{o}, y-n Y_{o}\right) \tag{51.53}
\end{equation*}
$$

The combined effect of the aperture and sampling are best understood by examining the Fourier domain representation.

$$
\begin{equation*}
B(\Omega, \Psi)=\frac{1}{4 \pi^{2}} \sum_{m=-\infty}^{+\infty} \sum_{n=-\infty}^{+\infty} A\left(\Omega-m \Omega_{s}, \Psi-n \Psi_{s}\right) \bullet P\left(\Omega-m \Omega_{s}, \Psi-n \Psi_{s}\right) \tag{51.54}
\end{equation*}
$$

where $\Omega_{s}=2 \pi / X_{o}$ is the sampling frequency in the $x$ direction and $\Psi_{s}=2 \pi / Y_{o}$ is the sampling frequency in the $y$ direction. The aperture $p(x, y)$ is frequently square, circular, or Gaussian with the associated $P(\Omega, \Psi)$ (see Table 51.4). The periodic nature of the spectrum, described in Eq. (51.21) is clear from Eq. (51.54).

### 51.5.1 Sampling Density for Image Processing

To prevent the possible aliasing (overlapping) of spectral terms that is inherent in Eq. (51.54), two conditions must hold:

- Bandlimited $A(u, \nu)$ -

$$
\begin{equation*}
|A(u, v)| \equiv 0 \text { for }|u|>u_{c} \text { and }|\nu|>v_{c} \tag{51.55}
\end{equation*}
$$

- Nyquist sampling frequency -

$$
\begin{equation*}
\Omega_{s}>2 \bullet u_{c} \text { and } \Psi_{s}>2 \bullet v_{c} \tag{51.56}
\end{equation*}
$$

where $u_{c}$ and $v_{c}$ are the cutoff frequencies in the $x$ and $y$ direction, respectively. Images that are acquired through lenses that are circularly symmetric, aberration-free, and diffraction-limited will, in general, be bandlimited. The lens acts as a lowpass filter with a cutoff frequency in the frequency domain [Eq. (51.11)] given by:

$$
\begin{equation*}
u_{c}=v_{c}=\frac{2 N A}{\lambda} \tag{51.57}
\end{equation*}
$$

where $N A$ is the numerical aperture of the lens and $\lambda$ is the shortest wavelength of light used with the lens. If the lens does not meet one or more of these assumptions, then it will still be bandlimited but at lower cutoff frequencies than those given in Eq. (51.57). When working with the F-number $(F)$ of the optics instead of the $N A$ and in air (with index of refraction $=1.0$ ), Eq. (51.57) becomes:

$$
\begin{equation*}
u_{c}=v_{c}=\frac{2}{\lambda}\left(\frac{1}{\sqrt{4 F^{2}+1}}\right) \tag{51.58}
\end{equation*}
$$

## Sampling Aperture

The aperture $p(x, y)$ described above will have only a marginal effect on the final signal if the two conditions, Eqs. (51.56) and (51.57), are satisfied. Given, for example, the distance between samples $X_{o}$ equals $Y_{o}$ and a sampling aperture that is not wider than $X_{o}$, the effect on the overall spectrum - due to the $A(u, v) P(u, v)$ behavior implied by Eq. (51.53) - is illustrated in Fig. 51.16 for square and Gaussian apertures.


FIGURE 51.16: Aperture spectra $P(u, v=0)$ for frequencies up to half the $N$ yquist frequency. For explanation of "fill" see text.

The spectra are evaluated along one axis of the 2D Fourier transform. The Gaussian aperture in Fig. 51.16 has a width such that the sampling interval $X_{o}$ contains $\pm 3 \sigma(99.7 \%)$ of the Gaussian. The rectangular apertures have a width such that one occupies $95 \%$ of the sampling interval and the other occupies $50 \%$ of the sampling interval. The $95 \%$ width translates to a fill factor of $90 \%$ and the $50 \%$ width to a fill factor of $25 \%$. The fill factor is discussed in section 51.7.5.

### 51.5.2 Sampling Density for Image Anal ysis

The "rules" for choosing the sampling density when the goal is image analysis - asopposed to image processing - are different. Thefundamental difference is that the digitization of objects in an image into a collection of pixels introduces a form of spatial quantization noise that is not bandlimited. This leads to the following results for the choice of sampling density when one is interested in the measurement of area and (perimeter) length.

## Sampling for Area Measurements

Assuming square sampling, $X_{o}=Y_{o}$ and the unbiased algorithm for estimating area which involves simple pixel counting, the $C V$ [see Eq. (51.38)] of the area measurement is related to the sampling density by:

$$
\begin{equation*}
2 D: \quad \lim _{S \rightarrow \infty} C V(S)=k_{2} S^{-3 / 2} \quad 3 D: \quad \lim _{S \rightarrow \infty} C V(S)=k_{3} S^{-2} \tag{51.59}
\end{equation*}
$$

and in $D$ dimensions:

$$
\begin{equation*}
\lim _{S \rightarrow \infty} C V(S)=k_{D} S^{-(D+1) / 2} \tag{51.60}
\end{equation*}
$$

where $S$ is the number of samples per object diameter. In 2D, the measurement is area; in 3D, volume; and in $D$-dimensions, hypervolume.

## Sampling for Length Measurements

Again assuming square sampling and algorithms for estimating length based on the Freeman chain-code representation (see section 51.3.6), the $C V$ of the length measurement is related to the sampling density per unit length as shown in Fig. 51.17.


FIGURE 51.17: $C V$ of length measurement for various al gorithms.

The curves in Fig. 51.17 were developed in the context of straight lines but similar results have been found for curves and closed contours. The specific formulas for length estimation use a chain code representation of a line and are based on a linear combination of three numbers:

$$
\begin{equation*}
L=\alpha \bullet N_{e}+\beta \bullet N_{0}+\gamma \bullet N_{c} \tag{51.61}
\end{equation*}
$$

where $N_{e}$ is the number of even chain codes, $N_{0}$ the number of odd chain codes, and $N_{c}$ thenumber of corners. The specific formulas are given in Table 51.7.

TABLE 51.7 Length Estimation Formulas
$\underline{\text { Based on Chain CodeCounts }\left(N_{e}, N_{0}, \mathbf{N}_{\mathbf{c}}\right)}$
Coefficients

| Formula | $\alpha$ | $\beta$ | $\gamma$ |
| :--- | :---: | :---: | :---: |
| Pixel count | 1 | 1 | 0 |
| Freeman | 1 | $\sqrt{2}$ | 0 |
| Kulpa | 0.9481 | $0.9481 \bullet \sqrt{2}$ | 0 |
| Corner count | 0.980 | 1.406 | -0.091 |

## Conclusions on Sampling

If oneisinterested in image processing, one should choose a sampling density based on classical signal theory, that is, the Nyquist sampling theory. If one is interested in image analysis, one should choose a sampling density based on the desired measurement accuracy (bias) and precision (CV). In a case of uncertainty, one should choose the higher of the two sampling densities (frequencies).

### 51.6 Noise

Images acquired through modern sensors may be contaminated by a variety of noise sources. By noise we refer to stochastic variations as opposed to deterministic distortions such as shading or lack of focus. We will assume for this section that we are dealing with images formed from light using modern electro-optics. In particular we will assumethe use of modern, charge-coupled device (CCD) cameras where photons produce electrons that are commonly referred to as photoelectrons. N evertheless, most of theobservations we shall make about noise and its various sources hold equally well for other imaging modalities.

While modern technology has made it possible to reduce the noise levels associated with various electro-optical devices to almost negligiblelevels, one noise source can never be eliminated and thus forms the limiting case when all other noise sources are "eliminated".

### 51.6.1 Photon Noise

When the physical signal that we observe is based on light, then the quantum nature of light plays a significant role. A single photon at $\lambda=500 \mathrm{~nm}$ carries an energy of $E=h \nu=h c / \lambda=3.97 \times 10^{-19}$ Joules. M odern CCD cameras are sensitive enough to be able to count individual photons. (Camera sensitivity will be discussed in section 51.7.2). The noise problem arises from the fundamentally statistical nature of photon production. We cannot assume that, in a given pixel for two consecutive but independent observation intervals of length $T$, the same number of photons will be counted. Photon production is governed by the laws of quantum physics which restrict us to talking about an average number of photons within a given observation window. The probability distribution for $p$ photons in an observation window of length $T$ seconds is known to be Poisson:

$$
\begin{equation*}
P(p \mid \rho, T)=\frac{(\rho T)^{p} e^{-\rho T}}{p!} \tag{51.62}
\end{equation*}
$$

where $\rho$ is therateor intensity parameter measured in photons per second. It iscritical to understand that even if there were no other noise sources in the imaging chain, the statistical fluctuations associated with photon counting over a finite time interval $T$ would still lead to a finite signal-to-noise ratio ( $S N R$ ). If we use the appropriate formula for the $S N R$ [Eq. (51.41)], then due to the fact that the average value and the standard deviation are given by:

Poisson process -

$$
\begin{gather*}
\text { average }=\rho T  \tag{51.63}\\
\sigma=\sqrt{\rho T}
\end{gather*}
$$

we have for the $S N R$ :
Photon noise-

$$
\begin{equation*}
S N R=10 \log _{10}(\rho T) d B \tag{51.64}
\end{equation*}
$$

Thethreetraditional assumptions about the relationship between signal and noise do not hold for photon noise:

- photon noise is not independent of the signal;
- photon noise is not Gaussian; and
- photon noise is not additive.

For very bright signals, where $\rho T$ exceeds $10^{5}$, the noise fluctuations due to photon statistics can be ignored if the sensor has a sufficiently high saturation level. This will be discussed further in section 51.7.3 and, in particular, Eq. (51.73).

### 51.6.2 Thermal Noise

An additional, stochastic source of electrons in a CCD well is thermal energy. Electrons can be freed from the CCD material itself through thermal vibration and then, trapped in the CCD well, be indistinguishable from "true" photoelectrons. By cooling the CCD chip, it is possible to reduce significantly the number of "thermal electrons" that giverise to thermal noise or dark current. As the integration time $T$ increases, the number of thermal electronsincreases. The probability distribution of thermal electrons is also a Poisson process where the rate parameter is an increasing function of temperature. There are alternative techniques (to cooling) for suppressing dark current and these usually involveestimating theaveragedark current for thegiven integration time and then subtracting this valuefrom theCCD pixel valuesbeforetheA/D converter. Whilethis does reducethedark current average, it does not reducethedark current standard deviation and it al so reducesthepossibledynamic range of the signal.

### 51.6.3 On-Chip Electronic Noise

This noise originates in the process of reading the signal from the sensor, in this case through the field effect transistor (FET) of a CCD chip. Thegeneral form of thepower spectral density of readout noise is:

$$
\text { Readout noise- } \quad S_{n n}(\omega) \propto\left\{\begin{array}{ccc}
\omega^{-\beta} & \omega<\omega_{\min } & \beta>0  \tag{51.65}\\
k & \omega_{\min }<\omega<\omega_{\max } & \\
\omega^{\alpha} & \omega>\omega_{\max } & \alpha>0
\end{array}\right.
$$

where $\alpha$ and $\beta$ are constants and $\omega$ is the (radial) frequency at which the signal is transferred from the CCD chip to the "outside world". At very low readout rates ( $\omega<\omega_{\min }$ ) the noise has a $1 / f$ character. Readout noise can be reduced to manageable levels by appropriate readout rates and proper electronics. At very low signal levels [seeEq. (51.64)], however, readout noise can still become a significant component in the overall $S N R$.

### 51.6.4 KTC Noise

Noise associated with the gate capacitor of an FET is termed KTC noise and can be nonnegligible. The output RM S value of this noise voltage is given by:

KTC noise (voltage) -

$$
\begin{equation*}
\sigma_{K T C}=\sqrt{\frac{k T}{C}} \tag{51.66}
\end{equation*}
$$

where $C$ is the FET gate switch capacitance, $k$ is Boltzmann's constant, and $T$ is the absolutetemperature of the CCD chip measured in K. Using the relationships $Q=C \bullet V=N_{e^{-}} \bullet e^{-}$, the ouput RM S value of the KTC noise expressed in terms of the number of photoelectrons ( $N_{e^{-}}$) is given by:

KTC noise (electrons) -

$$
\begin{equation*}
\sigma_{N_{e}}=\frac{\sqrt{k T C}}{e^{-}} \tag{51.67}
\end{equation*}
$$

where $e^{-}$is the electron charge. For $C=0.5 \mathrm{pF}$ and $T=233 \mathrm{~K}$, this gives $N_{e^{-}}=252$ electrons. This value is a "one time" noise per pixel that occurs during signal readout and is thus independent of the integration time (see sections 51.6.1 and 51.7.7). Proper electronic design that makes use, for example, of correlated double sampling and dual-slope integration can almost completely eliminate KTC noise.

### 51.6.5 Amplifier Noise

The standard model for this type of noise is additive, Gaussian, and independent of the signal. In modern well-designed electronics, amplifier noise is generally negligible. The most common exception to this is in color cameras wheremore amplification is used in the blue color channel than in thegreen channel or red channel leading to morenoisein thebluechannel. (Seealso section 51.7.6.)

### 51.6.6 Quantization Noise

Quantization noise is inherent in the amplitude quantization process and occurs in the analog-todigital converter, ADC. Thenoise is additive and independent of thesignal when the number of levels $L \geq 16$. This is equivalent to $B \geq 4$ bits. (Seesection 51.2.1). For a signal that has been converted to electrical form and thushas a minimum and maximum electrical value, Eq. (51.40) istheappropriate formula for determining the $S N R$. If the ADC is adjusted so that 0 corresponds to the minimum electrical value and $2^{B}-1$ corresponds to the maximum electrical valuethen:

Quantization noise-

$$
\begin{equation*}
S N R=6 B+11 d B \tag{51.68}
\end{equation*}
$$

For $B \geq 8$ bits, this means a $S N R \geq 59 \mathrm{~dB}$. Quantization noise can usually be ignored as the total $S N R$ of a complete system is typically dominated by the smallest $S N R$. In CCD cameras, this is photon noise.

### 51.7 Cameras

The cameras and recording media available for modern digital image processing applications are changing at a significant pace. To dwell too long in this section on one major type of camera, such as theCCD camera, and to ignore developments in areas such as chargeinjection device (CID) cameras and CMOS cameras, is to run the risk of obsolescence. Nevertheless, the techniques that are used to characterize the CCD camera remain "universal" and the presentation that follows is given in the context of modern CCD technology for purposes of illustration.

### 51.7.1 Linearity

It is generally desirable that the relationship between the input physical signal (e.g., photons) and the output signal (e.g., voltage) be linear. Formally this means [as in Eq. (51.20)] that if wehave two images, $a$ and $b$, and two arbitrary complex constants, $w_{1}$ and $w_{2}$, and a linear camera response, then:

$$
\begin{equation*}
c=\mathcal{R}\left\{w_{1} a+w_{2} b\right\}=w_{1} \mathcal{R}\{a\}+w_{2} \mathcal{R}\{b\} \tag{51.69}
\end{equation*}
$$

where $\mathcal{R}\{\bullet\}$ is the camera response and $c$ is the camera output. In practice, the relationship between input $a$ and output $c$ is frequently given by:

$$
\begin{equation*}
c=\text { gain } \bullet a^{\gamma}+\text { offset } \tag{51.70}
\end{equation*}
$$

where $\gamma$ is the gamma of the recording medium. For a truly linear recording system we must have $\gamma=1$ and offset $=0$. Unfortunately, the offset is almost never zero and thus we must compensate for thisif theintention isto extract intensity measurements. Compensation techniques are discussed in section 51.10.1.

Typical values of $\gamma$ that may be encountered are listed in Table 51.8. M odern cameras often have the ability to switch electronically between various values of $\gamma$.

TABLE 51.8 Comparison of $\gamma$ of Various Sensors

| Sensor | Surface | $\gamma$ | Possible advantages |
| :--- | :---: | :---: | :---: |
| CCD chip | $\mathrm{Silicon}^{2}$ | 1.0 | Linear |
| Vidicon tube | $\mathrm{Sb}_{2} \mathrm{~S}_{3}$ | 0.6 | Compresses dynamic range $\rightarrow$ high contrast scenes |
| Film | Silver halide | $<1.0$ | Compresses dynamic range $\rightarrow$ high contrast scenes |
| Film | Silver halide | $>1.0$ | Expands dynamic range $\rightarrow$ low contrast scenes |

### 51.7.2 Sensitivity

There are two ways to describe the sensitivity of a camera. First, we can determine the minimum number of detectable photoelectrons. This can be termed the absolute sensitivity. Second, we can describe the number of photoelectrons necessary to change from one digital brightness level to the next, that is, to change one analog-to-digital unit (ADU). This can be termed the relative sensitivity.

## Absolute Sensitivity

To determine the absolute sensitivity we need a characterization of the camera in terms of its noise. If thenoisehas a $\sigma$ of, say, 100 photoelectrons, then to ensure detectability of a signal wecould then say that, at the $3 \sigma$ level, the minimum detectable signal (or absolute sensitivity) would be 300 photoelectrons. If all thenoise sources listed in section 51.6, with the exception of photon noise, can be reduced to negligible levels, this means that an absolute sensitivity of less than 10 photoelectrons is achievable with modern technology.

## Relative Sensitivity

Thedefinition of relative sensitivity, $S$, given abovewhen coupled to the linear case, Eq. (51.70) with $\gamma=1$, leads immediately to the result:

$$
\begin{equation*}
S=1 / \text { gain }=\text { gain }^{-1} \tag{51.71}
\end{equation*}
$$

The measurement of the sensitivity or gain can be performed in two distinct ways.

- If following Eq. (51.70), the input signal $a$ can be precisely controlled by either "shutter" time or intensity (through neutral density filters), then the gain can be estimated by estimating the slope of the resulting straight-line curve. To translate this into the desired units, however, a standard source must be used that emits a known number of photons onto the camera sensor and thequantum efficiency $(\eta)$ of the sensor must beknown. The quantum efficiency refers to how many photoelectrons are produced - on the average - per photon at a given wavelength. In general $0 \leq \eta(\lambda) \leq 1$.
- If, however, the limiting effect of the camera is only the photon (Poisson) noise (see section 51.6.1), then an easy-to-implement, alternativetechniqueis availableto determine the sensitivity. Using Eqs. (51.63), (51.70), and (51.71) and after compensating for the offset (see section 51.10.1), the sensitivity measured from an image $c$ is given by:

$$
\begin{equation*}
S=\frac{E\{c\}}{\operatorname{Var}\{c\}}=\frac{m_{c}}{s_{c}^{2}} \tag{51.72}
\end{equation*}
$$

where $m_{c}$ and $s_{c}$ are defined in Eqs. (51.34) and (51.36).
M easured data for five modern (1995) CCD camera configurations are given in Table51.9.

TABLE 51.9 Sensitivity M easurements

| Camera <br> label | Pixels | Pixel size <br> $(\mu m \times \mu m)$ | Temp. <br> $(K)$ | S <br> $\left(e^{-} / A D U\right)$ | Bits |
| :---: | :---: | :---: | :---: | :---: | :---: |
| C-1 | $1320 \times 1035$ | $6.8 \times 6.8$ | 231 | 7.9 | 12 |
| C-2 | $578 \times 385$ | $22.0 \times 22.0$ | 227 | 9.7 | 16 |
| C-3 | $1320 \times 1035$ | $6.8 \times 6.8$ | 293 | 48.1 | 10 |
| C-4 | $576 \times 384$ | $23.0 \times 23.0$ | 238 | 90.9 | 12 |
| C-5 | $756 \times 581$ | $11.0 \times 5.5$ | 300 | 109.2 | 8 |

Note: The lower the value of $S$, the more sensitive the camera is.

Theextraordinary sensitivity of modern CCD camerasisclear from thesedata. In ascientific-grade CCD camera (C-1), only 8 photoelectrons (approximately 16 photons) separate two gray levels in the digital representation of the image. For a considerably less expensive video camera ( $\mathrm{C}-5$ ), only about 110 photoelectrons (approximately 220 photons) separate two gray levels.

### 51.7.3 SNR

As described in section 51.6 in modern camera systems the noise is frequently limited by:

- amplifier noise in the case of color cameras;
- thermal noise which, itself, is limited by the chip temperature $K$ and the exposure time $T$; and/or
- photon noise, which is limited by the photon production rate $\rho$ and theexposuretime $T$.


## Thermal Noise (Dark Current)

Using cooling techniques based on Peltier cooling elements, it isstraightforward to achievechip temperatures of 230 to 250 K . This leads to low thermal electron production rates. As a measure of the thermal noise, we can look at the number of seconds necessary to produce a sufficient number of thermal electronsto go from onebrightnesslevel to thenext, an ADU, in theabsenceof photoelectrons. This last condition - the absence of photoelectrons - is the reason for the name dark current. M easured data for the five cameras described above are given in Table 51.10.

TABLE 51.10 Thermal Noise
Characteristics

| Camera <br> label | Temp. <br> $(K)$ | D ark current <br> (seconds/ADU) |
| :---: | :---: | :---: |
| C-1 | 231 | 526.3 |
| C-2 | 227 | 0.2 |
| C-3 | 293 | 8.3 |
| C-4 | 238 | 2.4 |
| C-5 | 300 | 23.3 |

The video camera ( $\mathrm{C}-5$ ) has on-chip dark current suppression (see section 51.6.2). Operating at room temperature this camera requires more than 20 seconds to produce one ADU change due to thermal noise. This means at the conventional video frame and integration rates of 25 to 30 images per second (see Table 51.3), the thermal noise is negligible.

## Photon Noise

From Eq. (51.64) we see that it should be possible to increase the $S N R$ by increasing the integration time of our image and thus "capturing" morephotons. The pixels in CCD cameras have, however, a finite well capacity. This finite capacity, $C$, means that the maximum $S N R$ for a CCD camera per pixel is given by:

Capacity-limited photon noise-

$$
\begin{equation*}
S N R=10 \log _{10}(C) d B \tag{51.73}
\end{equation*}
$$

Theoretical as well as measured data for thefive cameras described above are given in Table 51.11.

TABLE 51.11 Photon Noise Characteristics

| Camera <br> label | $\mathbf{C}$ <br> $\# e-$ | Theor. SNR <br> $(d B)$ | Meas. SNR <br> $(d B)$ | Pixel size <br> $(\mu m \times \mu m)$ | Well depth <br> $\left(\# e-/ \mu m^{2}\right)$ |
| :---: | ---: | :---: | :---: | :---: | :---: |
| C-1 | 32,000 | 45 | 45 | $6.8 \times 6.8$ | 692 |
| C-2 | 340,000 | 55 | 55 | $22.0 \times 22.0$ | 702 |
| C-3 | 32,000 | 45 | 43 | $6.8 \times 6.8$ | 692 |
| C-4 | 400,000 | 56 | 52 | $23.0 \times 23.0$ | 756 |
| C-5 | 40,000 | 46 | 43 | $11.0 \times 5.5$ | 661 |

Note that for certain cameras, the measured $S N R$ achieves the theoretical maximum indicating that the $S N R$ is, indeed, photon and well capacity limited. Further, the curves of $S N R$ vs. $T$ (integration time) are consistent with Eqs. (51.64) and (51.73). (Data not shown.) It can also be seen that, as a consequence of CCD technology, the "depth" of a CCD pixel well is constant at about $0.7 \mathrm{ke}^{-} / \mu \mathrm{m}^{2}$.

### 51.7.4 Shading

Virtually all imaging systems produce shading. By this we mean that if the physical input image $a(x, y)=$ constant, then the digital version of the image will not be constant. The source of the shading might be outside the camera, such as in the scene illumination, or the result of the camera itself where a gain and offset might vary from pixel to pixel. The model for shading is given by:

$$
\begin{equation*}
c[m, n]=\operatorname{gain}[m, n] \bullet a[m, n]+\operatorname{offset}[m, n] \tag{51.74}
\end{equation*}
$$

where $a[m, n]$ is the digital image that would have been recorded if there were no shading in the image, that is, $a[m, n]=$ constant. Techniques for reducing or removing the effects of shading are discussed in section 51.10.1.

### 51.7.5 Pixel Form

While the pixels shown in Fig. 51.1 appear to be square and to "cover" the continuous image, it is important to know the geometry for a given camera/digitizer system. In Fig. 51.18 we define possible parameters associated with a camera and digitizer and the effect they have on the pixel.


FIGURE 51.18: Pixel form parameters.

The parameters $X_{o}$ and $Y_{o}$ are the spacing between the pixel centers and represent the sampling distances from Eq. (51.52). The parameters $X_{a}$ and $Y_{a}$ are the dimensions of that portion of the camera's surface that is sensitive to light. As mentioned in section 51.2.3 different video digitizers (frame grabbers) can have different values for $X_{o}$ while they have a common value for $Y_{o}$.

## Square Pixels

As mentioned in section 51.5, square sampling implies that $X_{o}=Y_{o}$ or alternatively $X_{o} / Y_{o}=$ 1. It is not uncommon, however, to find framegrabbers where $X_{o} / Y_{o}=1.1$ or $X_{o} / Y_{o}=4 / 3$. (This latter format matches the format of commercial television. See Table 51.3). The risk associated with nonsquare pixels is that isotropic objects scanned with nonsquare pixels might appear isotropic on a camera-compatible monitor but analysis of the objects (such as length-to-width ratio) will yield nonisotropic results. This is illustrated in Fig. 51.19.


The ratio $X_{o} / Y_{o}$ can be determined for any specific camera/digitizer system by using a calibration test chart with known distances in the horizontal and vertical direction. These are straightforward to make with modern laser printers. The test chart can then be scanned and the sampling distances $X_{o}$ and $Y_{o}$ determined.

## Fill Factor

In modern CCD cameras it is possible that a portion of the camera surface is not sensitive to light and is instead used for the CCD electronics or to prevent blooming. Blooming occurs when a CCD well is filled (see Table 51.11) and additional photoelectrons spill over into adjacent CCD wells. Antiblooming regions between the active CCD sites can be used to prevent this. This means, of course, that a fraction of the incoming photons are lost as they strike the nonsensitive portion of theCCD chip. Thefraction of the surface that is sensitive to light is termed the fill factor and is given by:

$$
\begin{equation*}
\text { fill factor }=\frac{X_{a} \bullet Y_{a}}{X_{o} \bullet Y_{o}} \times 100 \% \tag{51.75}
\end{equation*}
$$

The larger the fill factor, the more light will be captured by the chip up to the maximum of $100 \%$. Thishelps improvethe $S N$ R. As a tradeoff, however, larger values of the fill factor mean more spatial smoothing due to the aperture effect described in section 51.5.1. This is illustrated in Fig. 51.16.

### 51.7.6 Spectral Sensitivity

Sensors, such as those found in cameras and film, are not equally sensitive to all wavelengths of light. The spectral sensitivity for theCCD sensor is given in Fig. 51.20.


FIGURE 51.20: Spectral characteristics of silicon, the sun, and the human visual system. UV = ultraviolet and IR = infra-red.

The high sensitivity of silicon in the infra-red means that for applications where a CCD (or other silicon-based) camera is to be used as a source of images for digital image processing and analysis, consideration should be given to using an IR blocking filter. This filter blocks wavelengths above 750 nm and thus prevents "fogging" of the image from the longer wavelengths found in sunlight. Alternatively, a CCD-based camera can make an excellent sensor for the near infrared wavelength range of 750 to 1000 nm .

### 51.7.7 Shutter Speeds (Integration Time)

The length of timethat an image is exposed - that photons are collected - may be varied in some cameras or may vary on the basis of video formats (see Table 51.3). For reasons that have to do with the parameters of photography, this exposure time is usually termed shutter speed although integration time would be a more appropriate description.

## Video Cameras

Values of the shutter speed as low as 500 ns are available with commercially available CCD video cameras, although the more conventional speeds for video are 33.37 ms (NTSC) and 40.0 ms (PAL, SECAM ). Values as high as 30 s may also be achieved with certain video cameras although this means sacrificing a continuous stream of video images that contain signal in favor of a single integrated image among a stream of otherwise empty images. Subsequent digitizing hardware must be capable of handling this situation.

## Scientific Cameras

Again, values as low as 500 ns arepossibleand, with cooling techniques based on Peltier-cooling or liquid nitrogen cooling, integration times in excess of one hour are readily achieved.

### 51.7.8 Readout Rate

The rate at which data is read from the sensor chip is termed the readout rate. The readout rate for standard video cameras depends on the parameters of the frame grabber as well as the camera. For standard video - see section 51.2.3 - the readout rate is given by:

$$
\begin{equation*}
R=\left(\frac{\text { images }}{\text { sec }}\right) \cdot\left(\frac{\text { lines }}{\text { image }}\right) \bullet\left(\frac{\text { pixels }}{\text { line }}\right) \tag{51.76}
\end{equation*}
$$

While the appropriate unit for describing the readout rate should be pixels/second, the term Hz is frequently found in the literature and in camera specifications; we shall therefore use the latter unit. As illustration, readout rates for a video camera with square pixels are given in Table 51.12 (see also section 51.7.5).

TABLE 51.12 Video Camera Readout Rates

| Format | lines/sec | pixels/line | $R(\mathrm{MHz})$ |
| :--- | :---: | :---: | :---: |
| NTSC | 15,750 | $(4 / 3) * 525$ | $\approx 11.0$ |
| PAL/SECAM | 15,625 | $(4 / 3) * 625$ | $\approx 13.0$ |

Note that the values in Table 51.12 are approximate. Exact values for square-pixel systems require exact knowledge of the way the video digitizer (frame grabber) samples each video line.

The readout rates used in video cameras frequently mean that the electronic noise described in section 51.6.3 occurs in the region of the noise spectrum [Eq. (51.65)] described by $\omega>\omega_{\max }$ where the noise power increases with increasing frequency. Readout noise can thus be significant in video cameras.

Scientific cameras frequently use a slower readout ratein order to reducethereadout noise. Typical values of readout rate for scientific cameras, such as those described in Tables 51.9, 51.10, and 51.11 are $20 \mathrm{kHz}, 500 \mathrm{kHz}$, and 1 to 8 MHz .

### 51.8 Displays

The displays used for image processing - particularly the display systems used with computers have a number of characteristics that help determine the quality of the final image.

### 51.8.1 Refresh Rate

Therefresh rateis defined as the number of completeimages that arewritten to thescreen per second. For standard video, the refresh rate is fixed at the values given in Table 51.3, either 29.97 or 25 images/s. For computer displays, the refresh rate can vary with common values being 67 images/s and 75 images $/ \mathrm{s}$. At values above 60 images $/ \mathrm{s}$, visual flicker is negligible at virtually all illumination levels.

### 51.8.2 Interlacing

To prevent the appearance of visual flicker at refresh rates below 60 images/s, the display can be interlaced as described in section 51.2.3. Standard interlacefor video systems is 2:1. Sinceinterlacing is not necessary at refresh rates above 60 images/s, an interlace of 1:1 is used with such systems. In other words, lines are drawn in an ordinary sequential fashion: $1,2,3,4 \ldots, N$.

### 51.8.3 Resolution

The pixels stored in computer memory, although they are derived from regions of finite area in the original scene (see sections 51.5.1 and 51.7.5), may be thought of as mathematical points having no physical extent. When displayed, the space between the points must be filled in. This generally happens as a result of the finite spot size of a cathode-ray tube (CRT). The brightness profile of a CRT spot is approximately Gaussian and the number of spots that can be resolved on the display depends on the quality of the system. It is relatively straightforward to obtain display systems with a resolution of 72 spots per inch ( 28.3 spots per cm .) This number corresponds to standard printing conventions. If printing is not a consideration, then higher resolutions, in excess of 30 spots per cm , are attainable.

### 51.9 Algorithms

In this section we will describe operations that are fundamental to digital image processing. These operations can be divided into four categories: operations based on the image histogram, on simple mathematics, on convolution, and on mathematical morphology. Further, theseoperations can also be described in terms of their implementation as a point operation, a local operation, or a global operation as described in section 51.2.2.

### 51.9.1 Histogram-Based Operations

An important class of point operations is based on the manipulation of an image histogram or a region histogram. The most important examples are described below.

## Contrast Stretching

Frequently, an image is scanned in such a way that the resulting brightness values do not make full use of the available dynamic range. This can be easily observed in the histogram of the brightness values shown in Fig. 51.6. By stretching the histogram over the available dynamic range, we attempt
to correct this situation. If the image is intended to go from brightness 0 to brightness $2^{B}-1$ (see section 51.2.1), then one generally maps the $0 \%$ value (or minimum as defined in section 51.3.5) to the value 0 and the $100 \%$ value (or maximum) to the value $2^{B}-1$. The appropriate transformation is given by:

$$
\begin{equation*}
b[m, n]=\left(2^{B}-1\right) \cdot \frac{a[m, n]-\text { minimum }}{\text { maximum }- \text { minimum }} \tag{51.77}
\end{equation*}
$$

This formula, however, can be somewhat sensitiveto outliers and a less sensitive and moregeneral version is given by:

$$
b[m, n]=\left\{\begin{array}{cc}
0 & a[m, n] \leq p_{\text {low }} \%  \tag{51.78}\\
\left(2^{B}-1\right) \bullet \frac{a[m, n]-p_{\text {low }} \%}{p_{\text {high }} \%-p_{\text {low }} \%} & p_{\text {low }} \%<a[m, n]<p_{\text {high }} \% \\
\left(2^{B}-1\right) & a[m, n] \geq p_{\text {high }} \%
\end{array}\right.
$$

In this second version, onemight choosethe $1 \%$ and $99 \%$ valuesfor $p_{\text {low }} \%$ and $p_{\text {high }} \%$, respectively, instead of the $0 \%$ and $100 \%$ values represented by Eq. (51.77). It is also possible to apply the contrast-stretching operation on a regional basis using the histogram from a region to determinethe appropriate limits for the algorithm. Note that in Eqs. (51.77) and (51.78) it is possible to suppress the term $2^{B}-1$ and simply normalize the brightness range to $0 \leq b[m, n] \leq 1$. This means representing thefinal pixel brightnesses as reals instead of integers, but modern computer speeds and RAM capacities makethis quite feasible.

## Equalization

When one wishes to compare two or more images on a specific basis, such as texture, it is common to first normalize their histograms to a "standard" histogram. This can be especially useful when the images have been acquired under different circumstances. The most common histogram normalization techniques is histogram equalization where one attempts to change the histogram through theuseof afunction $b=f(a)$ into ahistogram that is constantfor all brightness values. This would correspond to a brightness distribution where all values are equally probable. Unfortunately, for an arbitrary image, one can only approximate this result.

For a "suitable" function $f(\bullet)$ the relation between the input probability density function, the output probability density function, and the function $f(\bullet)$ is given by:

$$
\begin{equation*}
p_{b}(b) d b=p_{a}(a) d a \quad \Rightarrow \quad d f=\frac{p_{a}(a) d a}{p_{b}(b)} \tag{51.79}
\end{equation*}
$$

From Eq. (51.79) we see that "suitable" meansthat $f(\bullet)$ is differentiable and that $d f / d a \geq 0$. For histogram equalization, we desire that $p_{b}(b)=$ constant and this means that:

$$
\begin{equation*}
f(a)=\left(2^{B}-1\right) \bullet P(a) \tag{51.80}
\end{equation*}
$$

where $P(a)$ is the probability distribution function defined in section 51.3 .5 and illustrated in Fig. 51.6(a). In other words, the quantized probability distribution function normalized from 0 to $2^{B}-1$ is the look-up table required for histogram equalization. Figures $51.21(\mathrm{a}-\mathrm{c})$ illustrate the effect of contrast stretching and histogram equalization on a standard image. The histogram equalization procedure can also be applied on a regional basis.

## Other Histogram-Based Operations

The histogram derived from a local region can also be used to drive local filters that are to be applied to that region. Examples include minimum filtering, median filtering, and maximum filtering. The concepts minimum, median, and maximum were introduced in Fig. 51.6. The filters based on these concepts will be presented formally in sections 51.9.4 and 51.9.6.


FIGURE 51.21: (a) Original, (b) contrast stretched, and (c) histogram equalized.

### 51.9.2 Mathematics-Based Operations

In this section we distinguish between binary arithmetic and ordinary arithmetic. In the binary case there are two brightness values " 0 " and " 1 ". In the ordinary case we begin with $2^{B}$ brightness values or levels but the processing of the image can easily generate many morelevels. For this reason, many software systems provide 16- or 32-bit representations for pixel brightnesses in order to avoid problems with arithmetic overflow.

## Binary Operations

O perations based on binary (Boolean) arithmetic form the basis for a powerful set of tools that will be described here and extended in section 51.9.6 mathematical morphology. The operations described below are point operations and thus admit a variety of efficient implementations including simple look-up tables. The standard notation for the basic set of binary operations is:

$$
\begin{array}{ll}
\text { NOT } & c=\bar{a} \\
\text { OR } & c=a+b \\
\text { AND } & c=a \bullet b  \tag{51.81}\\
\text { XOR } & c=a \oplus b=a \bullet \bar{b}+\bar{a} \bullet b \\
\text { SUB } & c=a \backslash b=a-b=a \bullet \bar{b}
\end{array}
$$

Theimplication is that each operation is applied on a pixel-by-pixel basis. For example, $c[m, n]=$ $a[m, n] \bullet \bar{b}[m, n] \forall m, n$. The definition of each operation is:


| OR | $b$ |  |
| :---: | :--- | :--- |
| $a$ | 0 | 1 |
| 0 | 0 | 1 |
| 1 | 1 | 1 |


| AND | $b$ |  |
| :---: | :--- | :--- |
| $a$ | 0 | 1 |
| 0 | 0 | 0 |
| 1 | 0 | 1 |


| XOR | $b$ |  |
| :---: | :---: | :---: |
| $a$ | 0 | 1 |
| 0 | 0 | 1 |
| 1 | 1 | 0 |


| SUB | $b$ |  |
| :---: | :--- | :---: |
| $a$ | 0 |  |
| 0 | 1 |  |
| 1 | 0 |  |
| 1 | 0 |  |

These operations are illustrated in Fig. 51.22 wherethebinary value " 1 " is shown in black and the value " 0 " in white.

The $\mathrm{SUB}(\bullet)$ operation can be particularly useful when the image $a$ represents a region-of-interest that we want to analyze systematically and the image $b$ represents objects that, having been analyzed, can now be discarded, that is subtracted, from the region.


FIGURE 51.22: Examples of the various binary point operations. (a) Image $a$; (b) Image $b$; (c) $\operatorname{NOT}(b)=\bar{b}$; (d) $\operatorname{OR}(a, b)=a+b$; (e) $\operatorname{AND}(a, b)=a \bullet b$; (f) $\operatorname{XOR}(a, b)=a \oplus b$; and (g) $\operatorname{SUB}(a, b)=a \backslash b$.

## Arithmetic-Based Operations

Thegray-value point operations that form the basis for image processing arebased on ordinary mathematics and include:

| Operation | Definition | Preferred Data Type |
| :--- | :---: | :---: |
| ADD | $c=a+b$ | Integer |
| SUB | $c=a-b$ | Integer |
| MUL | $c=a \bullet b$ | Integer or floating point |
| DIV | $c=a / b$ | Floating point |
| LOG | $c=\log (a)$ | Floating point |
| EXP | $c=\exp (a)$ | Floating point |
| SQRT | $c=\operatorname{sqrt}(a)$ | Floating point |
| TRIG. | $c=\sin / \cos / \tan (a)$ | Floating point |
| INVERT | $c=\left(2^{B}-1\right)-a$ | Integer |

### 51.9.3 Convolution-Based Operations

Convolution, the mathematical, local operation defined in section 51.3.1, is central to modern image processing. The basic idea is that a window of some finitesize and shape - the support - is scanned across the image. The output pixel value is the weighted sum of the input pixels within the window wherethe weights arethe values of thefilter assigned to every pixel of the window itself. The window with its weights is called the convolution kernel. This leads directly to the following variation on Eq. (51.3). If the filter $h[j, k]$ is zero outside the (rectangular) window $\{j=0,1, \ldots, J-1 ; k=$ $0,1, \ldots, K-1\}$, then using Eq. (51.4), the convolution can be written as the following finite sum:

$$
\begin{equation*}
c[m, n]=a[m, n] \otimes h[m, n]=\sum_{j=0}^{J-1} \sum_{k=0}^{K-1} h[j, k] a[m-j, n-k] \tag{51.84}
\end{equation*}
$$

Thisequation can beviewed asmorethan just apragmatic mechanism for smoothingor sharpening an image. Further, while Eq. (51.84) illustrates the local character of this operation, Eqs. (51.10) and (51.24) suggest that the operation can be implemented through the use of the Fourier domain which requires a global operation, the Fourier transform. Both of these aspects will be discussed below.

## Background

In a variety of image forming systems, an appropriate model for the transformation of the physical signal $a(x, y)$ into an electronic signal $c(x, y)$ is the convolution of the input signal with the impulse response of the sensor system. This system might consist of both an optical as well as an electrical sub-system. If each of these systems can be treated as a linear, shift-invariant (LSI) system, then the convolution model is appropriate. The definitions of these two possible system properties are given below:

$$
\left.\begin{array}{l}
\text { Linearity - If } a_{1} \rightarrow c_{1} \text { and } a_{2} \rightarrow c_{2} \\
\text { Then } w_{1} \bullet a_{1}+w_{2} \bullet a_{2} \rightarrow w_{1} \bullet c_{1}+w_{2} \bullet c_{2} \\
\text { If } a(x, y) \rightarrow c(x, y)
\end{array}\right\} \begin{aligned}
& \text { Shift-Invariance- } \begin{array}{l}
\text { Then } a\left(x-x_{o}, y-y_{o}\right) \rightarrow c\left(x-x_{o}, y-y_{o}\right)
\end{array}
\end{aligned}
$$

where $w_{1}$ and $w_{2}$ arearbitrary complex constantsand $x_{o} y_{o}$ arecoordinatescorrespondingto arbitrary spatial translations.

Two remarks are appropriate at this point. First, linearity implies (by choosing $w_{1}=w_{2}=0$ ) that "zero in" gives "zero out". The offset described in Eq. (51.70) means that such camera signals are not the output of a linear system and thus (strictly speaking) the convolution result is not applicable. Fortunately, it is straightforward to correct for this nonlinear effect. (See section 51.10.1).

Second, optical lenses with a magnification, $M$, other than $1 \times$ arenot shift invariant; a translation of 1 unit in the input image $a(x, y)$ produces a translation of $M$ units in the output image $c(x, y)$. Due to the Fourier property described in Eq. (51.25), this case can still be handled by linear system theory.

If an impulse point of light $\delta(x, y)$ is imaged through an LSI system, then the impulse response of that system is called the point spread function (PSF). Theoutput image then becomes the convolution of the input image with the PSF. The Fourier transform of the PSF is called the optical transfer function (OTF). For optical systems that are circularly symmetric, aberration-free, and diffractionlimited, the PSF is given by theAiry disk shown in Table51.4-T.5. The OT F of theAiry disk is also presented in Table 51.4-T.5.

If the convolution window is not the diffraction-limited PSF of the lens but rather the effect of defocusing a lens, then an appropriate model for $h(x, y)$ is a pill box of radius $a$ as described in Table 51.4-T.3. The effect on a test pattern is illustrated in Fig. 51.23.


FIGURE 51.23: Convolution of test pattern with a pill box of radius $a=4.5$ pixels. (a) Test pattern; (b) defocused image.

The effect of the defocusing is more than just simple blurring or smoothing. The almost periodic negative lobes in the transfer function in Table 51.4-T. 3 produce a $180^{\circ}$ phase shift in which black turns to white and vice versa. The phase shift is clearly visible in Fig. 51.23(b).

## Convolution in the Spatial Domain

In describing filters based on convolution, we will use the following convention. Given a filter $h[j, k]$ of dimensions $J \times K$, we will consider the coordinate [ $j=0, k=0$ ] to be in the center of the filter matrix, h. This is illustrated in Fig. 51.24. The "center" is well defined when $J$ and $K$ are odd: for the case where they are even, we will usethe approximations ( $J / 2, K / 2$ ) for the "center" of the matrix.


FIGURE 51.24: Coordinate system for describing $h[j, k]$.

When we examine the convolution sum [Eq. (51.84)] closely, several issues become evident.

- Evaluation of formula(51.84) for $m=n=0$ whilerewriting thelimits of theconvolution sum based on the "centering" of $h[j, k]$ shows that values of $a[j, k]$ can be required that
areoutside the image boundaries:

$$
\begin{equation*}
c[0,0]=\sum_{j=-J_{0}}^{+J_{0}} \sum_{k=-K_{0}}^{+K_{0}} h[j, k] a[-j,-k] \quad J_{0}=\frac{(J-1)}{2}, \quad K_{0}=\frac{(K-1)}{2} \tag{51.87}
\end{equation*}
$$

Thequestion arises- what valuesshould weassign to theimage $a[m, n]$ for $m<0, m \geq M, n<0$, and $n \geq N$ ? There is no "answer" to this question. There are only alternatives among which we are free to choose assuming we understand the possible consequences of our choice. The standard alternatives are (a) extend the images with a constant (possibly zero) brightness value, (b) extend the image periodically, (c) extend the image by mirroring it at its boundaries, or (d) extend the values at the boundaries indefinitely. These alternatives are illustrated in Fig. 51.25.


FIGURE 51.25: Examples of various alternatives to extend an image outside its formal boundaries. See text for explanation.

- When the convolution sum is written in the standard form [Eq. (51.3)] for an image $a[m, n]$ of size $M \times N$ :

$$
\begin{equation*}
c[m, n]=\sum_{j=0}^{M-1} \sum_{k=0}^{N-1} a[j, k] h[m-j, n-k] \tag{51.88}
\end{equation*}
$$

we see that the convolution kernel $h[j, k]$ is mirrored around $j=k=0$ to produce $h[-j,-k]$ before it is translated by $[m, n]$ as indicated in Eq. (51.88). While some convolution kernels in common use are symmetric in this respect, $h[j, k]=h[-j,-k]$, many are not. (See section 51.9.5). Care must therefore be taken in the implementation of filters with respect to the mirroring requirements.

- Thecomputational complexity for a $K \times K$ convolution kernel implemented in thespatial domain on an image of $N \times N$ is $O\left(K^{2}\right)$ where the complexity is measured per pixel on the basis of the number of multiplies-and-adds (MADDs).
- The value computed by a convolution that begins with integer brightnesses for $a[m, n]$ may produce arational number or a floating point number in theresult $c[m, n]$. Working exclusively with integer brightness values will, therefore, cause roundoff errors.
- Inspection of Eq. (51.84) reveals another possibility for efficient implementation of convolution. If the convolution kernel $h[j, k]$ is separable, that is, if the kernel can be written as:

$$
\begin{equation*}
h[j, k]=h_{\text {row }}[k] \bullet h_{\text {col }}[j] \tag{51.89}
\end{equation*}
$$

then the filtering can be performed as follows:

$$
\begin{equation*}
c[m, n]=\sum_{j=0}^{J-1}\left\{\sum_{k=0}^{K-1} h_{\mathrm{row}}[k] a[m-j, n-k]\right\} h_{\mathrm{col}}[j] \tag{51.90}
\end{equation*}
$$

This means that instead of applying one two-dimensional filter, it is possible to apply two onedimensional filters, the first one in the $k$ direction and the second one in $j$ direction. For an $N \times N$ image this, in general, reduces the computational complexity per pixel from $O(J \bullet K)$ to $O(J+K)$.

An alternative way of writing separability is to note that the convolution kernel Fig. 51.24 is a matrix $\mathbf{h}$ and, if separable, $\mathbf{h}$ can be written as:

$$
\begin{align*}
{[\mathbf{h}] } & =\left[\mathbf{h}_{\text {col }}\right] \bullet\left[\mathbf{h}_{\text {row }}\right]^{t} \\
(J \times K) & =(J \times 1) \bullet(1 \times K) \tag{51.91}
\end{align*}
$$

where " $t$ "denotes the matrix transpose operation. In other words, $\mathbf{h}$ can be expressed as the outer product of a column vector [ $\mathbf{h}_{\text {col }}$ ] and a row vector [ $\mathbf{h}_{\text {row }}$ ].

- For certain filters it is possible to find an incremental implementation for a convolution. Asthe convolution window moves over the image [see Eq. (51.88)], the leftmost column of image data under the window is shifted out as a new column of image data is shifted in from theright. Efficient algorithms can take advantage of this and, when combined with separable filters as described above, this can lead to algorithms where the computational complexity per pixel is 0 (constant).


## Convolution in the Frequency Domain

In section 51.3 .4 we indicated that there was an alternative method to implement the filtering of images through convolution. Based on Eq. (51.24), it appears possible to achieve the same result as in Eq. (51.84) by the following sequence of operations:
(i) Compute $A(\Omega, \Psi)=\mathcal{F}\{a[m, n]\}$
(ii) Multiply $A(\Omega, \Psi)$ by the precomputed $H(\Omega, \Psi)=\mathcal{F}\{h[m, n]\}$
(iii) Compute the result $c[m, n]=\mathcal{F}^{-1}\{A(\Omega, \Psi) \bullet H(\Omega, \Psi)\}$

- Whileit might seem that the"recipe" given abovein Eq. (51.92) circumventstheproblems associated with direct convolution in thespatial domain - specifically, determining values for the image outside the boundaries of the image - the Fourier domain approach, in fact, simply "assumes" that the image is repeated periodically outside its boundaries as illustrated in Fig. 51.25(b). This phenomenon is referred to as circular convolution.

If circular convolution is not acceptable, then the other possibilities illustrated in Fig. 51.25 can be realized by embedding the image $a[m, n]$ and the filter $H(\Omega, \Psi)$ in larger matrices with the desired image extension mechanism for $a[m, n]$ being explicitly implemented.

- The computational complexity per pixel of the Fourier approach for an image of $N \times N$ and for a convolution kernel of $K \times K$ is $O(\log N)$ complex MADDs independent of K. Here we assume that $N>K$ and that $N$ is a highly composite number such as a power of two. (See also section 51.2.1). This latter assumption permits use of the computationally efficient fast Fourier transform ( $F F T$ ) algorithm. Surprisingly then, the indirect route described by Eq. (51.92) can be faster than the direct route given in Eq. (51.84). This requires, in general, that $K^{2} \gg \log N$. Therange of $K$ and $N$ for which thisholds depends on the specifics of the implementation. For themachineon which this
manuscript is being written and the specific image processing packagethat is being used, for an image of $N=256$, the Fourier approach is faster than the convolution approach when $K \geq 15$. (It should be noted that in this comparison the direct convolution involves only integer arithmetic while the Fourier domain approach requires complex floating point arithmetic.)


### 51.9.4 Smoothing Operations

These algorithms areapplied in order to reducenoise and/or to prepareimages for further processing such as segmentation. We distinguish between linear and nonlinear algorithms where the former are amenable to analysis in the Fourier domain and the latter are not. We also distinguish between implementationsbased on a rectangular supportfor thefilter and implementationsbased on acircular support for the filter.

## Linear Filters

Several filtering algorithms will be presented together with the most useful supports.
Uniform filter - Theoutput image is based on a local averaging of the input filter whereall of the values within the filter support havethe same weight. In the continuous spatial domain ( $x, y$ ) the PSF and transfer function aregiven in Table51.4-T.1 for the rectangular caseand in Table51.4-T. 3 for the circular (pill box) case. For the discrete spatial domain [ $m, n$ ], the filter values are the samples of the continuous domain case. Examples for the rectangular case ( $J=K=5$ ) and the circular case ( $R=2.5$ ) are shown in Fig. 51.26.

$$
h_{\text {rect }}[j, k]=\frac{1}{25}\left[\begin{array}{ccccc}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{array}\right] \quad h_{\text {circ }}[j, k]=\frac{1}{21}\left[\begin{array}{ccccc}
0 & 1 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 0
\end{array}\right]
$$

FIGURE 51.26: Uniform filtersfor imagesmoothing. (a) Rectangular filter ( $J=K=5$ ); (b) circular filter ( $R=2.5$ ).

Note that in both cases the filter is normalized so that $\sum h[j, k]=1$. This is done so that if the input $a[m, n]$ is a constant, then theoutput image $c[m, n]$ is the same constant. The justification can befound in theFourier transform property described in Eq. (51.26). As can be seen from Table 51.4, both of these filters have transfer functions that have negative lobes and can, therefore, lead to phase reversal as seen in Fig. 51.23. The square implementation of the filter is separable and incremental; the circular implementation is incremental.

Triangular filter - The output image is based on a local averaging of the input filter where the values within the filter support have differing weights. In general, the filter can be seen as the convolution of two (identical) uniform filters either rectangular or circular, and this has direct consequencesfor the computational complexity. (SeeTable51.13.) In thecontinuousspatial domain, the PSF and transfer function are given in Table 51.4-T. 2 for the rectangular support case and in Table 51.4-T.4 for the circular (pill box) support case. As seen in Table51.4, thetransfer functions of
these filters do not have negative lobes and thus do not exhibit phase reversal.
Examples for the rectangular support case ( $J=K=5$ ) and the circular support case ( $R=2.5$ ) are shown in Fig. 51.27. Thefilter is again normalized so that $\sum h[j, k]=1$.

$$
h_{\text {rect }}[j, k]=\frac{1}{81}\left[\begin{array}{lllll}
1 & 2 & 3 & 2 & 1 \\
2 & 4 & 6 & 4 & 2 \\
3 & 6 & 9 & 6 & 3 \\
2 & 4 & 6 & 4 & 2 \\
1 & 2 & 3 & 2 & 1
\end{array}\right]
$$

(a)
$h_{\text {circ }}[j, k]=\frac{1}{25}\left[\begin{array}{lllll}0 & 0 & 1 & 0 & 0 \\ 0 & 2 & 2 & 2 & 0 \\ 1 & 2 & 5 & 2 & 1 \\ 0 & 2 & 2 & 2 & 0 \\ 0 & 0 & 1 & 0 & 0\end{array}\right]$
(b)

FIGURE 51.27: Triangular filters for image smoothing. (a) Pyramidal filter ( $J=K=5$ ); (b) Cone filter ( $R=2.5$ ).

Gaussian filter - The use of the Gaussian kernel for smoothing has become extremely popular. This has to do with certain properties of the Gaussian (e.g., the central limit theorem, minimum space-bandwidth product) as well as several application areas such as edge finding and scale space analysis. The PSF and transfer function for the continuous space Gaussian are given in Table 51.4-T.6. The Gaussian filter is separable:

$$
\begin{align*}
h(x, y) & =g_{2 D}(x, y)=\left(\frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(x^{2} / 2 \sigma^{2}\right)}\right) \bullet\left(\frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(y^{2} / 2 \sigma^{2}\right)}\right) \\
& =g_{1 D}(x) \bullet g_{1 D}(y) \tag{51.93}
\end{align*}
$$

There are four distinct ways to implement the Gaussian:

1. Convolution using a finite number of samples ( $N_{o}$ ) of the Gaussian as the convolution kernel. It is common to choose $N_{o}=\lceil 3 \sigma\rceil$ or $\lceil 5 \sigma\rceil$.

$$
g_{1 D}[n]=\left\{\begin{array}{cc}
\frac{1}{\sqrt{2 \pi} \sigma} e^{-\left(n^{2} / 2 \sigma^{2}\right)} & |n| \leq N_{o}  \tag{51.94}\\
0 & |n|>N_{o}
\end{array}\right.
$$

2. Repetitive convolution using a uniform filter as the convolution kernel.

$$
\begin{gather*}
g_{1 D}[n] \approx u[n] \otimes u[n] \otimes u[n] \\
u[n]=\left\{\begin{array}{cc}
1 /\left(2 N_{o}+1\right) & |n| \leq N_{o} \\
0 & |n|>N_{o}
\end{array}\right. \tag{51.95}
\end{gather*}
$$

The actual implementation (in each dimension) is usually of the form:

$$
\begin{equation*}
c[n]=((a[n] \otimes u[n]) \otimes u[n]) \otimes u[n] \tag{51.96}
\end{equation*}
$$

This implementation makes use of the approximation afforded by the central limit theorem. For a desired $\sigma$ with Eq. (51.96), we use $N_{o}=\lceil\sigma\rceil$ although this severely restricts
our choice of $\sigma$ 's to integer values.
3. Multiplication in the frequency domain. As the Fourier transform of a Gaussian is a Gaussian (see Table 51.4-T.6), this means that it is straightforward to prepare a filter $H(\Omega, \Psi)=G_{2 D}(\Omega, \Psi)$ for use with Eq. (51.92). To avoid truncation effects in the frequency domain due to the infinite extent of the Gaussian, it is important to choose a $\sigma$ that is sufficiently large. Choosing $\sigma>k / \pi$ where $k=3$ or 4 will usually be sufficient.
4. Use of arecursivefilter implementation. A recursivefilter has an infiniteimpulseresponse and thus an infinite support. The separable Gaussian filter can be implemented by applying the following recipe in each dimension when $\sigma \geq 0.5$.
(i) Choose the $\sigma$ based on the desired goal of the filtering;
(ii) Determine the parameter $q$ based on Eq. (51.98);
(iii) Use Eq. (51.99) to determine the filter coefficients $\left\{b_{0}, b_{1}, b_{2}, b_{3}, B\right\}$;
(iv) Apply the forward difference equation. Eq. (51.100);
(v) Apply the backward difference equation. Eq. (51.101).

The relation between the desired $\sigma$ and $q$ is given by:

$$
q=\left\{\begin{array}{cc}
.98711 \sigma-0.96330 & \sigma \geq 2.5  \tag{51.98}\\
3.97156-4.14554 \sqrt{1-.26891 \sigma} & 0.5 \leq \sigma \leq 2.5
\end{array}\right.
$$

The filter coefficients $\left\{b_{0}, b_{1}, b_{2}, b_{3}, B\right\}$ are defined by:

$$
\begin{align*}
b_{0} & =1.57825+(2.44413 q)+\left(1.4281 q^{2}\right)+\left(0.422205 q^{3}\right) \\
b_{1} & =(2.44413 q)+\left(2.85619 q^{2}\right)+\left(1.26661 q^{3}\right) \\
b_{2} & =-\left(1.4281 q^{2}\right)-\left(1.26661 q^{3}\right)  \tag{51.99}\\
b_{3} & =0.422205 q^{3} \\
B & =1-\left(b_{1}+b_{2}+b_{3}\right) / b_{0}
\end{align*}
$$

The one dimensional forward difference equation takes an input row (or column) $a[n]$ and produces an intermediate output result $w[n]$ given by:

$$
\begin{equation*}
w[n]=B a[n]+\left(b_{1} w[n-1]+b_{2} w[n-2]+b_{3} w[n-3]\right) / b_{0} \tag{51.100}
\end{equation*}
$$

Theone-dimensional backward difference equation takes theintermediateresult $w[n]$ and produces the output $c[n]$ given by:

$$
\begin{equation*}
c[n]=B w[n]+\left(b_{1} c[n+1]+b_{2} c[n+2]+b_{3} c[n+3]\right) / b_{0} \tag{51.101}
\end{equation*}
$$

Theforward equation is applied from $n=0$ up to $n=N-1$ whilethebackward equation is applied from $n=N-1$ down to $n=0$.

The relative performance of these various implementations of the Gaussian filter can be described as follows. Using the root-square error $\sqrt{\sum_{n=-\infty}^{+\infty}|g[n \mid \sigma]-h[n]|^{2}}$ between a true, infinite-extent Gaussian, $g[n \mid \sigma]$, and an approximated Gaussian, $h[n]$, as a measure of accuracy, the various algorithms described above give the results shown in Fig. 51.28(a). The relative speed of the various
algorithms is shown in Fig. 51.28(b).


FIGURE 51.28: Comparison of various Gaussian algorithms with $N=256$. The legend is spread across both graphs. (a) Accuracy comparison; (b) speed comparison.

The root-square error measure is extremely conservative and, thus, all filters, with the exception of "Uniform $3 \times$ " for large $\sigma$, are sufficiently accurate. The recursive implementation is the fastest independent of $\sigma$ : the other implementations can be significantly slower. TheFFT implementation, for example, is 3.1 times slower for $N=256$. Further, theFFT requires that $N$ bea highly composite number.

Other - The Fourier domain approach offers the opportunity to implement a variety of smoothing algorithms. The smoothing filters will then be lowpass filters. In general, it is desirable to use a lowpass filter that has zero phase so as not to produce phase distortion when filtering the image. The importance of phase was illustrated in Figs. 51.5 and 51.23. When thefrequency domain characteristics can be represented in an analytic form, then this can lead to relatively straightforward implementationsof $H(\Omega, \Psi)$. Possiblecandidatesincludethelowpassfilters "Airy" and "Exponential Decay" found in Table 51.4-T. 5 and Table 51.4-T.8, respectively.

## Nonlinear Filters

A variety of smoothing filters have been developed that are not linear. While they cannot, in general, be submitted to Fourier analysis, their properties and domains of application have been studied extensively.

Median filter - The median statistic was described in section 51.3.5. A median filter is based on moving a window over an image (as in a convolution) and computing the output pixel as the median value of the brightnesses within the input window. If the window is $J \times K$ in size we can order the $J \bullet K$ pixels in brightness value from smallest to largest. If $J \bullet K$ is odd, then the median will be the $(J \bullet K+1) / 2$ entry in the list of ordered brightnesses. Note that the value selected will be exactly equal to one of the existing brightnesses so that no roundoff error will be involved if we want to work exclusively with integer brightness values. The algorithm as it is described above has a generic complexity per pixel of $O(J \bullet K \bullet \log (J \bullet K)$ ). Fortunately, a fast algorithm (due to Huang et al.) exists that reduces the complexity to $O(K)$ assuming $J \geq K$.

A useful variation on the theme of the median filter is the percentile filter. Here the center pixel in
the window is replaced not by the 50\% (median) brightness value but rather by the $p \%$ brightness value where $p \%$ ranges from $0 \%$ (the minimum filter) to $100 \%$ (the maximum filter). Values other than $(p=50) \%$ do not, in general, correspond to smoothing filters.

Kuwahara filter - Edges play an important rolein our perception of images(seeFig. 51.15) as well as in the analysis of images. As such, it is important to be able to smooth images without disturbing the sharpness and, if possible, the position of edges. A filter that accomplishes this goal is termed an edge preserving filter and one particular example is the Kuwahara filter. Although this filter can be implemented for a variety of different window shapes, the algorithm will be described for a square window of size $J=K=4 L+1$ where $L$ is an integer. The window is partitioned into four regions, as shown in Fig. 51.29.


FIGURE 51.29: Four square regions defined for the Kuwahara filter. In thisexample, $L=1$ and thus $J=K=5$. Each region is $[(J+1) / 2] \times[(K+1) / 2]$.

In each of the four regions ( $i=1,2,3,4$ ), the mean brightness, $m_{i}$ in Eq. (51.34), and the variance $i, s_{i}^{2}$ in Eq. (51.36), are measured. The output value of the center pixel in the window is the mean value of that region that has the smallest variance.

## Summary of Smoothing Algorithms

Table 51.13 summarizes the various properties of the smoothing algorithms presented above. The filter size is assumed to be bounded by a rectangle of $J \times K$ where, without loss of generality, $J \geq K$. Theimagesize is $N \times N$. Examples of the effect of various smoothing algorithms areshown in Fig. 51.30.

TABLE 51.13 Characteristics of Smoothing Filters

| Algorithm | Domain | Type | Support | Separable/incremental | Complexity/pixel |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Uniform | Space | Linear | Square | $\mathrm{Y} / \mathrm{Y}$ | $O($ constant $)$ |
| Uniform | Space | Linear | Circular | $\mathrm{N} / \mathrm{Y}$ | $O(K)$ |
| Triangle | Space | Linear | Square | $\mathrm{Y} / \mathrm{N}$ | $O(\text { constant })^{a}$ |
| Triangle | Space | Linear | Circular | $\mathrm{N} / \mathrm{N}$ | $O(K)^{a}$ |
| Gaussian | Space | Linear | $\infty^{a}$ | $\mathrm{Y} / \mathrm{N}$ | $O(\text { constant })^{a}$ |
| Median | Space | Non-Linear | Square $^{\text {Spara }}$ | $\mathrm{N} / \mathrm{Y}$ | $O(K)^{a}$ |
| Kuwara | Space | Non-Linear | Square ${ }^{a}$ | $\mathrm{~N} / \mathrm{N}$ | $O(J \bullet K)$ |
| Other | Frequency | Linear | - | $-/-$ | $O(\log N)$ |

${ }^{a}$ Seetext for additional explanation.


FIGURE 51.30: Illustration of various linear and nonlinear smoothing filters: (a) Original; (b) Uniform $5 \times 5$; (c) Gaussian ( $\sigma=2.5$ ); (d) Median $5 \times 5$; and (e) Kuwahara $5 \times 5$.

### 51.9.5 Derivative-Based Operations

Just as smoothing is a fundamental operation in imageprocessing, so istheability to takeoneor more spatial derivatives of the image. The fundamental problem is that, according to the mathematical definition of a derivative, this cannot bedone. A digitized image is not a continuous function $a(x, y)$ of the spatial variables but rather a discrete function $a[m, n]$ of the integer spatial coordinates. As a result, the al gorithms wewill present can only beseen as approximationsto thetruespatial derivatives of the original spatially continuous image.

Further, as we can see from the Fourier property in Eq. (51.27), taking a derivative multiplies the signal spectrum by either $u$ or $v$. This means that high frequency noise will be emphasized in the resulting image. Thegeneral solution to thisproblem is to combinethederivativeoperation with one that suppresses high frequency noise, in short, smoothing in combination with the desired derivative operation.

## First Derivatives

As an image is a function of two (or more) variables, it is necessary to define the direction in which the derivative is taken. For the two-dimensional case, we have the horizontal direction, the vertical direction, or an arbitrary direction that can be considered as a combination of the two. If we use $\mathbf{h}_{\mathbf{x}}$ to denote a horizontal derivative filter (matrix), $\mathbf{h}_{\mathbf{y}}$ to denote a vertical derivative filter (matrix), and $\mathbf{h}_{\theta}$ to denote the arbitrary angle derivative filter (matrix), then:

$$
\begin{equation*}
\left[\mathbf{h}_{\theta}\right]=\cos \theta \bullet\left[\mathbf{h}_{\mathbf{x}}\right]+\sin \theta \bullet\left[\mathbf{h}_{y}\right] \tag{51.102}
\end{equation*}
$$

Gradientfilters - It isalso possibleto generateavector derivativedescription asthegradient, $\nabla a[m, n]$, of an image:

$$
\begin{equation*}
\nabla a=\frac{\partial a}{\partial x} \vec{i}_{x}+\frac{\partial a}{\partial y} \vec{i}_{y}=\left(h_{x} \otimes a\right) \vec{i}_{x}+\left(h_{y} \otimes a\right) \vec{i}_{y} \tag{51.103}
\end{equation*}
$$

where $\vec{i}_{x}$ and $\vec{i}_{y}$ are unit vectors in the horizontal and vertical direction, respectively. This leads to two descriptions:

Gradient magnitude-

$$
\begin{equation*}
\left|\nabla_{a}\right|=\sqrt{\left(h_{x} \otimes a\right)^{2}+\left(h_{y} \otimes a\right)^{2}} \tag{51.104}
\end{equation*}
$$

and
Gradient direction -

$$
\begin{equation*}
\psi(\nabla a)=\arctan \left\{\left(h_{y} \otimes a\right) /\left(h_{x} \otimes a\right)\right\} \tag{51.105}
\end{equation*}
$$

The gradient magnitude is sometimes approximated by:
Approx. gradient magnitude-

$$
\begin{equation*}
|\nabla a| \cong\left|h_{x} \otimes a\right|+\left|h_{y} \otimes a\right| \tag{51.106}
\end{equation*}
$$

The final results of these calculations depend strongly on the choices of $\mathbf{h}_{\mathbf{x}}$ and $\mathbf{h}_{\mathbf{y}}$. A number of possible choices for ( $\mathbf{h}_{\mathbf{x}}, \mathbf{h}_{\mathbf{y}}$ ) will now be described.

Basic derivative filters - These filters are specified by:

$$
\begin{align*}
\text { (i) }\left[\mathbf{h}_{\mathbf{x}}\right] & =\left[\mathbf{h}_{y}\right]^{t}=\left[\begin{array}{ll}
1 & -1
\end{array}\right] \\
\text { (ii) }\left[\mathbf{h}_{\mathbf{x}}\right] & =\left[\mathbf{h}_{y}\right]^{t}=\left[\begin{array}{ll}
1 & 0-1
\end{array}\right] \tag{51.107}
\end{align*}
$$

where " $t$ " denotes matrix transpose. These two filters differ significantly in their Fourier magnitude and Fourier phase characteristics. For the frequency range $0 \leq \Omega \leq \pi$, these are given by:
$\left.\left.\begin{array}{rl}\text { (i) } \quad[\mathbf{h}] & =\left[\begin{array}{ll}1 & -1\end{array}\right] \stackrel{\mathcal{F}}{\leftrightarrow}|H(\Omega)|=2|\sin (\Omega / 2)| ; ~\end{array}\right)(\Omega)=(\pi-\Omega) / 2\right\}$
The second form (ii) gives suppression of high frequency terms ( $\Omega \approx \pi$ ) while the first form (i) does not. The first form leads to a phase shift; the second form does not.

Prewitt gradient filters - These filters are specified by:

$$
\begin{align*}
& {\left[\mathbf{h}_{x}\right]=\frac{1}{3}\left[\begin{array}{lll}
1 & 0 & -1 \\
1 & 0 & -1 \\
1 & 0 & -1
\end{array}\right]=\frac{1}{3}\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right] \bullet\left[\begin{array}{lll}
1 & 0 & -1
\end{array}\right]} \\
& {\left[\mathbf{h}_{y}\right]=\frac{1}{3}\left[\begin{array}{rrr}
1 & 1 & 1 \\
0 & 0 & 0 \\
-1 & -1 & -1
\end{array}\right]=\frac{1}{3}\left[\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right] \bullet\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right]} \tag{51.109}
\end{align*}
$$

Both $\mathbf{h}_{\mathbf{x}}$ and $\mathbf{h}_{\mathbf{y}}$ are separable. Beyond the computational implications are the implications for the analysis of the filter. Each filter takes the derivative in one direction using Eq. ( 51.107 ii ) and smoothes in theorthogonal direction usinga one-dimensional version of a uniform filter as described in section 51.9.4.

Sobel gradient filters - These filters are specified by:

$$
\begin{align*}
& {\left[\mathbf{h}_{x}\right]=\frac{1}{4}\left[\begin{array}{rrr}
1 & 0 & -1 \\
2 & 0 & -2 \\
1 & 0 & -1
\end{array}\right]=\frac{1}{4}\left[\begin{array}{l}
1 \\
2 \\
1
\end{array}\right] \bullet\left[\begin{array}{lll}
1 & 0 & -1
\end{array}\right]} \\
& {\left[\mathbf{h}_{y}\right]=\frac{1}{4}\left[\begin{array}{rrr}
1 & 2 & 1 \\
0 & 0 & 0 \\
-1 & -2 & -1
\end{array}\right]=\frac{1}{4}\left[\begin{array}{r}
1 \\
0 \\
-1
\end{array}\right] \bullet\left[\begin{array}{lll}
1 & 2 & 1
\end{array}\right]} \tag{51.110}
\end{align*}
$$

Again, $\mathbf{h}_{\mathbf{x}}$ and $\mathbf{h}_{\mathbf{y}}$ are separable. Each filter takes the derivative in one direction using Eq. (51.107 ii) and smoothes in the orthogonal direction using a one-dimensional version of a triangular filter as described in section 51.9.4.

Alternative gradient filters - The variety of techniques available from one-dimensional signal processingfor the design of digital filtersoffersuspowerful toolsfor designingone dimensional versions of $\mathbf{h}_{\mathbf{x}}$ and $\mathbf{h}_{\mathbf{y}}$. Using theParks-M cClellan filter design algorithm, for example, we can choose the frequency bands where we want the derivative to be taken and the frequency bands where we want the noise to be suppressed. The algorithm will then produce a real, odd filter with a minimum length that meets the specifications.

Asan example, if wewant afilter that hasderivativecharacteristicsin a passband (with weight 1.0) in the frequency range $0.0 \leq \Omega \leq 0.3 \pi$ and astopband (with weight 3.0 ) in the range $0.32 \pi \leq \Omega \leq \pi$, then the algorithm produces the following optimized seven sample filter:

$$
\left[\mathbf{h}_{x}\right]=\left[\mathbf{h}_{y}\right]^{t}=\frac{1}{16348}\left[\begin{array}{lllll}
-3571 & 8212-15580 & 0 & 15580-8212 & 3571 \tag{51.111}
\end{array}\right]
$$

The gradient can then be calculated as in Eq. (51.103).
Gaussian gradient filters - In modern digital image processing, one of the most common techniques is to use a Gaussian filter (see section 51.9.4) to accomplish the required smoothing and one of the derivatives listed in Eq. (51.107). Thus, we might first apply the recursive Gaussian in Eq. (51.97) followed by Eq. ( 51.107 ii ) to achieve the desired, smoothed derivative filters $\mathbf{h}_{\mathbf{x}}$ and $\mathbf{h}_{\mathbf{y}}$. Further, for computational efficiency, we can combine these two steps as:

$$
\begin{align*}
w[n] & =\left(\frac{B}{2}\right)(a[n+1]-a[n-1])+\left(b_{1} w[n-1]+b_{2} w[n-2]+b_{3} w[n-3]\right) / b_{0} \\
c[n] & =B w[n]+\left(b_{1} c[n+1]+b_{2} c[n+2]+b_{3} c[n+3]\right) / b_{0} \tag{51.112}
\end{align*}
$$

wherethe various coefficients are defined in Eq. (51.99). Thefirst (forward) equation is applied from $n=0$ up to $n=N-1$ while the second (backward) equation is applied from $n=N-1$ down to $n=0$.

Summary - Examples of the effect of various derivative algorithms on a noisy version of Fig. $51.30(\mathrm{a})(S N R)=29 \mathrm{~dB})$ areshown in Figs. $51.31(\mathrm{a}-\mathrm{c})$. Theeffect of various magnitudegradient algorithms on Fig. 51.30(a) are shown in Figs. 51.32(a-c). After processing, all images are contrast stretched as in Eq. (51.77) for display purposes.

The magnitude gradient takes on large values where there are strong edges in the image. Appropriatechoice of $\sigma$ in the Gaussian-based derivative(Fig. 51.31(c)) or gradient (Fig. 51.32(c)) permits computation of virtually any of the other forms - simple, Prewitt, Sobel, etc. In that sense, the Gaussian derivative represents a superset of derivative filters.

## Second Derivatives

It is, of course, possible to compute higher-order derivatives of functions of two variables. In image processing, as we shall see in sections 51.10.2 and 51.10.3, the second derivatives or Laplacian


FIGURE 51.31: Application of various algorithms for $\mathbf{h}_{\mathbf{x}} \boldsymbol{-}$ the horizontal derivative. (a) Simple Derivative - Eq. (51.107) ii; (b) Sobel - Eq. (51.110); (c) Gaussian ( $\sigma=1.5$ ) and Eq. (51.107) ii.


FIGURE 51.32: Various algorithms for the magnitude gradient, |Val. (a) Simple Derivative Eq. (51.107) $i i$; (b) Sobel - Eq. (51.110); (c) Gaussian ( $\sigma=1.5$ ) and Eq. (51.107) ii.
play an important role. The Laplacian is defined as:

$$
\begin{equation*}
\nabla^{2} a=\frac{\partial^{2} a}{\partial x^{2}}+\frac{\partial^{2} a}{\partial y^{2}}=\left(h_{2 x} \otimes a\right)+\left(h_{2 y} \otimes a\right) \tag{51.113}
\end{equation*}
$$

where $\mathbf{h}_{\mathbf{2 x}}$ and $\mathbf{h}_{\mathbf{2 y}}$ are second derivative filters. In the frequency domain, we have for the Laplacian filter [from Eq. (51.27)]:

$$
\begin{equation*}
\nabla^{2} a=\underset{\leftrightarrow}{\mathcal{F}}-\left(u^{2}+v^{2}\right) A(u, v) \tag{51.114}
\end{equation*}
$$

The transfer function of a Laplacian corresponds to a parabola $H(u, v)=-\left(u^{2}+v^{2}\right)$.
Basic second derivative filter - This filter is specified by:

$$
\left[\mathbf{h}_{2 x}\right]=\left[\mathbf{h}_{2 y}\right]^{t}=\left[\begin{array}{lll}
1 & -2 & 1 \tag{51.115}
\end{array}\right]
$$

and the frequency spectrum of this filter, in each direction, is given by:

$$
\begin{equation*}
H(\Omega)=\mathcal{F}\{1 \quad-2 \quad 1\}=-2(1-\cos \Omega) \tag{51.116}
\end{equation*}
$$

over the frequency range $-\pi \leq \Omega \leq \pi$. Thetwo, one-dimensional filters can be used in the manner suggested by Eq. (51.113) or combined into one, two-dimensional filter as:

$$
[\mathbf{h}]=\left[\begin{array}{rrr}
0 & 1 & 0  \tag{51.117}\\
1 & -4 & 1 \\
0 & 1 & 0
\end{array}\right]
$$

and used as in Eq. (51.84).

Frequency domain Laplacian - This filter is theimplementation of the general recipegiven in Eq. (51.92) and for the Laplacian filter takes the form:

$$
\begin{equation*}
c[m, n]=\mathcal{F}^{-1}\left\{-\left(\Omega^{2}+\Psi^{2}\right) A(\Omega, \Psi)\right\} \tag{51.118}
\end{equation*}
$$

Gaussian second derivative filter - This is the straightforward extension of the Gaussian first derivative filter described above and can be applied independently in each dimension. We first apply Gaussian smoothing with a $\sigma$ chosen on the basis of the problem specification. Wethen apply the desired second derivative filter Eq. (51.115) or Eq. (51.118). Again, there is the choice among the various Gaussian smoothing algorithms.

For efficiency, we can use the recursive implementation and combine the two steps - smoothing and derivative operation - as follows:

$$
\begin{align*}
w[n] & =B(a[n]-a[n-1])+\left(b_{1} w[n-1]+b_{2} w[n-2]+b_{3} w[n-3]\right) / b_{0} \\
c[n] & =B(w[n+1]-w[n])+\left(b_{1} c[n+1]+b_{2} c[n+2]+b_{3} c[n+3]\right) / b_{0} \tag{51.119}
\end{align*}
$$

wherethevarious coefficients aredefined in Eq. (51.99). Again, thefirst (forward) equation is applied from $n=0$ up to $n=N-1$ while the second (backward) equation is applied from $n=N-1$ down to $n=0$.

AlternativeLaplacian filters - Again one-dimensional digital filter design techniques offer us powerful methods to create filters that are optimized for a specific problem. Using the ParksMcClellan design algorithm, wecan choosethefrequency bandswhere we want the second derivative to be taken and the frequency bands where we want the noise to be suppressed. The algorithm will then produce a real, even filter with a minimum length that meets the specifications.

As an example, if we want a filter that has second derivative characteristics in a passband (with weight 1.0) in the frequency range $0.0 \leq \Omega \leq 0.3 \pi$ and a stopband (with weight 3.0 ) in the range $0.32 \pi \leq \Omega \leq \pi$, then the algorithm produces the following optimized seven sample filter:

$$
\left[\mathbf{h}_{x}\right]=\left[\mathbf{h}_{y}\right]^{t}=\frac{1}{11043}\left[\begin{array}{llllll}
-3448 & 10145 & 1495-16383 & 1495 & 10145-3448 \tag{51.120}
\end{array}\right]
$$

The Laplacian can then be calculated as in Eq. (51.113).
SD GD filter - A filter that is especially useful in edgefinding and object measurement isthe Second-Derivative in-the-Gradient-Direction (SDGD) filter. This filter uses five partial derivatives:

$$
\begin{array}{ll}
A_{x x}=\frac{\partial^{2} a}{\partial x^{2}} A_{x y}=\frac{\partial^{2} a}{\partial x \partial y} & A_{x}=\frac{\partial a}{\partial x} \\
A_{y x}=\frac{\partial^{2} a}{\partial x \partial y} A_{y y}=\frac{\partial^{2} a}{\partial y^{2}} & A_{y}=\frac{\partial a}{\partial y} \tag{51.121}
\end{array}
$$

Note that $A_{x y}=A_{y x}$, which accounts for the five derivatives.
This $S D G D$ combines the different partial derivatives as follows:

$$
\begin{equation*}
\operatorname{SDGD}(a)=\frac{A_{x x} A_{x}^{2}+2 A_{x y} A_{x} A_{y}+A_{y y} A_{y}^{2}}{A_{x}^{2}+A_{y}^{2}} \tag{51.122}
\end{equation*}
$$

As one might expect, the large number of derivatives involved in this filter implies that noise suppression is important and that Gaussian derivative filters - both first and second order - are highly recommended, if not required. It is also necessary that the first and second derivative filters have essentially the same passbands and stopbands. This means that if the first derivative filter $h_{1 x}$ is given by $\left[\begin{array}{lll}1 & 0 & -1\end{array}\right]$ Eq. ( $51.107 i i$ ) then the second derivative filter should be given by $h_{1 x} \otimes h_{1 x}=h_{2 x}=\left[\begin{array}{lllll}1 & 0 & -2 & 0 & 1\end{array}\right]$.

Summary - Theeffectsofthevarioussecond derivativefiltersareillustrated in Figs. 51.33(ae). All images were contrast stretched for display purposes using Eq. (51.78) and the parameters 1\% and 99\%.


FIGURE 51.33: Various algorithms for the Laplacian and Laplacian-related filters. (a) Laplacian - Eq. (51.117); (b) Fourier parabola - Eq. (51.118); (c) Gaussian ( $\sigma=1.0$ ) and Eq. (51.117); (d) "Designer" - Eq. (51.120); and (e) SDGD ( $\sigma=1.0$ ) - Eq. (51.122).

## Other Filters

An infinite number of filters, both linear and nonlinear, are possible for image processing. It is, therefore, impossible to describe more than the basic types in this section. Thedescription of others can befound be in the reference literature (see section 51.11) as well as in the applications literature. It is important to use a small consistent set of test images that are relevant to the application area to understand the effect of a given filter or class of filters. The effect of filters on images can befrequently understood by the use of images that have pronounced regions of varying sizes to visualize the effect on edgesor by the use of test patternssuch as sinusoidal sweeps to visualizethe effects in thefrequency domain. Theformer havebeen used previously (Figs. 51.21, 51.23 and 51.30 to 51.33), and thelatter are demonstrated in Fig. 51.34.

### 51.9.6 Morphology-Based Operations

In section 51.1, we defined an image as an (amplitude) function of two, real (coordinate) variables $a(x, y)$ or two discrete variables $a[m, n]$. An alternative definition of an image can be based on the notion that an image consists of a set (or collection) of either continuous or discrete coordinates. In a sense, the set corresponds to the points or pixels that belong to the objects in the image. This is illustrated in Fig. 51.35 which containstwo objects or sets $\boldsymbol{A}$ and $\boldsymbol{B}$. Notethat the coordinatesystem is


FIGURE 51.34: Various convolution algorithms applied to sinusoidal test image. (a) Lowpass filter, (b) bandpass filter, and (c) highpass filter.
required. For themoment, we will consider the pixel valuesto bebinary as discussed in section 51.2.1 and 51.9.2. Further, we shall restrict our discussion to discrete space ( $Z^{2}$ ). M ore general discussions can be found in Giardina and Dougherty [4], Gonzales and Woods [5], and Heijmans [7].


FIGURE 51.35: A binary image containing two objects sets $\boldsymbol{A}$ and $\boldsymbol{B}$.

The object $\boldsymbol{A}$ consists of those pixels $\alpha$ that share some common property:
Object -

$$
\begin{equation*}
\boldsymbol{A}=\{\alpha \mid \operatorname{property}(a)==\text { TRUE }\} \tag{51.123}
\end{equation*}
$$

As an example, object $\boldsymbol{B}$ in Fig. 51.35 consists of $\{[0,0],[1,0],[0,1]\}$.
The background of $\boldsymbol{A}$ is given by $\boldsymbol{A}^{c}$ (the complement of $\boldsymbol{A}$ ) which is defined as those elements that arenot in $A$ :

Background -

$$
\begin{equation*}
\boldsymbol{A}^{c}=\{\alpha \mid \alpha \notin \boldsymbol{A}\} \tag{51.124}
\end{equation*}
$$

In Fig. 51.3, we introduced the concept of neighborhood connectivity. We now observethat if an object $\boldsymbol{A}$ is defined on the basis of $C$-connectivity ( $C=4,6$, or 8 ) then the background $\boldsymbol{A}^{c}$ has a connectivity given by $12-C$. The necessity for this is illustrated for the Cartesian grid in Fig. 51.36.

## Fundamental Definitions

The fundamental operations associated with an object are the standard set operations union, intersection, and complement $\left\{\cup, \cap,{ }^{c}\right\}$ plus translation:


FIGURE 51.36: A binary image requiring careful definition of object and background connectivity.

Translation - Given a vector $\mathbf{x}$ and a set $\boldsymbol{A}$, the translation, $\boldsymbol{A}+\mathbf{x}$, is defined as:

$$
\begin{equation*}
\boldsymbol{A}+\mathbf{x}=\{\alpha+\mathbf{x} \mid \alpha \in \boldsymbol{A}\} \tag{51.125}
\end{equation*}
$$

Note that, since we are dealing with a digital image composed of pixels at integer coordinate positions ( $Z^{2}$ ), this implies restrictions on the allowable translation vectors $\boldsymbol{x}$.

The basic Minkowski set operations - addition and subtraction - can now be defined. First we note that the individual elements that comprise $\boldsymbol{B}$ are not only pixels but also vectors as they have a clear coordinate position with respect to $[0,0]$. Given two sets $\boldsymbol{A}$ and $\boldsymbol{B}$ :

$$
\begin{align*}
& \text { M inkowski addition - } \boldsymbol{A} \oplus \boldsymbol{B}=\bigcup_{\beta \in \mathbf{B}}(\boldsymbol{A}+\beta)  \tag{51.126}\\
& \text { M inkowski subtraction - } \boldsymbol{A} \ominus \boldsymbol{B}=\bigcap_{\beta \in \mathbf{B}}(\boldsymbol{A}+\beta) \tag{51.127}
\end{align*}
$$

## Dilation and Erosion

From these two M inkowski operations, we define the fundamental mathematical morphology operations dilation and erosion:

$$
\begin{align*}
& \text { Dilation - } D(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A} \oplus \boldsymbol{B}=\bigcup_{\beta \in \mathbf{B}}(\boldsymbol{A}+\beta)  \tag{51.128}\\
& \text { Erosion- } E(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A} \ominus(-\boldsymbol{B})=\bigcap_{\beta \in \mathbf{B}}(\boldsymbol{A}-\beta) \tag{51.129}
\end{align*}
$$

where $-\boldsymbol{B}=\{-\beta \mid \beta \in \boldsymbol{B}\}$. These two operations are illustrated in Fig. 51.37 for the objects defined in Fig. 51.35.

While either set $\boldsymbol{A}$ or $\boldsymbol{B}$ can be thought of as an "image", $\boldsymbol{A}$ is usually considered as the image and $\boldsymbol{B}$ is called a structuring element. Thestructuring element is to mathematical morphology what the convolution kernel is to linear filter theory.

Dilation, in general, causes objects to dilate or grow in size; erosion causes objects to shrink. The amount and the way that they grow or shrink depend on the choice of the structuring element. Dilating or eroding without specifying the structural element makes no more sense than trying to lowpass filter an image without specifying the filter. The two most common structuring elements (given a Cartesian grid) are the 4 -connected and 8 -connected sets, $\boldsymbol{N}_{\mathbf{4}}$ and $N_{\mathbf{8}}$. They are illustrated in Fig. 51.38.

Dilation and erosion have the following properties:

$$
\begin{equation*}
\text { Commutative- } D(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A} \oplus \boldsymbol{B}=\boldsymbol{B} \oplus \boldsymbol{A}=D(\boldsymbol{B}, \boldsymbol{A}) \tag{51.130}
\end{equation*}
$$


(a)

(b)

FIGURE 51.37: A binary image containing two object sets $\boldsymbol{A}$ and $\boldsymbol{B}$. The three pixels in $\boldsymbol{B}$ are "color-coded" as is their effect in the result. (a) Dilation $\mathrm{D}(\boldsymbol{A}, \boldsymbol{B})$ and (b) Erosion E(A, B).

(a)

(b)

FIGURE 51.38: The standard structuring elements $\boldsymbol{N}_{4}$ and $\boldsymbol{N}_{8}$. (a) $\boldsymbol{N}_{4}$ and (b) $\boldsymbol{N}_{8}$.

$$
\begin{align*}
& \text { Noncommutative- } E(\boldsymbol{A}, \boldsymbol{B}) \neq E(\boldsymbol{B}, \boldsymbol{A})  \tag{51.131}\\
& \text { Associative- } \boldsymbol{A} \oplus(\boldsymbol{B} \oplus \boldsymbol{C})=(\boldsymbol{A} \oplus \boldsymbol{B}) \oplus \boldsymbol{C}  \tag{51.132}\\
& \text { Translation Invariance- } \boldsymbol{A} \oplus(\boldsymbol{B}+\mathbf{x})=(\boldsymbol{A} \oplus \boldsymbol{B})+\mathbf{x} \\
& \qquad D^{c}(\boldsymbol{A}, \boldsymbol{B})=E\left(\boldsymbol{A}^{c},-\boldsymbol{B}\right)
\end{align*}
$$

Duality -

$$
E^{c}(\boldsymbol{A}, \boldsymbol{B})=D\left(\boldsymbol{A}^{c},-\boldsymbol{B}\right)
$$

With $\boldsymbol{A}$ as an object and $\boldsymbol{A}^{c}$ as the background, Eq. (51.134) says that the dilation of an object is equivalent to the erosion of the background. Likewise, the erosion of the object is equivalent to the dilation of the background.

Except for special cases:

$$
\begin{equation*}
\text { Noninverses- } D(E(\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{B}) \neq \boldsymbol{A} \neq E(D(\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{B}) \tag{51.135}
\end{equation*}
$$

Erosion has the following translation property:

$$
\begin{equation*}
\text { Translation Invariance - } \boldsymbol{A} \ominus(\boldsymbol{B}+\mathbf{x})=(\boldsymbol{A}+\mathbf{x}) \ominus \boldsymbol{B}=(\boldsymbol{A} \ominus \boldsymbol{B})+\boldsymbol{x} \tag{51.136}
\end{equation*}
$$

Dilation and erosion havethefollowingimportant properties. For any arbitrarystructuringelement $\boldsymbol{B}$ and two image objects $\boldsymbol{A}_{1}$ and $\boldsymbol{A}_{2}$ such that $\boldsymbol{A}_{1} \subset \boldsymbol{A}_{2}\left(\boldsymbol{A}_{1}\right.$ is a proper subset of $\left.\boldsymbol{A}_{2}\right)$ :

$$
\begin{equation*}
D\left(\boldsymbol{A}_{1}, \boldsymbol{B}\right) \subset D\left(\boldsymbol{A}_{2}, \boldsymbol{B}\right) \tag{51.137}
\end{equation*}
$$

Increasing in $\boldsymbol{A}$ -

$$
E\left(\boldsymbol{A}_{1}, \boldsymbol{B}\right) \subset E\left(\boldsymbol{A}_{2}, \boldsymbol{B}\right)
$$

For two structuring elements $\boldsymbol{B}_{1}$ and $\boldsymbol{B}_{2}$ such that $\boldsymbol{B}_{1} \subset \boldsymbol{B}_{2}$ :
Decreasingin $\boldsymbol{B}-E\left(\boldsymbol{A}, \boldsymbol{B}_{1}\right) \supset E\left(\boldsymbol{A}, \boldsymbol{B}_{2}\right)$
The decomposition theorems below makeit possibleto find efficient implementations for morphological filters.

$$
\begin{align*}
& \text { Dilation- } \boldsymbol{A} \oplus(\boldsymbol{B} \cup \boldsymbol{C})=(\boldsymbol{A} \oplus \boldsymbol{B}) \cup(\boldsymbol{A} \oplus \boldsymbol{C})=(\boldsymbol{B} \cup \boldsymbol{C}) \oplus \boldsymbol{A}  \tag{51.139}\\
& \text { Erosion- } \boldsymbol{A} \ominus(\boldsymbol{B} \cup \boldsymbol{C})=(\boldsymbol{A} \ominus \boldsymbol{B}) \cap(\boldsymbol{A} \ominus \boldsymbol{C})  \tag{51.140}\\
& \text { Erosion- } \quad(\boldsymbol{A} \ominus \boldsymbol{B}) \ominus \boldsymbol{C}=\boldsymbol{A} \ominus(\boldsymbol{B} \oplus \boldsymbol{C})  \tag{51.141}\\
& \text { M ultiple Dilations- } n \boldsymbol{B}=\underbrace{(\boldsymbol{B} \oplus \boldsymbol{B} \oplus \boldsymbol{B} \oplus \cdots \oplus \boldsymbol{B})}_{n \text { times }} \tag{51.142}
\end{align*}
$$

An important decomposition theorem is due to Vincent. First, we require some definitions. A convex set (in $R^{2}$ ) is onefor which the straight linejoining any two points in the set consists of points that are also in the set. Care must obviously betaken when applying this definition to discrete pixels as the concept of a "straight line" must be interpreted appropriately in $Z^{2}$. A set is bounded if each of its elements has a finite magnitude, in this case distance to the origin of the coordinate system. A set is symmetric if $\boldsymbol{B}=-\boldsymbol{B}$. The sets $\boldsymbol{N}_{4}$ and $\boldsymbol{N}_{8}$ in Fig. 51.38 are examples of convex, bounded, symmetric sets.

Vincent's theorem, when applied to an image consisting of discretepixels, states that for a bounded, symmetric structuring element $\boldsymbol{B}$ that contains no holes and contains its own center, $[0,0] \in \boldsymbol{B}$ :

$$
\begin{equation*}
D(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A} \oplus \boldsymbol{B}=\boldsymbol{A} \cup(\partial \boldsymbol{A} \oplus \boldsymbol{B}) \tag{51.143}
\end{equation*}
$$

where $\partial \boldsymbol{A}$ is the contour of the object. That is, $\partial \boldsymbol{A}$ is the set of pixels that have a background pixel as a neighbor. The implication of this theorem is that it is not necessary to process all the pixels in an object in order to compute a dilation or [using Eq. (51.134)] an erosion. Weonly have to process the boundary pixels. This also holdsfor all operations that can bederived from dilationsor erosions. The processing of boundary pixels instead of object pixels means that, except for pathological images, computational complexity can be reduced from $O\left(N^{2}\right)$ to $O(N)$ for an $N \times N$ image. A number of "fast" algorithms can be found in the literature that arebased on this result. The simplest dilation and erosion algorithms are frequently described as follows.

Dilation - Take each binary object pixel (with value " 1 ") and set all background pixels ( with value " 0 ") that are $C$-connected to that object pixel to the value " 1 ".

Erosion - Take each binary object pixel (with value " 1 ") that is $C$-connected to a background pixel and set the object pixel value to " 0 ".

Comparison of these two procedures to Eq. (51.143) where $\boldsymbol{B}=\boldsymbol{N}_{\mathbf{C}=4}$ or $\boldsymbol{N}_{\mathbf{C}=8}$ shows that they are equivalent to the formal definitions for dilation and erosion. The procedure is illustrated for dilation in Fig. 51.39.

## Boolean Convolution

An arbitrary binary image object (or structuring element) $\boldsymbol{A}$ can be represented as

$$
\begin{equation*}
\boldsymbol{A} \leftrightarrow \sum_{k=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} a[j, k] \bullet \delta[m-j, n-k] \tag{51.144}
\end{equation*}
$$

where $\sum$ and • are the Boolean operations $O R$ and $A N D$ as defined in Eqs. (51.81) and (51.82), $a[j, k]$ is a characteristic function that takes on the Boolean values " 1 " and " 0 " as follows:

$$
a[j, k]=\left\{\begin{array}{cc}
1 & a \in \boldsymbol{A}  \tag{51.145}\\
0 & a \notin \boldsymbol{A}
\end{array}\right.
$$



FIGURE 51.39: Illustration of dilation. Original object pixels are in gray; pixels added through dilation are in black. (a) $\boldsymbol{B}=\boldsymbol{N}_{4}$ and (b) $\boldsymbol{B}=\boldsymbol{N}_{8}$.
and $\delta[m, n]$ is a Boolean version of the Dirac delta function that takes on the Boolean values " 1 " and " 0 " as follows:

$$
\delta[j, k]= \begin{cases}1 & j=k=0  \tag{51.146}\\ 0 & \text { otherwise }\end{cases}
$$

Dilation for binary images can therefore be written as:

$$
\begin{equation*}
D(\boldsymbol{A}, \boldsymbol{B})=\sum_{k=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} a[j, k] \bullet b[m-j, n-k]=\boldsymbol{a} \otimes \boldsymbol{b} \tag{51.147}
\end{equation*}
$$

which, because Boolean $O R$ and $A N D$ are commutative, can also be written as

$$
\begin{equation*}
D(\boldsymbol{A}, \boldsymbol{B})=\sum_{k=-\infty}^{+\infty} \sum_{j=-\infty}^{+\infty} a[m-j, n-k] \bullet b[j, k]=\boldsymbol{b} \otimes \boldsymbol{a}=D(\boldsymbol{B}, \boldsymbol{A}) \tag{51.148}
\end{equation*}
$$

Using De M organ's theorem:

$$
\begin{equation*}
\overline{(a+b)}=\bar{a} \bullet \bar{b} \text { and } \overline{(a \bullet b)}=\bar{a}+\bar{b} \tag{51.149}
\end{equation*}
$$

on Eq. (51.148) together with Eq. (51.134), erosion can be written as:

$$
\begin{equation*}
E(\boldsymbol{A}, \boldsymbol{B})=\prod_{k=-\infty}^{+\infty} \prod_{j=-\infty}^{+\infty}(a[m-j, n-k]+\bar{b}[-j,-k]) \tag{51.150}
\end{equation*}
$$

Thus, dilation and erosion on binary images can be viewed as a form of convolution over a Boolean algebra.

In section 51.9.3 wesaw that, when convolution isemployed, an appropriatechoice of theboundary conditions for an image is essential. Dilation and erosion - being a Boolean convolution - are no exception. The two most common choices are that either everything outsidethe binary image is " 0 " or everything outside the binary image is " 1 ".

## Opening and Closing

We can combine dilation and erosion to build two important higher order operations:

$$
\begin{align*}
& \text { Opening - } O(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A} \circ \boldsymbol{B}=D(E(\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{B})  \tag{51.151}\\
& \text { Closing - } C(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A} \bullet \boldsymbol{B}=E(D(\boldsymbol{A},-\boldsymbol{B}),-\boldsymbol{B}) \tag{51.152}
\end{align*}
$$

The opening and closing have the following properties:

$$
\begin{array}{ll}
\text { Duality - } & C^{c}(\boldsymbol{A}, \boldsymbol{B})=O\left(\boldsymbol{A}^{c}, \boldsymbol{B}\right) \\
& O^{c}(\boldsymbol{A}, \boldsymbol{B})=C\left(\boldsymbol{A}^{c}, \boldsymbol{B}\right) \\
\text { Translation - } & O(\boldsymbol{A}+\mathbf{x}, \boldsymbol{B})=O(\boldsymbol{A}, \boldsymbol{B})+\mathbf{x}  \tag{51.154}\\
& C(\boldsymbol{A}+\mathbf{x}, \boldsymbol{B})=C(\boldsymbol{A}, \boldsymbol{B})+\mathbf{x}
\end{array}
$$

For the opening with structuring element $\boldsymbol{B}$ and images $\boldsymbol{A}, \boldsymbol{A}_{1}$, and $\boldsymbol{A}_{2}$, where $\boldsymbol{A}_{1}$ is a subimage of $\boldsymbol{A}_{2}\left(\boldsymbol{A}_{1} \subseteq \boldsymbol{A}_{2}\right)$ :

$$
\begin{array}{cl}
\text { Antiextensivity - } & O(\boldsymbol{A}, \boldsymbol{B}) \subseteq \boldsymbol{A} \\
\text { Increasing monotonicity - } & O\left(\boldsymbol{A}_{1}, \boldsymbol{B}\right) \subseteq O\left(\boldsymbol{A}_{2}, \boldsymbol{B}\right) \\
\text { Idempotence- } & O(O(\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{B})=O(\boldsymbol{A}, \boldsymbol{B}) \tag{51.157}
\end{array}
$$

For the closing with structuring element $\boldsymbol{B}$ and images $\boldsymbol{A}, \boldsymbol{A}_{1}$, and $\boldsymbol{A}_{2}$, where $\boldsymbol{A}_{1}$ is a subimage of $\boldsymbol{A}_{2}\left(\boldsymbol{A}_{1} \subseteq \boldsymbol{A}_{2}\right):$

$$
\begin{array}{cl}
\text { Extensivity - } & \boldsymbol{A} \subseteq C(\boldsymbol{A}, \boldsymbol{B}) \\
\text { Increasing monotonicity - } & C\left(\boldsymbol{A}_{1}, \boldsymbol{B}\right) \subseteq C\left(\boldsymbol{A}_{2}, \boldsymbol{B}\right) \\
\text { Idempotence- } & C(C(\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{B})=C(\boldsymbol{A}, \boldsymbol{B}) \tag{51.160}
\end{array}
$$

The two properties given by Eqs. (51.155) and (51.158) are so important to mathematical morphology that they can be considered as the reason for defining erosion with - $\boldsymbol{B}$ instead of $\boldsymbol{B}$ in Eq. (51.129).

## Hit-and-Miss Operation

Thehit-or-missoperator was defined by Serra but weshall refer to it as thehit-and-miss operator defined as follows. Given an image $\boldsymbol{A}$ and two structuring elements $\boldsymbol{B}_{1}$ and $\boldsymbol{B}_{2}$, the set definition and Boolean definition are:

Hit-and-Miss-

$$
\operatorname{HitMiss}\left(\boldsymbol{A}, \boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)=\left\{\begin{array}{c}
E\left(\boldsymbol{A}, \boldsymbol{B}_{1}\right) \cap E^{c}\left(\boldsymbol{A}^{c}, \boldsymbol{B}_{2}\right)  \tag{51.161}\\
E\left(\boldsymbol{A}, \boldsymbol{B}_{1}\right) \bullet \overline{E\left(\overline{\boldsymbol{A}}, \boldsymbol{B}_{2}\right)} \\
E\left(\boldsymbol{A}, \boldsymbol{B}_{1}\right)-E\left(\overline{\boldsymbol{A}}, \boldsymbol{B}_{2}\right)
\end{array}\right.
$$

where $\boldsymbol{B}_{1}$ and $\boldsymbol{B}_{2}$ are bounded, disjoint structuring elements. (Note the use of the notation from Eq. (51.81).) Two sets are disjoint if $\boldsymbol{B}_{1} \cap \boldsymbol{B}_{2}=\varnothing$, the empty set. In an important sense the hit-and-miss operator is the morphological equivalent of templatematching, a well-known technique for matching patterns based on cross-correlation. Here, we have a template $\boldsymbol{B}_{1}$ for the object and a template $\boldsymbol{B}_{2}$ for the background.

## Summary of the Basic Operations

Theresultsof theapplication of thesebasicoperationson atest imageareillustrated in Fig. 51.40. In this figure, the various structuring elements used in the processing are defined. The value "-" indicates a "don't care". All three structuring elements are symmetric.

The results of processing are shown in Fig. 51.41 where the binary value " 1 " is shown in black and the value " 0 " in white.

$$
\boldsymbol{B}=\boldsymbol{N}_{8}=\left[\begin{array}{ccc}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right] \quad \boldsymbol{B}_{1}=\left[\begin{array}{ccc}
- & - & - \\
- & 1 & - \\
- & - & -
\end{array}\right] \quad \boldsymbol{B}_{2}=\left[\begin{array}{ccc}
- & 1 & - \\
1 & - & 1 \\
- & 1 & -
\end{array}\right]
$$

FIGURE 51.40: Structuring elements $\boldsymbol{B}, \boldsymbol{B}_{1}$, and $\boldsymbol{B}_{2}$ that are $3 \times 3$ and symmetric.


FIGURE 51.41: Examples of various mathematical morphology operations. (a) Image $\boldsymbol{A}$; (b) dilation with $2 \boldsymbol{B}$; (c) erosion with $2 \boldsymbol{B}$; (d) opening with $2 \boldsymbol{B}$; (e) closing with $2 \boldsymbol{B}$; and (f) hit-and-miss with $\boldsymbol{B}_{1}$ and $\boldsymbol{B}_{2}$.

The opening operation can separate objects that are connected in a binary image. The closing operation can fill in small holes. Both operations generate a certain amount of smoothing on an object contour given a "smooth" structuring element. The opening smoothes from the inside of the object contour and the closing smoothes from the outside of the object contour. The hit-and-miss example has found the 4 -connected contour pixels. An alternative method to find the contour is simply to use the relation:

$$
\begin{equation*}
\text { 4-connected contour- } \partial A=A-E\left(A, N_{8}\right) \tag{51.162}
\end{equation*}
$$

or

$$
\begin{equation*}
\text { 8-connected contour - } \partial A=A-E\left(A, N_{4}\right) \tag{51.163}
\end{equation*}
$$

## Skeleton

The informal definition of a skeleton is a line representation of an object that is:
(i) one-pixel thick,
(ii) through the "middle" of the object, and
(iii) preserves the topology of the object.


FIGURE 51.42: Counterexamples to the three requirements.

In thefirst example, Fig. 51.42(a), it isnot possibleto generatealinethat isonepixel thick and in the center of an object whilegenerating a path that reflectsthesimplicity of theobject. In Fig. 51.42(b) it is not possibleto remove a pixel from the 8-connected object and simultaneously preservethetopology - the notion of connectedness - of the object. Nevertheless, there are a variety of techniques that attempt to achieve this goal and to produce a skeleton.

A basic formulation is based on the work of Lantuéjoul. The skeleton subset $\boldsymbol{S}_{k}(\boldsymbol{A})$ is defined as:

$$
\begin{equation*}
\text { Skeleton subsets- } \boldsymbol{S}_{k}(\boldsymbol{A})=E(\boldsymbol{A}, k \boldsymbol{B})-[E(\boldsymbol{A}, k \boldsymbol{B}) \circ \boldsymbol{B}] \quad k=0,1, \ldots K \tag{51.165}
\end{equation*}
$$

where $K$ isthelargest valueof $k$ beforetheset $\boldsymbol{S}_{k}(\boldsymbol{A})$ becomesempty. [From Eq. (51.156), $E(\boldsymbol{A}, k \boldsymbol{B})$ 。 $\boldsymbol{B} \subseteq E(\boldsymbol{A}, k \boldsymbol{B})]$. The structuring element $\boldsymbol{B}$ is chosen (in $Z^{2}$ ) to approximate a circular disc, that is, convex, bounded, and symmetric. The skeleton is then the union of the skeleton subsets:

$$
\begin{equation*}
\text { Skeleton - } \quad \boldsymbol{S}(\boldsymbol{A})=\bigcup_{k=0}^{K} \boldsymbol{S}_{k}(\boldsymbol{A}) \tag{51.166}
\end{equation*}
$$

An elegant side effect of this formulation is that the original object can be reconstructed given knowledge of the skeleton subsets $\boldsymbol{S}_{k}(\boldsymbol{A})$, the structuring element $\boldsymbol{B}$, and $K$ :

$$
\begin{equation*}
\text { Reconstruction - } \quad \boldsymbol{A}=\bigcup_{k=0}^{K}\left(S_{k}(\boldsymbol{A}) \oplus k \boldsymbol{B}\right) \tag{51.167}
\end{equation*}
$$

Thisformulation for theskeleton, however, does not preservethetopology, a requirement described in Eq. (51.164).

An alternative point of view is to implement a thinning, an erosion that reduces the thickness of an object without permitting it to vanish. A general thinning algorithm is based on the hit-and-miss operation:

$$
\begin{equation*}
\text { Thinning- Thin }\left(\boldsymbol{A}, \boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right)=\boldsymbol{A}-\mathrm{HitM} \text { iss }\left(\boldsymbol{A}, \boldsymbol{B}_{1}, \boldsymbol{B}_{2}\right) \tag{51.168}
\end{equation*}
$$

Depending on the choice of $\boldsymbol{B}_{1}$ and $\boldsymbol{B}_{2}$, a large variety of thinning algorithms - and through repeated application skeletonizing algorithms - can be implemented.

A quite practical implementation can be described in another way. If we restrict ourselves to a $3 \times 3$ neighborhood, similar to the structuring element $\boldsymbol{B}=\boldsymbol{N}_{8}$ in Fig. 51.40(a), then we can view
the thinning operation as a window that repeatedly scans over the (binary) image and sets the center pixel to " 0 " under certain conditions. The center pixel is not changed to " 0 " if and only if:
(i) an isolated pixel is found [e.g., Fig.51.43(a)],
(ii) removing a pixel would change the connectivity [e.g., Fig.51.43(b)],
(iii) removing a pixel would shorten a line[e.g., Fig.51.43(c)].

As pixels are (potentially) removed in each iteration, the process is called a conditional erosion. Three test cases of Eq. (51.169) are illustrated in Fig. 51.43. In general, all possible rotations and variations have to bechecked. As there are only 512 possible combinations for a $3 \times 3$ window on a binary image, this can be done easily with the use of a lookup table.

(a)

(b)

(c)

FIGURE 51.43: Test conditionsfor conditional erosion of the center pixel. (a) Isolated pixel, (b) connectivity pixel, and (c) end pixel.

If only condition ( $i$ ) is used, then each object will be reduced to a single pixel. This is useful if we wish to count thenumber of objectsin an image. If only condition ( $i$ i $)$ isused, then holesin theobjects will befound. If conditions ( $i+i i$ ) are used, each object will be reduced to either a single pixel if it does not contain a holeor to closed rings if it does contain holes. If conditions ( $i+i i+i i i$ ) areused, then the "complete skeleton" will be generated as an approximation to Eq. (51.164). Illustrations of these various possibilities are given in Figs. 51.44(a) and (b).

## Propagation

It is convenient to be able to reconstruct an image that has "survived" several erosions or to fill an object that is defined, for example, by a boundary. The formal mechanism for this has several names, including region-filling, reconstruction, and propagation. Theformal definition is given by the following algorithm. We start with a seed image $\boldsymbol{S}^{(0)}$, a mask image $\boldsymbol{A}$, and a structuring element $\boldsymbol{B}$. Wethen use dilations of $\boldsymbol{S}$ with structuring element $\boldsymbol{B}$ and masked by $\boldsymbol{A}$ in an iterative procedure as follows:

$$
\begin{equation*}
\text { Iteration k - } \boldsymbol{S}^{(k)}=\left[\boldsymbol{S}^{k-1} \oplus \boldsymbol{B}\right] \cap \boldsymbol{A} \text { until } \boldsymbol{S}^{(k)}=\boldsymbol{S}^{(k-1)} \tag{51.170}
\end{equation*}
$$

With each iteration, the seed image grows (through dilation) but within the set (object) defined by $\boldsymbol{A} ; \boldsymbol{S}$ propagates to fill $\boldsymbol{A}$. The most common choices for $\boldsymbol{B}$ are $\boldsymbol{N}_{4}$ or $\boldsymbol{N}_{8}$. Several remarks are central to the use of propagation. First, in a straightforward implementation, as suggested by Eq. (51.170), the computational costs are extremely high. Each iteration requires $O\left(N^{2}\right)$ operations for an $N \times N$ image, and with the required number of iterations this can lead to a complexity of $O\left(N^{3}\right)$. Fortunately, a recursive implementation of the algorithm exists in which one or two passes through the image are usually sufficient, meaning a complexity of $O\left(N^{2}\right)$. Second, although wehave not paid much attention to the issue of object/background connectivity until now (see Fig. 51.36), it is essential that the connectivity implied by $\boldsymbol{B}$ be matched to be connectivity associated with the boundary definition of $\boldsymbol{A}$ [see Eqs. (51.162) and (51.163)]. Finally, as mentioned earlier, it is important to make the correct choice (" 0 " or " 1 ") for the boundary condition of the image. The choice depends on the application.


FIGURE 51.44: Examples of skeleton and propagation. (a) Skeleton with end pixels, condition Eq. (51.169) i+ii +iii; (b) skeleton without end pixels, condition Eq. (51.169)i+ii; (c) propagation with $N_{8}$.

## Summary of Skeleton and Propagation

Theapplication of thesetwo operations on atest image isillustrated in Fig. 51.44. In (a) and (b) of the figure the skeleton operation is shown with the end pixel condition [Eq. (51.169) $i+i i+i i i$ ] and without the end pixel condition [Eq. (51.169) $i+i i$ ]. The propagation operation is illustrated in Fig. 51.44(c). The original image, shown in light gray, was eroded by $E\left(\boldsymbol{A}, 6 \boldsymbol{N}_{8}\right)$ to produce the seed image shown in black. The original was then used as the mask image to produce the final result. The border value in both images was " 0 ".

Several techniques based on the use of skeleton and propagation operations in combination with other mathematical morphology operations will be given in section 51.10.

## Gray-Value Morphological Processing

The techniques of morphological filtering can be extended to gray-level images. To simplify matters, we will restrict our presentation to structuringelements, $\boldsymbol{B}$, that comprisea finitenumber of pixels and areconvex and bounded. Now, however, thestructuring element hasgray values associated with every coordinate position as does the image $\boldsymbol{A}$.

Gray-level dilation, $\quad D_{G}(\bullet)$, is given by:

$$
\begin{equation*}
\text { Dilation - } \quad D_{G}(\boldsymbol{A}, \boldsymbol{B})=\max _{[j, k] \in \mathbf{B}}\{a[m-j, n-k]+b[j, k]\} \tag{51.171}
\end{equation*}
$$

For a given output coordinate [ $m, n$ ], the structuring element is summed with a shifted version of the image and the maximum encountered over all shifts within the $J \times K$ domain of $\boldsymbol{B}$ is used as the result. Should the shifting require values of the image $\boldsymbol{A}$ that are outside the $M \times N$ domain of $\boldsymbol{A}$, then a decision must be made as to which model for image extension, as described in section 51.9.3, should be used.

Gray-level erosion, $\quad E_{G}(\bullet)$, is given by:

$$
\begin{equation*}
\text { Erosion - } \quad E_{G}(\boldsymbol{A}, \boldsymbol{B})=\min _{[j, k] \in \mathbf{B}}\{a[m+j, n+k]-b[j, k]\} \tag{51.172}
\end{equation*}
$$

The duality between gray-level erosion and gray-level dilation - the gray-level counterpart of Eq. (51.134) - is somewhat more complex than in the binary case:

$$
\begin{equation*}
\text { Duality - } \quad E_{G}(\boldsymbol{A}, \boldsymbol{B})=-D_{G}(-\tilde{\boldsymbol{A}}, \boldsymbol{B}) \tag{51.173}
\end{equation*}
$$

where " $-\tilde{\boldsymbol{A}}^{\prime}$ means that $a[j, k] \rightarrow-a[-j,-k]$.
The definitions of higher order operations such as gray-level opening and gray-level closing are:

$$
\begin{array}{ll}
\text { Opening- } & O_{G}(\boldsymbol{A}, \boldsymbol{B})=D_{G}\left(E_{G}(\boldsymbol{A}, \boldsymbol{B}), \boldsymbol{B}\right) \\
\text { Closing- } & C_{G}(\boldsymbol{A}, \boldsymbol{B})=-O_{G}(-\boldsymbol{A},-\boldsymbol{B}) \tag{51.175}
\end{array}
$$

The important properties that were discussed earlier such as idempotence, translation invariance, increasing in $A$, and so forth are also applicable to gray level morphological processing. The details can be found in Giardina and Dougherty [4].

In many situations the seeming complexity of gray level morphological processing is significantly reduced through the use of symmetric structuring elements where $b[j, k]=b[-j,-k]$. The most common of these is based on the use of $\boldsymbol{B}=$ constant $=0$. For this important case and using again the domain $[j, k] \in \boldsymbol{B}$, the definitions above reduceto:

$$
\begin{align*}
& \text { Dilation- } \quad D_{G}(\boldsymbol{A}, \boldsymbol{B})=\max _{[j, k] \in \mathbf{B}}\{a[m-j, n-k]\}=\max _{\mathbf{B}}(\boldsymbol{A})  \tag{51.176}\\
& \text { Erosion - } \quad E_{G}(\boldsymbol{A}, \boldsymbol{B})=\min _{[j, k] \in \mathbf{B}}\{a[m-j, n-k]\}=\min _{\mathbf{B}}(\boldsymbol{A})  \tag{51.177}\\
& \text { Opening - } \quad O_{G}(\boldsymbol{A}, \boldsymbol{B})=\max _{\mathbf{B}}\left(\min _{\mathbf{B}}(\boldsymbol{A})\right)  \tag{51.178}\\
& \text { Closing - } \quad C_{G}(\boldsymbol{A}, \boldsymbol{B})=\min _{\mathbf{B}}\left(\max _{\mathbf{B}}(\boldsymbol{A})\right) \tag{51.179}
\end{align*}
$$

The remarkable conclusion is that the maximum filter and the minimum filter, introduced in section 51.9.4, aregray-level dilation and gray-level erosion for the specific structuring element given by the shape of the filter window with the gray value " 0 " inside the window. Examples of these operations on a simpleone-dimensional signal are shown in Fig. 51.45.

For a rectangular window, $J \times K$, the two-dimensional maximum or minimum filter is separable into two one-dimensional windows. Further, a one-dimensional maximum or minimum filter can bewritten in incremental form (see section 51.9.3). This meansthat gray-level dilations and erosions have a computational complexity per pixel that is 0 (constant), that is, independent of $J$ and $K$ (see also Table 51.13).

The operations defined above can be used to produce morphological algorithms for smoothing, gradient determination and a version of the Laplacian. All are constructed from the primitives for gray-level dilation and gray-level erosion and in all cases the maximum and minimum filters are taken over the domain $[j, k] \in \boldsymbol{B}$.

## Morphological Smoothing

This algorithm is based on the observation that a gray-level opening smoothes a gray-value image from above the brightness surface given by the function $a[m, n]$ and the gray-level closing smoothes from below. We use a structuring element $\boldsymbol{B}$ based on Eqs. (51.176) and (51.177).


FIGURE 51.45: M orphological filtering of gray-level data. (a) Effect of $15 \times 1$ dilation and erosion; (b) effect of $15 \times 1$ opening and closing.

$$
\begin{align*}
\text { MorphSmooth }(\boldsymbol{A}, \boldsymbol{B}) & =C_{G}\left(O_{G}(\boldsymbol{A}, \boldsymbol{B}) \boldsymbol{B}\right) \\
& =\min (\max (\max (\min (\boldsymbol{A})))) \tag{51.180}
\end{align*}
$$

Note that we have supressed the notation for the structuring element $\boldsymbol{B}$ under the max and min operations to keep the notation simple. Its use, however, is understood.

## Morphological Gradient

For linear filtersthegradient filter yieldsa vector representation [Eq. (51.103)] with amagnitude [Eq. (51.104)] and direction [Eq. (51.105)]. The version presented here generates a morphological estimate of the gradient magnitude:

$$
\begin{align*}
\operatorname{Gradient}(\boldsymbol{A}, \boldsymbol{B}) & =\frac{1}{2}\left(D_{G}(\boldsymbol{A}, \boldsymbol{B})-E_{G}(\boldsymbol{A}, \boldsymbol{B})\right) \\
& =\frac{1}{2}(\max (\boldsymbol{A})-\min (\boldsymbol{A})) \tag{51.181}
\end{align*}
$$

## Morphological Laplacian

The morphologically based Laplacian filter is defined by:

$$
\begin{align*}
\operatorname{Laplacian}(\boldsymbol{A}, \boldsymbol{B}) & =\frac{1}{2}\left(\left(D_{G}(\boldsymbol{A}, \boldsymbol{B})-\boldsymbol{A}\right)-\left(\boldsymbol{A}-E_{G}(\boldsymbol{A}, \boldsymbol{B})\right)\right) \\
& =\frac{1}{2}\left(D_{G}(\boldsymbol{A}, \boldsymbol{B})+E_{G}(\boldsymbol{A}, \boldsymbol{B})-2 \boldsymbol{A}\right) \\
& =\frac{1}{2}(\max (\boldsymbol{A})+\min (\boldsymbol{A})-2 \boldsymbol{A}) \tag{51.182}
\end{align*}
$$

## Summary of Morphological Filters

The effect of these filters is illustrated in Fig. 51.46. All images were processed with a $3 \times 3$ structuring element as described in Eqs. (51.176) through (51.182). Figure 51.46(e) was contrast stretched for displaypurposesusingEq. (51.78) and theparameters1\% and 99\%. Figures51.46(c),(d), and (e) should be compared to Figs. 51.30, 51.32, and 51.33.


FIGURE 51.46: Examples of gray-level morphological filters. (a) Dilation; (b) Erosion; (c) Smoothing; (d) Gradient; and (e) Laplacian.

### 51.10 Techniques

The algorithms presented in section 51.9 can be used to build techniques to solve specific image processing problems. Without presuming to present the solution to all processing problems, the following examples are of general interest and can be used as models for solving related problems.

### 51.10.1 Shading Correction

The method by which images are produced - the interaction between objects in real space, the illumination, and the camera - frequently leads to situations where the image exhibits significant shading across the field of view. In some cases, the image might be bright in the center and decrease in brightness as one goes to the edge of thefield of view. In other cases, theimage might be darker on the left side and lighter on the right side. The shading might be caused by nonuniform illumination, nonuniform camera sensitivity, or even dirt and dust on glass (lens) surfaces. In general, this shading effect is undesirable. Eliminating it is frequently necessary for subsequent processing and especially when image analysis or image understanding is the final goal.

## Model of Shading

In general, we begin with a model for the shading effect. The illumination $I_{\text {ill }}(x, y)$ usually interacts in a multiplicative with the object $a(x, y)$ to produce the image $b(x, y)$ :

$$
\begin{equation*}
b(x, y)=I_{\mathrm{ill}}(x, y) \bullet a(x, y) \tag{51.183}
\end{equation*}
$$

with the object representing various imaging modalities such as:

$$
a(x, y)= \begin{cases}r(x, y) & \text { reflectance model }  \tag{51.184}\\ 10^{-O D(x, y)} & \text { absorption model } \\ c(x, y) & \text { fluorescence model }\end{cases}
$$

where at position $(x, y), r(x, y)$ is the reflectance, $O D(x, y)$ is the optical density, and $c(x, y)$ is the concentration of fluorescent material. Parenthetically, wenotethat thefluorescencemodel only holds for low concentrations. The camera may then contribute gain and offset terms, as in Eq. (51.74), so that:

$$
c[m, n]=\operatorname{gain}[m, n] \bullet b[m, n]+\operatorname{offset}[m, n]
$$

Total shading-

$$
\begin{equation*}
=\text { gain }[m, n] \bullet I_{\mathrm{ill}}[m, n] \bullet a[m, n]+\operatorname{offset}[m, n] \tag{51.185}
\end{equation*}
$$

In general, we assume that $I_{\mathrm{ill}}[m, n]$ is slowly varying compared to $a[m, n]$.

## Estimate of Shading

We distinguish between two cases for the determination of $a[m, n]$ starting from $c[m, n]$. In both cases weintend to estimatetheshading terms $\left\{\operatorname{gain}[m, n] \bullet I_{i l l}[m, n]\right\}$ and $\{$ offset $[m, n]\}$. While in the first case we assume that we have only the recorded image $c[m, n]$ with which to work, in the second case we assumethat we can record two, additional, calibration images.

A posteriori estimate - In thiscase, weattempt to extract theshading estimatefrom $c[m, n]$. The most common possibilities are the following.

Lowpass filtering - We compute a smoothed version of $c[m, n]$ where the smoothing is large compared to the size of the objects in the image. This smoothed version is intended to be an estimate of the background of the image. We then subtract the smoothed version from $c[m, n]$ and then restore the desired DC value. In formula:

$$
\begin{equation*}
\operatorname{Lowpass}-\hat{a}[m, n]=c[m, n]-\operatorname{LowPass}\{c[m, n]\}+\text { constant } \tag{51.186}
\end{equation*}
$$

where $\hat{a}[m, n]$ is the estimate of $a[m, n]$. Choosing the appropriate lowpass filter means knowing the appropriate spatial frequencies in the Fourier domain where the shading terms dominate.

Homomorphic filtering - We note that if the offset $[m, n]=0$, then $c[m, n]$ consists solely of multiplicative terms. Further, the term $\left\{\operatorname{gain}[m, n] \bullet I_{i l l}[m, n]\right\}$ is slowly varying while $a[m, n]$ presumably is not. We therefore take the logarithm of $c[m, n]$ to produce two terms, one of which is low frequency and one of which is high frequency. We suppress the shading by high pass filtering the logarithm of $c[m, n]$ and then take the exponent (inverse logarithm) to restore the image. This procedure is based on homomorphic filtering as developed by Oppenheim and Stockham. In formula:
(i) $c[m, n]=\operatorname{gain}[m, n] \bullet I_{\mathrm{ill}}[m, n] \bullet a[m, n]$
(ii) $\ln \{c[m, n]\}=\ln \{\underbrace{\text { gain }[m, n] \bullet I_{\mathrm{ill}}[m, n]}_{\text {slowly varying }}\}+\ln \{\underbrace{a[m, n]}_{\text {rapidly varying }}\}$
(iii) $\operatorname{HighPass}\{\ln \{c[m, n]\}\} \approx \ln \{a[m, n]\}$
(iv) $\hat{a}[m, n]=\exp \{\operatorname{HighPass}\{\ln \{c[m, n]\}\}\}$

Morphological filtering - We again compute a smoothed version of $c[m, n]$ where the smoothing is large compared to the size of the objects in the image but this time using morphological smoothing as in Eq. (51.180). This smoothed version is the estimate of the background of the image. Wethen subtract thesmoothed version from $c[m, n]$ and then restore the desired DC value. In formula:

$$
\begin{equation*}
\hat{a}[m, n]=c[m, n]-\mathrm{M} \text { orphSmooth }\{c[m, n]\}+\text { constant } \tag{51.188}
\end{equation*}
$$

Choosing the appropriate morphological filter window meansknowing (or estimating) the size of the largest objects of interest.

A priori estimate - If it is possible to record test (calibration) images through the camera's system, then themost appropriatetechniquefor theremoval of shading effects isto record two images - BLACK $[m, n]$ and WHITE $[m, n]$. The BLACK image is generated by covering the lens leading to $b[m, n]=0$ which in turn leads to $\operatorname{BLACK}[m, n]=\operatorname{offset}[m, n]$. The WHITE image is generated by using $a[m, n]=1$ which givesWHITE $[m, n]=\operatorname{gain}[m, n] \bullet I_{\text {ill }}[m, n]+\operatorname{offset}[m, n]$. The correction then becomes:

$$
\begin{equation*}
\hat{a}[m, n]=\text { constant } \bullet \frac{c[m, n]-\operatorname{BLACK}[m, n]}{\operatorname{WHITE}[m, n]-\operatorname{BLACK}[m, n]} \tag{51.189}
\end{equation*}
$$

The constant term is chosen to produce the desired dynamic range.
The effects of these various techniques on the data from Fig. 51.45 are shown in Fig. 51.47. The shading is a simple, linear ramp increasing from left to right; the objects consist of Gaussian peaks of varying widths.

In summary, if it is possible to obtain BLACK and WHITE calibration images, then Eq. (51.189) is to be preferred. If this is not possible, then one of the other algorithms will be necessary.

### 51.10.2 Basic Enhancement and Restoration Techniques

The process of image acquisition frequently leads (inadvertently) to image degradation. Due to mechanical problems, out-of-focus blur, motion, inappropriate illumination, and noise, the quality of the digitized image can be inferior to the original. The goal of enhancement is - starting from a recorded image $c[m, n]-$ to produce the most visually pleasing image $\hat{a}[m, n]$. The goal of restoration is - starting from a recorded image $c[m, n]$ - to produce the best possible estimate $\hat{a}[m, n]$ of the original image $a[m, n]$. The goal of enhancement is beauty; the goal of restoration is truth.

The measure of success in restoration is usually an error measure between the original $a[m, n]$ and the estimate $\hat{a}[m, n]: \mathcal{E}\{\hat{a}[m, n], a[m, n]\}$. No mathematical error function is known that corre sponds to human perceptual assessment of error. The mean-square error function is commonly used because:

1. It is easy to compute;
2. It is differentiable, implying that a minimum can be sought;
3. It corresponds to "signal energy" in the total error; and
4. It has nice properties vis à vis Parseval's theorem, Eqs. (51.22) and (51.23).

The mean-square error is defined by:

$$
\begin{equation*}
\mathcal{E}\{\hat{a}, a\}=\frac{1}{M N} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1}|\hat{a}[m, n]-a[m, n]|^{2} \tag{51.190}
\end{equation*}
$$

In some techniques, an error measure will not be necessary; in others it will be essential for evaluation and comparative purposes.


FIGURE 51.47: Comparison of variousshading correction algorithms. Thefinal result (e) is identical to the original (not shown). (a) Shaded; (b) correction with lowpass filtering; (c) correction with logarithmic filtering; (d) correction with max/min filtering; and (e) correction with test images.

## Unsharp Masking

A well-known technique from photography to improve the visual quality of an image is to enhance theedges of the image. Thetechnique is called unsharp masking. Edgeenhancement means first isolating the edges in an image, amplifying them, and then adding them back into the image. Examination of Fig. 51.33 shows that the Laplacian is a mechanism for isolating the gray level edges. This leads immediately to the technique:

$$
\begin{equation*}
\hat{a}[m, n]=a[m, n]-\left(k \bullet \nabla^{2} a[m, n]\right) \tag{51.191}
\end{equation*}
$$

The term $k$ is the amplifying term and $k>0$. The effect of this technique is shown in Fig. 51.48.


FIGURE 51.48: Edge enhanced compared to original. (Left) Original, (right) Laplacian-enhanced.

TheLaplacian used to produceFig. 51.48 is given by Eq. (51.120) and the amplification term $k=1$.

## Noise Suppression

The techniques available to suppress noise can be divided into those techniques that are based on temporal information and those that are based on spatial information. By temporal information we mean that a sequence of images $\left\{a_{p}[m, n] \mid p=1,2, \ldots, P\right\}$ is available that contains exactly the same objects and that differs only in the sense of independent noise realizations. If this is the case and if the noise is additive, then simple averaging of the sequence:

$$
\begin{equation*}
\text { Temporal averaging- } \hat{a}[m, n]=\frac{1}{P} \sum_{p=1}^{P} a_{p}[m, n] \tag{51.192}
\end{equation*}
$$

will produce a result where the mean value of each pixel will be unchanged. For each pixel, however, the standard deviation will decrease from $\sigma$ to $\sigma / \sqrt{P}$.

If temporal averaging is not possible, then spatial averaging can be used to decrease the noise. This generally occurs, however, at a cost to image sharpness. Four obvious choices for spatial averagingarethesmoothingalgorithmsthat havebeen described in section 51.9.4 - Gaussian filtering [Eq. (51.93)], median filtering, Kuwahara filtering, and morphological smoothing [Eq. (51.180)].

Within the class of linear filters, the optimal filter for restoration in the presence of noise is given by the Wiener filter. The word "optimal" is used here in the sense of minimum mean-square error (mse). Because the square root operation is monotonic increasing, the optimal filter also minimizes
the root mean-square error (rms). The Wiener filter is characterized in the Fourier domain, and for additive noise that is independent of the signal it is given by:

$$
\begin{equation*}
H_{W}(u, v)=\frac{S_{a a}(u, v)}{S_{a a}(u, v)+S_{n n}(u, v)} \tag{51.193}
\end{equation*}
$$

where $S_{a a}(u, v)$ is the power spectral density of an ensemble of random images $\{a[m, n]\}$ and $S_{n n}(u, v)$ is the power spectral density of the random noise. If we have a single image, then $S_{a a}(u, v)=|A(u, v)|^{2}$. In practice it is unlikely that the power spectral density of the uncontaminated image will be available. Because many images have a similar power spectral density that can be modeled by Table 51.4-T.8, that model can be used as an estimate of $S_{a a}(u, \nu)$.

A comparison of the five different techniques described above is shown in Fig. 51.49. The Wiener filter was constructed directly from Eq. (51.193) because theimage spectrum and the noise spectrum were known. The parameters for the other filters were determined choosing that value (either $\sigma$ or window size) that led to the minimum rms.


FIGURE 51.49: Noise suppression using various filtering techniques. (a) Noisy image (SNR = 20 dB) $r m s=25.7$; (b) Wiener filter $r m s=20.2$; (c) Gaussfilter $(\sigma=1.0) r m s=21.1$; (d) Kuwahara filter $(5 \times 5) r m s=22.4$; (e) median filter $3 \times 3 \mathrm{rms}=22.6$; and (f) morphological smoothing $(3 \times 3) r m s=26.2$.

The root mean-square errors (rms) associated with the various filters are shown in Fig. 51.49. For this specific comparison, theW iener filter generates alower error than any of theother proceduresthat are examined here. The two linear procedures, Wiener filtering and Gaussian filtering, performed slightly better than the three nonlinear alternatives.

## Distortion Suppression

The model presented above - an image distorted solely by noise - is not, in general, sophisticated enough to describe the true nature of distortion in a digital image. A more realistic model includes not only the noise but also a model for the distortion induced by lenses, finite apertures, possible motion of the camera and/or an object, and so forth. One frequently used model is of an image $a[m, n]$ distorted by a linear, shift-invariant system $h_{o}[m, n]$ (such as a lens) and then contaminated by noise $\kappa[m, n]$. Various aspects of $h_{o}[m, n]$ and $\kappa[m, n]$ have been discussed in earlier sections. The most common combination of these is the additive model:

$$
\begin{equation*}
c[m, n]=\left(a[m, n] \otimes h_{o}[m, n]\right)+\kappa[m, n] \tag{51.194}
\end{equation*}
$$

The restoration procedure that is based on linear filtering coupled to a minimum mean-square error criterion again produces a Wiener filter:

$$
\begin{align*}
H_{W}(u, v) & =\frac{H_{o}^{*}(u, v) S_{a a}(u, v)}{\left|H_{o}(u, v)\right|^{2} S_{a a}(u, v)+S_{n n}(u, v)} \\
& =\frac{H_{o}^{*}(u, v)}{\left|H_{o}(u, v)\right|^{2}+\left(S_{n n}(u, v) / S_{a a}(u, v)\right)} \tag{51.195}
\end{align*}
$$

Once again $S_{a a}(u, v)$ is the power spectral density of an image, $S_{n n}(u, v)$ is the power spectral density of the noise, and $H_{o}(u, v)=\mathcal{F}\left\{h_{o}[m, n]\right\}$. Examination of this formula for some extreme cases can be useful. For those frequencies where $S_{a a}(u, v) \gg S_{n n}(u, v)$, where the signal spectrum dominates the noise spectrum, the Wiener filter is given by $1 / H_{o}(u, v)$, the inverse filter solution. For those frequencies where $S_{a a}(u, v) \ll S_{n n}(u, v)$, where the noise spectrum dominates the signal spectrum, the Wiener filter is proportional to $H_{o}^{*}(u, v)$, the matched filter solution. For those frequencies where $H_{o}(u, v)=0$, the Wiener filter $H_{W}(u, v)=0$ preventing overflow.

The Wiener filter is a solution to the restoration problem based on the hypothesized use of a linear filter and the minimum mean-square(or rms) error criterion. In theexamplebelow, theimage $a[m, n]$ wasdistorted by abandpassfilter and then whitenoise was added to achievean $S N R=30 \mathrm{~dB}$. The results are shown in Fig. 51.50.


FIGURE 51.50: Noise and distortion suppression using theWiener filter, Eq.(51.195) and themedian filter. (a) Distorted, noisy image; (b) Wiener filter, $r m s=108.4$; (c) M edian filter $(3 \times 3), r m s=$ 40.9.

The rms after Wiener filtering but before contrast stretching was 108.4; after contrast stretching with Eq. (51.77), the final result as shown in Fig. 51.50(b) has a mean-square error of 27.8. Using a $3 \times 3$ median filter asshown in Fig. 51.50(c) leadsto a rms error of 40.9 before contrast stretching and
35.1 after contrast stretching. Although theWiener filter gives the minimum rmserror over the set of all linear filters, the nonlinear median filter gives a lower rms error. The operation contrast stretching is itself a nonlinear operation. The "visual quality" of the median filtering result is comparableto the Wiener filtering result. This is due in part to periodic artifacts introduced by the linear filter which arevisible in Fig. 51.50(b).

### 51.10.3 Segmentation

In the analysis of the objects in images, it is essential that we can distinguish between the objects of interest and "the rest". This latter group is also referred to as the background. Thetechniques that are used to find the objects of interest are usually referred to as segmentation techniques - segmenting theforeground from background. In thissection wewill discusstwo of themost common techniques - thresholding and edge finding - and we will present techniques for improving the quality of the segmentation result. It is important to understand that:

- there is no universally applicable segmentation technique that will work for all images, and,
- no segmentation technique is perfect.


## Thresholding

This technique is based on a simple concept. A parameter $\theta$ called the brightness threshold is chosen and applied to the image $a[m, n]$ as follows:

$$
\begin{array}{ll}
\text { If } a[m, n] \geq \theta & a[m, n]=\text { object }=1 \\
\text { Else } & a[m, n]=\text { background }=0 \tag{51.196}
\end{array}
$$

This version of the algorithm assumes that we are interested in light objects on a dark background. For dark objects on a light background we would use:

$$
\begin{array}{ll}
\text { If } a[m, n]<\theta & a[m, n]=\text { object }=1 \\
\text { Else } & a[m, n]=\text { background }=0 \tag{51.197}
\end{array}
$$

The output is the label "object" or "background" which, due to its dichotomous nature, can be represented as a Boolean variable " 1 " or " 0 ". In principle, the test condition could be based on some property other than simple brightness [for example, If (Redness $\{a[m, n]\} \geq \theta_{\text {red }}$ )], but the concept is clear.

The central question in thresholding then becomes: How do we choose the threshold $\theta$ ? While there is no universal procedurefor threshold selection that is guaranteed to work on all images, there is a variety of alternatives.

Fixed threshold - One alternative is to use a threshold that is chosen independently of the image data. If it is known that one is dealing with very high-contrast images where the objects are very dark and the background is homogeneous (section 51.10.1) and very light, then a constant threshold of 128 on a scale of 0 to 255 might be sufficiently accurate. By accuracy we mean that the number of falsely classified pixels should be kept to a minimum.

Histogram-derived thresholds - In most cases, thethreshold is chosen from the brightness histogram of the region or image that we wish to segment (see sections 51.3.5 and 51.9.1). An image and its associated brightness histogram are shown in Fig. 51.51.

A variety of techniques has been devised to automatically choose a threshold starting from the gray-value histogram, $\left\{h[b] \mid b=0,1, \ldots, 2^{B}-1\right\}$. Some of the most common ones are presented below. M any of these algorithms can benefit from a smoothing of the raw histogram data to remove


FIGURE 51.51: Pixels below thethreshold $(a[m, n]<\theta)$ will belabeled as object pixels: those above the threshold will be labeled as background pixels. (a) Image to be thresholded and (b) brightness histogram of the image.
small fluctuations, but the smoothing algorithm must not shift the peak positions. This translates into a zero-phase smoothing algorithm given below where typical values for $W$ are 3 or 5:

$$
\begin{equation*}
h_{\text {smooth }}[b]=\frac{1}{W} \sum_{w=-(W-1) / 2}^{(W-1) / 2} h_{\text {raw }}[b-w] \quad W \text { odd } \tag{51.198}
\end{equation*}
$$

Isodata algorithm - This iterative technique for choosing a threshold was developed by Ridler and Calvard. The histogram is initially segmented into two parts using a starting threshold value such as $\theta_{0}=2^{B-1}$, half the maximum dynamic range. The sample mean ( $m_{f, 0}$ ) of the gray values associated with theforeground pixels and the samplemean ( $m_{b, 0}$ ) of the gray values associated with the background pixels are computed. A new threshold value $\theta_{1}$ is now computed as the average of these two sample means. The process is repeated, based on the new threshold, until the threshold value does not change any more. In formula:

$$
\begin{equation*}
\theta_{k}=\left(m_{f, k-1}+m_{b, k-1}\right) / 2 \text { until } \theta_{k}=\theta_{k-1} \tag{51.199}
\end{equation*}
$$

Background-symmetry algorithm - This technique assumes a distinct and dominant peak for thebackground that issymmetric about itsmaximum. Thetechniquecan benefit from smoothing as described above[Eq. (51.198)]. Themaximum peak (maxp) isfound by searchingfor themaximum value in the histogram. The algorithm then searches on the nonobject pixel side of that maximum to find a $p \%$ point as in Eq. (51.39).

In Fig. 51.51(b), where the object pixels are located to theleft of the background peak at brightness 183 , this means searching to the right of that peak to locate, as an example, the $95 \%$ value. At this brightness value, $5 \%$ of the pixels lie to the right of (are above) that value. This occurs at brightness 216 in Fig. 51.51(b). Because of the assumed symmetry, we use as a threshold a displacement to the left of the maximum that is equal to the displacement to the right where the $p \%$ is found. For Fig. 51.51(b) this means a threshold value given by $183-(216-183)=150$. In formula:

$$
\begin{equation*}
\theta=\operatorname{maxp}-(p \%-\operatorname{maxp}) \tag{51.200}
\end{equation*}
$$

This technique can be adapted easily to the case where we have light objects on a dark, dominant background. Further, it can be used if the object peak dominates and we have reason to assume that the brightness distribution around the object peak is symmetric. An additional variation on this symmetry theme is to use an estimate of the sample standard deviation [ $s$ in Eq. (51.37)] based on one side of the dominant peak and then use a threshold based on $\theta=\operatorname{maxp} \pm 1.96 s$ (at the
$5 \%$ level) or $\theta=\operatorname{maxp} \pm 2.57 s$ (at the $1 \%$ level). The choice of " + " or "-" depends on which direction from maxp is being defined as the object/background threshold. Should the distributions be approximately Gaussian around maxp, then the values 1.96 and 2.57 will, in fact, correspond to the $5 \%$ and $1 \%$ level.

Triangle algorithm - This technique due to Zack is illustrated in Fig. 51.52. A line is constructed between the maximum of the histogram at brightness $b_{\max }$ and the lowest value $b_{\min }=$ ( $p=0$ ) \% in the image. The distance d between the line and the histogram $h[b]$ is computed for all values of $b$ from $b=b_{\text {min }}$ to $b=b_{\text {max }}$. The brightness value $b_{o}$ where the distance between $h\left[b_{o}\right]$ and the line is maximal is thethreshold value, that is, $\theta=b_{o}$. This technique is particularly effective when the object pixels produce a weak peak in the histogram.


FIGURE 51.52: The triangle algorithm is based on finding the value of $b$ that gives the maximum distanced.

Thethree procedures described above give the values $\theta=139$ for the Isodata algorithm, $\theta=150$ for the background symmetry algorithm at the $5 \%$ level, and $\theta=152$ for the triangle algorithm for the image in Fig. 51.51(a).

Thresholding does not have to be applied to entire images but can be used on a region-by-region basis. Chow and Kaneko developed a variation in which the $M \times N$ image is divided into nonoverlapping regions. In each region, a threshold is calculated and the resulting threshold values are put together (interpolated) to form a thresholding surface for the entire image. The regions should be of "reasonable" sizeso that there are a sufficient number of pixels in each region to make an estimate of the histogram and the threshold. The utility of this procedure - like so many others - depends on the application at hand.

## Edge Finding

Thresholding produces a segmentation that yields all the pixels that, in principle, belong to the object or objects of interest in an image. An alternative to this is to find those pixels that belong to the borders of the objects. Techniques that are directed to this goal are termed edge finding techniques. From our discussion in section 51.9.6 on mathematical morphology, specifically Eqs. (51.162), (51.163), and (51.170), we seethat there is an intimate relationship between edges and regions.

Gradient-based procedure - The central challenge to edge finding techniques is to find procedures that produce closed contours around the objects of interest. For objects of particularly high SN R, this can be achieved by calculating the gradient and then using a suitable threshold. This is illustrated in Fig. 51.53.

Whilethetechnique works well for the 30-dB imagein Fig. 51.53(a), it fails to provide an accurate determination of those pixels associated with the object edges for the 20-dB image in Fig. 51.53(b).


FIGURE 51.53: Edge finding based on the Sobel gradient, Eq. (51.110), combined with the Isodata thresholding algorithm Eq. (51.199). (a) $S N R=30 \mathrm{~dB}$ and (b) $S N R=20 \mathrm{~dB}$.

A variety of smoothing techniques as described in section 51.9 .4 and in Eq. (51.180) can be used to reduce the noise effects before the gradient operator is applied.

Zero-crossing based procedure - A moremodern view to handling the problem of edges in noisy images is to use the zero crossings generated in the Laplacian of an image (section 51.9.5). The rationale starts from the model of an ideal edge, a step function, that has been blurred by an OTF such as Table 51.4.T. 3 (out-of-focus), T. 5 (diffraction-limited), or T. 6 (general model) to produce the result shown in Fig. 51.54.


FIGURE 51.54: Edge finding based on the zero crossing as determined by the second derivative, the Laplacian. The curves are not to scale.

Theedgelocation is, according to the model, at that placein theimage wheretheLaplacian changes sign, thezero crossing. AstheLaplacian operation involves a second derivative, this means a potential
enhancement of noisein theimage at high spatial frequencies; seeEq. (51.114). To prevent enhanced noise from dominating the search for zero crossings, a smoothing is necessary.

The appropriate smoothing filter from among the many possibilities described in section 51.9.4 should have, according to Canny, the following properties:

- In the frequency domain, $(u, v)$ or $(\Omega, \Psi)$, the filter should be as narrow as possible to provide suppression of high frequency noise, and;
- In thespatial domain, $(x, y)$ or $[m, n]$, thefilter should beasnarrow as possibleto provide good local ization of theedge. A too widefilter generates uncertainty asto precisely where, within the filter width, the edge is located.

The smoothing filter that simultaneously satisfies both these properties - minimum bandwidth and minimum spatial width - is the Gaussian filter described in section 51.9.4. This means that the image should be smoothed with a Gaussian of an appropriate $\sigma$ followed by application of the Laplacian. In formula:

$$
\begin{equation*}
\text { ZeroCrossing }\{a(x, y)\}=\left\{(x, y) \mid \nabla^{2}\left\{g_{2 D}(x, y) \otimes a(x, y)\right\}=0\right\} \tag{51.201}
\end{equation*}
$$

where $g_{2 D}(x, y)$ is defined in Eq. (51.93). The derivative operation is linear and shift-invariant as defined in Eqs. (51.85) and (51.86). This means that the order of the operators can be exchanged [Eq. (51.4)] or combined into one single filter [Eq. (51.5)]. This second approach leads to the M arr-Hildreth formulation of the "Laplacian-of-Gaussians" (LoG) filter:

$$
\begin{equation*}
\text { ZeroCrossing }\{a(x, y)\}=\{(x, y) \mid \operatorname{LoG}(x, y) \otimes a(x, y)=0\} \tag{51.202}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{LoG}(x, y)=\frac{x^{2}+y^{2}}{\sigma^{4}} g_{2 D}(x, y)-\frac{2}{\sigma^{2}} g_{2 D}(x, y) \tag{51.203}
\end{equation*}
$$

Given the circular symmetry, this can also be written as:

$$
\begin{equation*}
\operatorname{LoG}(r)=\left(\frac{r^{2}-2 \sigma^{2}}{2 \pi \sigma^{6}}\right) e^{-\left(r^{2} / 2 \sigma^{2}\right)} \tag{51.204}
\end{equation*}
$$

This two-dimensional convolution kernel, which is sometimes referred to as a"M exican hat filter", is illustrated in Fig. 51.55.


FIGURE 51.55: $\operatorname{LoG}$ filter with $\sigma=1.0$. (a) $-\operatorname{LoG}(x, y)$ and (b) $\operatorname{LoG(r).}$

PLUS-based procedure - Among the zero crossing procedures for edge detection, perhaps the most accurate is the PLUS filter as developed by Verbeek and Van Vliet. The filter is defined, using Eqs. (51.121) and (51.122) as:

$$
\begin{align*}
\operatorname{PLUS}(a) & =\operatorname{SDGD}(a)+\operatorname{Laplace}(a) \\
& =\left(\frac{A_{x x} A_{x}^{2}+2 A_{x y} A_{x} A_{y}+A_{y y} A_{y}^{2}}{A_{x}^{2}+A_{y}^{2}}\right)+\left(A_{x x}+A_{y y}\right) \tag{51.205}
\end{align*}
$$

Neither the derivation of the $P L U S$ 's properties nor an evaluation of its accuracy are within the scope of this section. Suffice it to say that, for positively curved edges in gray value images, the Laplacian-based zero crossing procedureoverestimatesthe position of theedge and the SDGD-based procedure underestimates the position. This is true in both two-dimensional and three-dimensional images with an error on the order of $(\sigma / R)^{2}$ where $R$ is the radius of curvature of the edge. The PLUS operator has an error on theorder of $(\sigma / R)^{4}$ if the image is sampled at, at least, $3 \times$ the usual Nyquist sampling frequency as in Eq. (51.56) or if we choose $\sigma \geq 2.7$ and sample at the usual $N$ yquist frequency.

All of themethodsbased on zero crossingsin theLaplacian must beableto distinguish between zero crossings and zero values. While the former represent edge positions, the latter can be generated by regionsthat areno morecomplex than bilinear surfaces, that is, $a(x, y)=a_{0}+a_{1} \bullet x+a_{2} \bullet y+a_{3} \bullet x \bullet y$. To distinguish between thesetwo situations, wefirst find thezero crossing positions and label them as " 1 " and all other pixels as " 0 ". Wethen multiply the resulting image by a measure of the edge strength at each pixel. There are various measures for the edge strength that are all based on the gradient as described in section 51.9 .5 and Eq. (51.181). This last possibility, use of a morphological gradient as an edge strength measure, was first described by Lee, Haralick, and Shapiro and is particularly effective. After multiplication the image is then thresholded (as above) to produce the final result. The procedure is shown in Fig. 51.56.


FIGURE 51.56: General strategy for edges based on zero crossings.

The results of thesetwo edgefinding techniques based on zero crossings, LoG filtering and PLUS filtering, are shown in Fig. 51.57 for images with a $20-\mathrm{dB} S N R$.

Edge finding techniques provide, as the name suggests, an image that contains a collection of edge pixels. Should theedge pixels correspond to objects, as opposed to say simplelines in the image, then a region-filling technique such as Eq. $(51.170)$ may be required to provide the complete objects.


FIGURE 51.57: Edge finding using zero crossing algorithms LoG and PLUS. In both algorithms $\sigma=1.5$. (a) Image $S N R=20 \mathrm{~dB}$; (b) $L o G$ filter; and (c) PLUS filter.

## Binary Mathematical Morphology

The various algorithms that we have described for mathematical morphology in section 51.9.6 can be put together to form powerful techniques for the processing of binary images and gray level images. As binary images frequently result from segmentation processes on gray level images, the morphological processing of the binary result permits the improvement of the segmentation result.

Salt-or-pepper filtering - Segmentation procedures frequently result in isolated "1" pixels in a "0" neighborhood (salt) or isolated "0" pixels in a " 1 " neighborhood (pepper). The appropriate neighborhood definition must be chosen such as in Fig. 51.3. Using the lookup table formulation for Boolean operations in a $3 \times 3$ neighborhood that was described in association with Fig. 51.43, salt filtering and pepper filtering are straightforward to implement. We weight the different positions in the $3 \times 3$ neighborhood as follows:

$$
\text { Weights }=\left[\begin{array}{ccc}
w_{4}=16 & w_{3}=8 & w_{2}=4  \tag{51.206}\\
w_{5}=32 & w_{0}=1 & w_{1}=2 \\
w_{6}=64 & w_{7}=128 & w_{8}=256
\end{array}\right]
$$

For a $3 \times 3$ window in $a[m, n]$ with values " 0 " or " 1 " we then compute:

$$
\begin{align*}
\text { sum }= & w_{0} a[m, n]+w_{1} a[m+1, n]+w_{2} a[m+1, n-1]+ \\
& w_{3} a[m, n-1]+w_{4} a[m-1, n-1]+w_{5} a[m-1, n]+  \tag{51.207}\\
& w_{6} a[m-1, n+1]+w_{7} a[m, n+1]+w_{8} a[m+1, n-1]
\end{align*}
$$

The result, sum, is a number bounded by $0 \leq \operatorname{sum} \leq 511$.
Salt filter - The 4-connected and 8-connected versions of this filter are the same and are given by the following procedure:
(i) Computesum
(ii) If ((sum $==1) \quad c[m, n]=0$

Else $\quad c[m, n]=a[m, n]$

Pepper filter - The 4-connected and 8-connected versions of this filter are the following procedures:

4-connected 8-connected
(i) Compute sum
(ii) If ((sum $==170)$

$$
c[m, n]=1
$$

## Else

$$
c[m, n]=a[m, n]
$$

(i) Computesum
(ii) If ((sum $==510)$
$c[m, n]=1$
Else
$c[m, n]=a[m, n]$

Isolate objects with holes - To find objects with holes, we can use the following procedure which is illustrated in Fig. 51.58.
(i) Segment image to produce binary mask representation
(ii) Compute skeleton without end pixels - Eq. (51.169)
(iii) Use salt filter to remove single skeleton pixels
(iv) Propagate remaining skeleton pixels into original binary mask - Eq. (51.170)

Thebinary objects are shown in gray and theskeletons, after application of the salt filter, are shown as a black overlay on the binary objects. Note that this procedure uses no parameters other than the fundamental choice of connectivity; it is free from "magic numbers". In the example shown in Fig. 51.58, the 8-connected definition was used as well as the structuring elements $\boldsymbol{B}=\boldsymbol{N}_{8}$.


FIGURE 51.58: Isolation of objects with holes using morphological operations. (a) Binary image; (b) skeleton after salt filter; and (c) objects with holes.

Filling holes in objects - To fill holes in objects, we use the following procedure which is illustrated in Fig. 51.59.
(i) Segment image to produce binary representation of objects
(ii) Compute complement of binary image as a mask image
(iii) Generate a seed image as the border of the image
(iv) Propagate the seed into the mask - Eq. (51.170)
(v) Complement result of propagation to produce final result.

Themask imageisillustrated in gray in Fig. 51.59(a) and theseed imageis shown in black in that same illustration. When the object pixels are specified with a connectivity of $C=8$, then the propagation into the mask (background) image should be performed with a connectivity of $C=4$, that is, dilations with the structuring element $\boldsymbol{B}=\boldsymbol{N}_{4}$. This procedure is also free of "magic numbers".


FIGURE 51.59: Filling holes in objects. (a) Mask and seed images and (b) objects with holes filled.

Removing border-touching objects - Objects that are connected to the image border are not suitable for analysis. To eliminate them we can use a series of morphological operations that are illustrated in Fig. 51.60.
(i) Segment image to produce binary mask image of objects
(ii) Generate a seed image as the border of the image
(iii) Propagate the seed into the mask - Eq. (51.170)
(iv) Compute $X O R$ of the propagation result and the mask image as final result.

The mask image is illustrated in gray in Fig. 51.60(a) and the seed image is shown in black in that same illustration. If the structuring element used in the propagation is $\boldsymbol{B}=\boldsymbol{N}_{4}$, then objects are removed that are 4-connected with the image boundary. If $\boldsymbol{B}=\boldsymbol{N}_{8}$ is used, then objects that 8 -connected with the boundary are removed.


FIGURE 51.60: Removing objects touching borders. (a) Mask and seed images and (b) remaining objects.

Exo-skeleton - The exo-skeleton of a set of objects is the skeleton of the background that contains the objects. The exo-skeleton produces a partition of the image into regions each of which containsoneobject. The actual skeletonization [Eq. (51.169)] is performed without the preservation of end pixels and with the border set to " 0 ". The procedure is described below and the result is illustrated in Fig. 51.61.


FIGURE 51.61: Exo-skeleton.
(i) Segment image to produce binary image
(ii) Compute complement of binary image
(iii) Compute skeleton using Eq. (51.169) $i+i i$ with border set to " 0 ".

Touching objects - Segmentation procedures frequently have difficulty separating slightly touching, yet distinct, objects. The following procedure provides a mechanism to separate these objects and makes minimal use of "magic numbers". The exo-skeleton produces a partition of the image into regions each of which contains one object. The actual skeletonization is performed without the preservation of end pixels and with the border set to " 0 ". The procedure is illustrated in Fig. 51.62.
(i) Segment imageto produce binary image
(ii) Compute a "small number" of erosions with $\boldsymbol{B}=\boldsymbol{N}_{4}$
(iii) Compute exo-skeleton of eroded result
(iv) Complement exo-skeleton result
(v) ComputeAND of original binary image and the complemented exo-skeleton.

Theeroded binary imageis illustrated in gray in Fig. 51.62(a) and the exo-skeleton imageisshown in black in that sameillustration. An enlarged section of thefinal result is shown in Fig. 51.62(b) and the separation is easily seen. This procedure involves choosing a small, minimum number of erosions, but the number is not critical as long as it initiates a coarse separation of the desired objects. The actual separation is performed by the exo-skeleton which, itself, is free of "magic numbers". If the exo-skeleton is 8 -connected, then the background separating the objects will be 8-connected. The objects themselves will be disconnected according to the 4 -connected criterion. (See section 51.9.6 and Fig. 51.36.)

## Gray-Value Mathematical Morphology

Aswehave seen is section 51.10.1, gray-value morphological processing techniques can beused for practical problems such as shading correction. In this section, several other techniques will be presented.

Top-hat transform - The isolation of gray-value objects that are convex can be accomplished with the top-hat transform as developed by M eyer. Depending on whether we are dealing with light objects on a dark background or dark objects on a light background, the transform is defined as:

$$
\begin{equation*}
\text { Light objects- } \operatorname{TopH} \operatorname{at}(\boldsymbol{A}, \boldsymbol{B})=\boldsymbol{A}-(\boldsymbol{A} \circ \boldsymbol{B})=\boldsymbol{A}-\max _{\boldsymbol{B}}\left(\min _{\boldsymbol{B}}(\boldsymbol{A})\right) \tag{51.215}
\end{equation*}
$$



FIGURE 51.62: Separation of touching objects. (a) Eroded and exo-skeleton images and (b) objects separated (detail).

$$
\begin{equation*}
\text { Dark objects- } \operatorname{TopH} \operatorname{at}(\boldsymbol{A}, \boldsymbol{B})=(\boldsymbol{A} \bullet \boldsymbol{B})-\boldsymbol{A}=\min _{\boldsymbol{B}}\left(\max _{\boldsymbol{B}}(\boldsymbol{A})\right)-\boldsymbol{A} \tag{51.216}
\end{equation*}
$$

wherethestructuring element $\boldsymbol{B}$ is chosen to bebigger than theobjects in question and, if possible, to have a convex shape. Because of the properties given in Eqs. (51.155) and (51.158), TopH at( $\boldsymbol{A}, \boldsymbol{B}) \geq$ 0. An example of this technique is shown in Fig. 51.63.

The original image including shading is processed by a $15 \times 1$ structuring element as described in Eqs. (51.215) and (51.216) to producethe desired result. Note that the transform for dark objects has been defined in such a way as to yield "positive" objects as opposed to "negative" objects. Other definitions are, of course, possible.

Thresholding - A simple estimate of a locally varying threshold surface can be derived from morphological processing as follows:

$$
\begin{equation*}
\text { Threshold surface- } \theta[m, n]=\frac{1}{2}(\max (\boldsymbol{A})+\min (\boldsymbol{A})) \tag{51.217}
\end{equation*}
$$

Onceagain, wesuppressthenotation for thestructuring element $\boldsymbol{B}$ under themax and min operations to keep the notation simple. Its use, however, is understood.

Local contraststretching - Using morphological operations, wecan implement atechnique for local contrast stretching. That is, the amount of stretching that will be applied in a neighborhood will be controlled by theoriginal contrast in that neighborhood. Themorphological gradient defined in Eq. (51.181) may also be seen as related to a measure of the local contrast in the window defined by the structuring element $\boldsymbol{B}$ :

$$
\begin{equation*}
\text { LocalContrast }(\boldsymbol{A}, \boldsymbol{B})=\max (\boldsymbol{A})-\min (\boldsymbol{A}) \tag{51.218}
\end{equation*}
$$

The procedure for local contrast stretching is given by:

$$
\begin{equation*}
c[m, n]=\operatorname{scale} \bullet \frac{\boldsymbol{A}-\min (\boldsymbol{A})}{\max (\boldsymbol{A})-\min (\boldsymbol{A})} \tag{51.219}
\end{equation*}
$$

Themax and min operations aretaken over thestructuring element $\boldsymbol{B}$. Theeffect of this procedure is illustrated in Fig. 51.64. It is clear that this local operation is an extended version of the point operation for contrast stretching presented in Eq. (51.77).

Using standard test images (as we have seen in so many examples in this chapter) illustrates the power of this local morphological filtering approach.


FIGURE 51.63: Top-hat transforms. (a) Original; (b) light object transform; and (c) dark object transform.


FIGURE 51.64: Local contrast stretching.
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### 52.1 Introduction

Digital representation of images is important for digital transmission and storageon different media such as magnetic or laser disks. H owever, pictorial material requiresvast amounts of bits if represented through direct quantization. Asan example, an SVGA color imagerequires $3 \times 600 \times 800$ bytes $=1,44$ $M$ bytes when each color component is quantized using 1 byte per pixel, the amount of bytes that can bestored on one standard 3.5 -inch diskette. It is therefore evident that compression (often called coding) is necessary for reducing the amount of data [33].

In this chapter we address three fundamental questions concerning image compression:

- Why is image compression possible?
- What are the theoretical coding limits?
- Which practical compression methods can be devised?

The first two questions concern statistical and structural properties of the image material and human visual perception. Even if we were able to answer these questions accurately, the methodol-

[^48]ogy for image compression (third question) does not follow thereof. That is, the practical coding algorithms must be found otherwise. The bulk of the chapter will review image coding principles and present some of the best proposed still image coding methods.

The prevailing technique for image coding is transform coding. This is part of the JPEG (Joint Picture Expert Group) standard [14] as well as a part of all the existing video coding standards (H.261, H.263, M PEG-1, M PEG-2) [15, 16, 17, 18]. Another closely related technique, subband coding, is in some respects better, but has not yet been recognized by the standardization bodies. A third technique, differential coding, has not been successful for still image coding, but is often used to code the lowpass-lowpass band in subband coders, and is an integral part of hybrid video coders for removal of temporal redundancy. Vector quantization (VQ) is the ultimate technique if there were no complexity constraints. Because all practical systems must have limited complexity, VQ is usually used as a component in a multi-component coding scheme. Finally, fractal or attraclor coding is based on an idea far from other methods, but it is, nevertheless, strongly related to vector quantization.

For natural images, no exact digital representation exists because the quantization, which is an integral part of digital representations, is a lossy technique. Lossy techniques will always add noise, but the noise level and its characteristics can be controlled and depend on the number of bits per pixel as well as the performance of the method employed. Lossless techniques will be discussed as a component in other coding methods.

### 52.1.1 Signal Chain

We assume a model where the input signal is properly bandlimited and digitized by an appropriate analog-to-digital converter. All subsequent processing in the encoder will be digital. The decoder is also digital up to the digital-to-analog converter, which is followed by a lowpass reconstruction filter.

Under idealized conditions, the interconnection of the signal chain excluding the compression unit will be assumed to be noise-free. (In reality, the analog-to-digital conversion will render a noise power which can beapproximated by $\Delta^{2} / 12$, where $\Delta$ isthequantizer interval. Thisinterval depends on the number of bits, and we assume that it is so high that the contribution to the overall noise from this process is negligible). The performance of the coding chain can then be assessed from the difference between the input and output of thedigital compression unit disregarding the analog part.

Still images must be sampled on some two-dimensional grid. Several schemes are viablechoices, and therearegood reasonsfor selecting nonrectangular grids. H owever, to simplify, rectangular sampling will be considered only, and all filtering will be based on separable operations, first performed on the rows and subsequently on the columns of the image. The theory is therefore presented for one-dimensional models, only.

### 52.1.2 Compressibility of Images

There are two reasons why images can be compressed:

- All meaningful images exhibit some form of internal structure, often expressed through statistical dependencies between pixels. We call this property signal redundancy.
- The human visual system is not perfect. This means that certain degradations cannot be perceived by human observers. Thedegree of allowablenoiseis called irrelevancy or visual redundancy. If we furthermore accept visual degradation, we can exploit what might be termed tolerance.

In this section wemake some speculations about the compression potential resulting from redundancy and irrelevancy.

Thetwo fundamental conceptsin evaluating a coding schemearedistortion, which measuresquality in the compressed signal, and rate, which measures how costly it is to transmit or store a signal.

Distortion is a measure of the deviation between the encoded/decoded signal and the original signal. Usually, distortion is measured by a single number for a given coder and bit rate. There are numerous ways of mapping an error signal onto a single number. M oreover, it is hard to conceive that a single number could mimic the quality assessment performed by a human observer. An easy-to-use and well-known error measure is the mean square error (mse). The visual correctness of this measure is poor. The human visual system is sensitive to errors in shapes and deterministic patterns, but not so much in stochastic textures. The mse defined over the entire image can, therefore, be entirely erroneous in the visual sense. Still, mse is the prevailing error measure, and it can be argued that it reflects well small changes due to optimization in a given coder structure, but poor as for the comparison between different models that create different noise characteristics.

Rate is defined as bits per pixel and is connected to the information content in a signal, which can be measured by entropy.

## A Lower Bound for Lossless Coding

To define image entropy, we introduce the set $\mathbf{S}$ containing all possible images of a certain size and call the number of images in the set $N_{\mathbf{s}}$. To exemplify, assume the image set under consideration has dimension $512 \times 512$ pixels and each pixel is represented by 8 bits. The number of different images that exist in this set is $2^{512 \times 512 \times 8}$, an overwhelming number!

Given the probability $P_{i}$ of each image in the set $\mathbf{S}$, where $i \in N_{\mathbf{S}}$ is the index pointing to the different images, the source entropy is given by

$$
\begin{equation*}
H=-\sum_{i \in N_{\mathbf{S}}} P_{i} \log _{2} P_{i} \tag{52.1}
\end{equation*}
$$

The entropy is a lower bound for the rate in lossless coding of the digital images.

## A Lower Bound for Visually Lossless Coding

In order to incorporate perceptual redundancies, it is observed that all the images in the given set cannot be distinguished visually. We therefore introduce visual entropy as an abstract measure which incorporates distortion.

We now partition the image set into disjoint subsets, $\mathcal{S}_{i}$, in which all the different images have similar appearance. Oneimagefrom each subset ischosen astherepresentation image. Thecollection of these $N_{\mathcal{R}}$ representation images constitutes a subset $\mathcal{R}$, that is a set spanning all distinguishable images in the original set.

Assume that image $i \in \mathcal{R}$ appears with probability $\hat{P}_{i}$. Then the visual entropy is defined by

$$
\begin{equation*}
H_{V}=-\sum_{i \in N_{\mathcal{R}}} \hat{P}_{i} \log _{2} \hat{P}_{i} \tag{52.2}
\end{equation*}
$$

The minimum attainablebit rate is lower bounded by this number for image coders without visual degradation.

### 52.1.3 The Ideal Coding System

Theoretically, we can approach the visual entropy limit using an unrealistic vector quantizer (VQ), in conjunction with an ideal entropy coder. The principle of such an optimal coding schemeis described next.

The set of representation images is stored in what is usually called a codebook. The encoder and decoder have similar copies of this codebook. In the encoding process, the image to be coded is compared to all the vectors in the codebook applying the visually correct distortion measure.

The codebook member with the closest resemblance to the sample image is used as the coding approximation. The corresponding codebook index (address) is entropy coded and transmitted to the decoder. The decoder looks up the image located at the address given by the transmitted index.

Obviously, the above method is unrealistic. The complexity is beyond any practical limit both in terms of storage and computational requirement. Also, the correct visual distortion measure is not presently known. We should therefore only view the indicated coding strategy as the limit for any coding scheme.

### 52.1.4 Coding with Rectuced Complexity

In practical coding methods, there are basically two ways of avoiding the extreme complexity of ideal VQ. In the first method, the encoder operates on small image blocks rather than on the complete image. This is obviously suboptimal because the method cannot profit from the redundancy offered by large structures in an image. But the larger theblocks, the better the method. The second strategy is very different and applies some preprocessing on the image prior to quantization. The aim is to remove statistical dependencies among the image pixels, thus avoiding representation of the same information more than once. Both techniques are exploited in practical coders, either separately or in combination.

A typical image encoder incorporating preprocessing is shown in Fig. 52.1.


FIGURE 52.1: Generic encoder structure block diagram. $D=$ decomposition unit, $Q=$ quantizer, $B=$ coder for minimum bit-representation.

Thefirstblock ( $D$ ) decomposesthesignal into a set of coefficients. Thecoefficients aresubsequently quantized (in $Q$ ), and arefinally coded to a minimum bit representation (in $B$ ). Thismodel iscorrect for frequency domain coders, but in closed loop differential coders (DPCM ), the decomposition and quantization is performed in the sameblock, as will bedemonstrated later. Usually thedecomposition is exact. In fractal coding, the decomposition is replaced by approximate modeling.

Let usconsider thedecoder and introduceaseriesexpansion asa unifying description of thedifferent image representation methods:

$$
\begin{equation*}
\hat{x}(l)=\sum_{k} \hat{a}_{k} \phi_{k}(l) . \tag{52.3}
\end{equation*}
$$

The formula represents the recombination of signal components. Here $\left\{\hat{a}_{k}\right\}$ arethe coefficients (the parameters in the representation), and $\left\{\phi_{k}(l)\right\}$ are the basis functions. A major distinction between coding methods is their set of basis functions, as will be demonstrated in the next section.

Thecompletedecoder consistsof threemajor partsasshown in Fig. 52.2. Thefirstblock ( $I$ ) receives the bit representation which it partitions into entities representing the different coder parameters and decodes them. The second block ( $Q^{-1}$ ) is a dequantizer which maps the code to the parametric approximation. The third block $(R)$ reconstructs the signal from the parameters using the series representation.


FIGURE 52.2: Block diagram of generic decoder structure. $I=$ bit-representation decoder, $Q^{-1}=$ inverse quantizer, $R=$ signal reconstruction unit.

The second important distinction between compression structures is the coding of the series expansion coefficients in terms of bits. This is dealt with in section 52.3.

### 52.2 Signal Decomposition

As introduced in the previous section, series expansion can be viewed as a common tool to describe signal decomposition. The choice of basis functions will distinguish different coders and influence such features as coding gain and the types of distortions present in the decoded imagefor low bit rate coding. Possible classes of basis functions are:

1. Block-oriented basis functions.

- The basis functions can cover the whole signal length $L . L$ linearly independent basis functions will make a complete representation.
- Blocks of size $N \leq L$ can be decomposed individually. Transform coders operate in this way. If the blocks are small, the decomposition can catch fast transients. On the other hand, regions with constant features, such as smooth areas or textures, require long basis functions to fully exploit the correlation.

2. Overlapping basis functions:

The length of the basis functions and the degree of overlap are important parameters. The issue of reversibility of the system becomes nontrivial.

- In differential coding, one basis function is used over and over again, shifted by one sample relative to the previous function. In this case, the basis function usually varies slowly according to some adaptation criterion with respect to the local signal statistics.
- In subband coding using a uniform filter bank, $N$ distinct basis functions are used. These are repeated over and over with a shift between each group by $N$ samples. The length of the basis functions is usually several times larger than the shifts accommodating for handling fast transients as well as long-term correlations if the basis functions taper off at both ends.
- The basis functions may befinite (FIR filters) or semi-infinite (IIR filters).

Both time domain and frequency domain properties of the basis functions are indicators of the coder performance. It can be argued that decomposition, whether it is performed by a transform or a filter bank, represents a spectral decomposition. Coding gain is obtained if the different output channels are decorrelated. It is therefore desirablethat the frequency responses of the different basis functions are localized and separate in frequency. At the same time, they must cover the whole frequency band in order to make a complete representation.

The desire to have highly localized basis functions to handle transients, with localized Fourier transforms to obtain good coding gain, are contradictory requirements due to the H eisenberg uncertainty relation [33] between a function and itsFourier transform. The selection of thebasisfunctions must be a compromise between these conflicting requirements.

### 52.2.1 Decomposition by Transforms

When nonoverlapping block transforms are used, the Karhunen-Loève transform decorrelates, in a statistical sense, the signal within each block completely. It is composed of the eigenvectors of the correlation matrix of the signal. This means that one either has to know the signal statistics in advance or estimate the correlation matrix from the image itself.
$M$ athematically the eigenvalue equation is given by

$$
\begin{equation*}
\mathbf{R}_{x x} \mathbf{h}_{n}=\lambda_{n} \mathbf{h}_{n} \tag{52.4}
\end{equation*}
$$

If the eigenvectors are column vectors, the KLT matrix is composed of the eigenvectors $\mathbf{h}_{n}, n=$ $0,1, \cdots, N-1$, as its rows:

$$
\begin{equation*}
\mathbf{K}=\left[\mathbf{h}_{0} \mathbf{h}_{1} \ldots \mathbf{h}_{N-1}\right]^{T} \tag{52.5}
\end{equation*}
$$

The decomposition is performed as

$$
\begin{equation*}
\mathbf{y}=\mathbf{K x} \tag{52.6}
\end{equation*}
$$

The eigenvalues are equal to the power of each transform coefficient.
In practice, the so-called CosineTransform (of typell) is usually used becauseit is a fixed transform and it is close to the KLT when the signal can bedescribed as a first-order autoregressive process with correlation coefficient close to 1.

The cosinetransform of length $N$ in one dimension is given by:

$$
\begin{equation*}
y(k)=\sqrt{\frac{2}{N}} \alpha(k) \sum_{n=0}^{N-1} x(n) \cos \frac{(2 n+1) k \pi}{2 N}, \quad k=0,1, \cdots, N-1, \tag{52.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha(0)=\frac{1}{\sqrt{2}} \text { and } \alpha(k)=1 \text { for } k \neq 0 \tag{52.8}
\end{equation*}
$$

The inverse transform is similar except that the scaling factor $\alpha(k)$ is inside the summation.
M any other transforms have been suggested in the literature (DFT, H adamard Transform, Sine Transform, etc.), but none of these seem to have any significance today.

### 52.2.2 Decomposition by Filter Banks

Uniform analysis and synthesis filter banks are shown in Fig. 52.3.
In the analysis filter bank the input signal is split in contiguous and slightly overlapping frequency bands denoted subbands. An ideal frequency partitioning is shown in Fig. 52.4.

If the analysis filter bank was able to decorrelate the signal completely, the output signal would be white. For all practical signals, complete decorrelation requires an infinite number of channels.

In the encoder the symbol $\downarrow N$ indicates decimation by a factor of $N$. By performing this decimation in each of the $N$ channels, the total number of samples is conserved from the system input to decimator outputs. With the channel arrangement in Fig. 52.4, the decimation also serves as a demodulator. All channels will have a baseband representation in the frequency range $[0, \pi / N]$ after decimation.


FIGURE 52.3: Subband coder system.


FIGURE 52.4: Ideal frequency partitioning in the analysis channel filters in a subband coder.

Thesynthesis filter bank, as shown in Fig. 52.3, consists of $N$ branches with interpolators indicated by $\uparrow N$ and bandpass filters arranged as the filters in Fig. 52.4.

The reconstruction formula constitutes the following series expansion of the output signal:

$$
\begin{equation*}
\hat{x}(l)=\sum_{n=0}^{N-1} \sum_{k=-\infty}^{\infty} e_{n}(k) g_{n}(l-k N), \tag{52.9}
\end{equation*}
$$

where $\left\{e_{n}(k), n=0,1, \ldots, N-1, k=-\infty, \ldots,-1,0,1, \ldots, \infty\right\}$ arethe expansion coefficients representing the quantized subband signals and $\left\{g_{n}(k), n=0,1, \ldots, N\right\}$ are the basis functions, which are implemented as unit sample responses of bandpass filters.

## Filter Bank Structures

Through the last two decades, an extensive literature on filter banks and filter bank structures has evolved. Perfect reconstruction (PR) is often considered desirable in subband coding systems. It is not a trivial task to design such systems due to the downsampling required to maintain a minimum sampling rate. PR filter banks are often called identity systems. Certain filter bank structures inherently guarantee PR.

It is beyond the scope of this chapter to give a comprehensive treatment of filter banks. We shall only present different alternative solutions at an overview level, and in detail discuss an important two-channel system with inherent perfect reconstruction properties.

We can distinguish between different filter banks based on several properties. In the following, five classifications are discussed.

1. FIR vs. IIR filters - Although IIR filters have an attractive complexity, their inherent long unit sample response and nonlinear phase are obstacles in image coding. The unit sample response length influences the ringing problem, which is a main source of
objectionabledistortion in subband coders. Thenonlinear phasemakestheedgemirroring technique [30] for efficient coding of images near their borders impossible.
2. Uniform vs. nonuniform filter banks - This issue concerns the spectrum partioning in frequency subbands. Currently it is the general conception that nonuniform filter banks perform better than uniform filter banks. There are two reasons for that. The first reason is that our visual system also performs a nonuniform partioning, and the coder should mimic the type of receptor for which it is designed. The second reason is that thefilter bank should be ableto cope with slowly varying signals (correlation over a large region) as well as transients that are short and represent high frequency signals. Ideally, thefilter banks should be adaptive (and good examples of adaptive filter banks have been demonstrated in the literature $[2,11]$ ), but without adaptivity onefilter bank has to be a good compromise between the two extreme cases cited above. Nonuniform filter banks can give the best tradeoff in terms of space frequency resolution.
3. Parallel vs. tree-structured filter banks - The parallel filter banks are the most general, but tree-structured filter banksenjoy a large popularity, especially for octaveband (dyadic frequency partitioning) filter banks as they are easily constructed and implemented. The popular subclass of filter banks denoted wavelet filter banks or wavelet transforms belong to this class. For octave band partioning, the tree-structured filter banks are as general as the parallel filter banks when perfect reconstruction is required [4].
4. Linear phase vs. nonlinear phase filters - There is no general consensus about the optimality of linear phase. In fact, the traditional wavelet transforms cannot be made linear phase. There are, however, three indications that linear phase should be chosen. (1) The noise in the reconstructed image will be antisymmetrical around edges with nonlinear phase filters. This does not appear to be visually pleasing. (2) The mirror extension technique [30] cannot be used for nonlinear phase filters. (3) Practical coding gain optimizations have given better results for linear than nonlinear phase filters.
5. Unitary vs. nonunitary systems-A unitary filter bank hasthesameanal ysis and synthesis filters (except for a reversal of theunit sample responses in the synthesisfilters with respect to the analysis filters to make the overall phaselinear). Becausethe analysis and synthesis filters play different roles, it seems plausible that they, in fact, should not be equal. Also, the gain can be larger, as demonstrated in section 52.2.3, for nonunitary filter banks as long as straightforward scalar quantization is performed on the subbands.

Several other issues could be taken into consideration when optimizing a filter bank. These are, among others, the actual frequency partitioning including the number of bands, the length of the individual filters, and other design criteria than coding gain to alleviate coding artifacts, especially at low rates. As an example of the last requirement, it is important that the different phases in the reconstruction process generate the same noise; in other words, the noise should be stationary rather than cyclo-stationary. Thismay beguaranteed through requirements on thenormsof the unit sample responses of the polyphase components [4].

## The Two-Channel Lattice Structure

A versatile perfect reconstruction system can be built from two-channel substructures based on lattice filters [36]. The analysis filter bank is shown in Fig. 52.5. It consists of delay-free blocks given in matrix forms as

$$
\eta=\left[\begin{array}{ll}
a & b  \tag{52.10}\\
c & d
\end{array}\right]
$$

and single delays in the lower branch between each block. At the input, the signal is multiplexed into the two branches, which al so constitutes the decimation in the analysis system.


FIGURE 52.5: Multistage two-channel lattice analysis lattice filter bank.


FIGURE 52.6: Multistage two-channel polyphase synthesis latticefilter bank.

A similar synthesis filter structure is shown in Fig. 52.6. In this case, the lattices are given by the inverse of the matrix in Eq. 52.10:

$$
\eta^{-1}=\frac{1}{a d-b c}\left[\begin{array}{cc}
d & -b  \tag{52.11}\\
-c & a
\end{array}\right]
$$

and the delays are in the upper branches. It is not hard to realize that the two systems are inverse systems provided $a d-b c \neq 0$, except for a system delay.

As the structure can be extended as much as wanted, the flexibility is good. The filters can be made unitary or they can have a linear phase. In the unitary case, the coefficients are related through $a=d=\cos \phi$ and $b=-c=\sin \phi$, whereas in the linear phase case, the coefficients are $a=d=1$ and $b=c$. In the linear phase case, the last block $\left(\eta_{L}\right)$ must be a Hadamard transform.

## Tree Structured Filter Banks

In tree structured filter banks, the signal is first split in two channels. The resulting outputs are input to a second stage with further separation. This process can go on as indicated in Fig. 52.7 for a system where at every stage the outputs are split further until the required resolution has been obtained.

Tree-structured systems have a rather high flexibility. Nonuniform filter banks are obtained by splitting only some of the outputs at each stage. To guarantee perfect reconstruction, each stage in the synthesis filter bank (Fig. 52.7) must reconstruct the input signal to the corresponding analysis filter.

### 52.2.3 Optimal Transforms/Filter Banks

Thegain in subband and transform coders depends on the detailed construction of the filter bank as well as the quantization scheme.

Assumethat theanalysisfilter bank unitsampleresponsesaregiven by $\left\{h_{n}(k), n=0,1, \ldots, N-1\right\}$. The corresponding unit sample responses of the synthesis filters are required to have unit norm:

$$
\sum_{k=0}^{L-1} g_{n}^{2}(k)=1
$$



FIGURE 52.7: Left: Tree structured analysis filter bank consisting of filter blocks where the signal is split in two and decimated by a factor of two to obtain critical sampling. Right: Corresponding synthesis filter bank for recombination and interpolation of the signals.

The coding gain of a subband coder is defined as the ratio between the noise using scalar quantization (PCM) and the subband coder noise incorporating optimal bit-allocation as explained in section 52.3:

$$
\begin{equation*}
G_{S B C}=\left[\prod_{n=0}^{N-1} \frac{\sigma_{x_{n}}^{2}}{\sigma_{x}^{2}}\right]^{-1 / N} \tag{52.12}
\end{equation*}
$$

Here $\sigma_{x}^{2}$ is the variance of the input signal while $\left\{\sigma_{x_{n}}^{2}, n=0,1 \ldots, N-1\right\}$ are the subband variances given by

$$
\begin{align*}
\sigma_{x_{n}}^{2} & =\sum_{l=-\infty}^{\infty} R_{x x}(l) \sum_{j=-\infty}^{\infty} h_{n}(j) h_{n}(l+j)  \tag{52.13}\\
& =\int_{-\pi}^{\pi} S_{x x}\left(e^{j \omega}\right)\left|H_{n}\left(e^{j \omega}\right)\right|^{2} \frac{d \omega}{2 \pi} . \tag{52.14}
\end{align*}
$$

The subband variances depend both on the filters and the second order spectral information of the input signal.

For images, the gain is often estimated assuming that the image can be modeled as a first order $M$ arkov source (also called an AR(1) process) characterized by

$$
\begin{equation*}
R_{x x}(l)=\sigma_{x}^{2} 0.95^{|l|} \tag{52.15}
\end{equation*}
$$

(Strictly speaking, the model is valid only after removal of the image average).
We consider the maximum gain using this model for three special cases. The first is thetransform coder performance, which is an important reference as all image and video coding standards are based on transform coding. The second is for unitary filter banks, for which optimality is reached by using ideal brick-wall filters. Thethird case is for nonunitary filter banks, often denoted biorthogonal when the perfect reconstruction property is guaranteed. In the nonunitary case, halfwhitening is obtained within each band. M athematically this can be seen from the optimal magnitude response for the filter in channel $n$ :

$$
\left|H_{n}\left(e^{j \omega}\right)\right|= \begin{cases}c_{2}\left[\frac{S_{x x}\left(e^{j \omega}\right)}{\sigma_{x}^{2}}\right]^{-1 / 4} & \text { for } \omega \in \pm\left[\frac{\pi n}{N}, \frac{\pi(n+1)}{N}\right]  \tag{52.16}\\ 0 & \text { otherwise },\end{cases}
$$

where $c_{2}$ is a constant that can be selected for correct gain in each band.
The inverse operation must be performed in the synthesis filter to make completely flat responses within each band.

In Fig. 52.8, we give optimal coding gains as a function of the number of channels.


FIGURE 52.8: Maximum coding gain as function of the number of channels for different onedimensional coders operating on a first order M arkov source with one-delay correlation $\rho=0.95$. Lower curve: Cosine transform. Middle curve: Unitary filter bank. Upper curve: Unconstrained filter bank. Nonunitary case.

### 52.2.4 Decomposition by Differential Coding

In closed-loop differential coding, thegeneric encoder structure(Fig. 52.1) is not valid as thequantizer is placed inside a feedback loop. The decoder, however, behaves according to the generic decoder structure. Basic block diagrams of a closed-loop differential encoder and the corresponding decoder are shown in Figs. 52.9(a) and (b), respectively.

In the encoder, the input signal $x$ is represented by the bit-stream $b . Q$ is the quantizer and $Q^{-1}$ the dequantizer, but $Q Q^{-1} \neq 1$, except for the case of infinite resolution in the quantizer. The signal $d$, which is quantized and transmitted by somebinary code, isthe difference between the input signal and a predicted value of the input signal based on previous outputs and a prediction filter with transfer function $G(z)=1 /(1-P(z))$. Notice that the decoder is a substructure of theencoder, and that $\tilde{x}=x$ in the limiting case of infinite quantizer resolution. The last property guarantees exact representation when discarding quantization.

Introducing the inverse $z$-transform of $G(z)$ as $g(l)$, the reconstruction is performed on the dequantized values as

$$
\begin{equation*}
\tilde{x}(l)=\sum_{k=0}^{\infty} e(k) g(l-k) \tag{52.17}
\end{equation*}
$$

Theoutput is thus a linear combination of unit sampleresponses excited by the sample amplitudes at different times and, can be viewed as a series expansion of theoutput signal. In this case, the basis


FIGURE 52.9: (a) DPCM encoder. (b) DPCM decoder.
functions are generated by shifts of a single basis function [the unit sample response $g(l)$ ] and the coefficients represent the coded difference signal $e(n)$.

With an adaptivefilter thebasisfunction will vary slowly, dependingon somespectral modification derived from the incoming samples.

### 52.3 Quantization and Coding Strategies

Quantization is the means of providing approximations to signals and signal parameters by a finite number of representation levels. This process is nonreversible and thus always introduces noise. The representation levels constitute a finite alphabet which is usually represented by binary symbols, or bits. Themapping from symbols in a finitealphabet to bits is not unique. Someimportant techniques for quantization and coding will be reviewed next.

### 52.3.1 Scalar Quantization

The simplest quantizer is the scalar quantizer. It can be optimized to match the probability density function (pdf) of the input signal.

A scalar quantizer maps a continuous variable $x$ to a finite set according to the rule

$$
\begin{equation*}
x \in R_{i} \quad \Longrightarrow \quad Q[x]=y_{i}, \tag{52.18}
\end{equation*}
$$

where $R_{i}=\left(x_{i}, x_{i+1}\right), i=1, \ldots, L$, are nonoverlapping, contiguous intervals covering the real line, and $(\cdot, \cdot)$ denotes open, half open, or closed intervals. $\left\{y_{i}, i=1,2, \ldots, L\right\}$ are referred to as representation levels or reconstruction values. The associated values $\left\{x_{i}\right\}$ defining the partition are referred to as decision levels or decision thresholds. Fig. 52.10 depicts the representation and decision levels.


FIGURE 52.10: Quantization notation.

In a uniform quantizer, all intervals are of the same length and the representation levels are the midpoints in each interval. Furthermore, in a uniform threshold quantizer, the decision levels form a uniform partitioning of the real line, while the representation levels are the centroids (see below) in each decision interval. Strictly speaking, uniform quantizers consist of an infinite number of intervals. In practice, the number of intervals is adapted to the dynamic range of thesignal. All other quantizers are non-uniform.

The optimization task is to minimize the average distortion between the original samples and the appropriate representation levels given the number of levels. This is the so-called pdf-optimized quantizer. Allowing for variable rate per symbol, the entropy constrained quantizer can be used. These schemes are described in the following two subsections.

## The Lloyd-Max Quantizer

The Lloyd-M ax quantizer is a scalar quantizer where the 1st order signal pdf is exploited to increasethequantizer performance. It isthereforeoften referred to as apdf-optimized quantizer. Each signal sample is quantized using the same number of bits. The optimization is done by minimizing thetotal distortion of a quantizer with a given number $L$ of representation levels. For an input signal $X$ with pdf $p_{X}(x)$, the average mean square distortion is

$$
\begin{equation*}
D=\sum_{i=1}^{L} \int_{x_{i}}^{x_{i+1}}\left(x-y_{i}\right)^{2} p_{X}(x) d x . \tag{52.19}
\end{equation*}
$$

Minimization of $D$ leads to thefollowing implicit expressions connecting the decision and representation levels:

$$
\begin{align*}
x_{k, o p t} & =\frac{1}{2}\left(y_{k, o p t}+y_{k-1, \text { opt }}\right),  \tag{52.20}\\
x_{0, \text { opt }} & =-\infty  \tag{52.21}\\
x_{L, \text { opt }} & =\infty  \tag{52.22}\\
y_{k, \text { opt }} & =\frac{\int_{x_{k, o p t}}^{x_{k+1, o p t}} x p_{X}(x) d x}{\int_{x_{k, o p t}}^{x_{k+1, o t}} p_{X}(x) d x}, \tag{52.23}
\end{align*} \quad k=0, \ldots, L-1 .
$$

Equation 52.20 indicates that the decision levels should be the midpoints between neighboring representation levels, while Eq. 52.23 requires that the optimal representation levels are the centroids of the pdf in the appropriate interval.

The equations can be solved iteratively [21]. For high bit rates it is possible to derive approximate formulas assuming that the signal pdf is flat within each quantization interval [21].

In most practical situations the pdf is not known, and the optimization is based on a training set. This will be discussed in section 52.3.2.

## Entropy Constrained Quantization

When minimizing the total distortion for a fixed number of possible representation levels, we have tacitly assumed that every signal sample is coded using the same number of bits: $\log _{2} L$ bits/sample. If weallow for a variablenumber of bits for coding each sample, afurther rate distortion advantageisgained. TheLloyd-M ax solution isthen no longer optimal. A new optimization isneeded, leading to the entropy constrained quantizer.

At high bit rates, theoptimum is reached when using a uniform quantizer with an infinite number of levels. At low bit rates, uniform quantizers perform closeto optimum provided the representation levels areselected as thecentroids according to Eq. 52.23. Theperformance of theentropy constrained quantizer is significantly better than the performance of the Lloyd-M ax quantizer [21].

A standard algorithm for assigning codewords of variable length to the representation levels was given by Huffman [12]. The Huffman code will minimize the average rate for a given set of probabilities and the resulting average bit rate will beclose to theentropy bound. Even closer performance to the bound is obtained by arithmetic coders [32].

At high bit rates, scalar quantization on statistically independent samples renders a bit rate which is at least 0.255 bits/samplehigher than theratedistortion bound irrespective of thesignal pdf. Huffman coding of the quantizer output typically gives a somewhat higher rate.

### 52.3.2 Vector Quantization

Simultaneous quantization of several samples is referred to as vector quantization (VQ) [9], as mentioned in the introductory section. VQ is a generalization of scalar quantization:

A vector quantizer maps a continuous $N$-dimensional vector $\mathbf{x}$ to a discrete-valued $N$-dimensional vector according to the rule

$$
\begin{equation*}
\mathbf{x} \in C_{i} \quad \Longrightarrow \quad Q[\mathbf{x}]=\mathbf{y}_{i} \tag{52.24}
\end{equation*}
$$

where $C_{i}$ is an $N$-dimensional cell. The $L$ possible cells are nonoverlapping and contiguous and fill the entire geometric space. The vectors $\left\{\mathbf{y}_{i}\right\}$ correspond to the representation levels in a scalar quantizer. In a VQ setting the collection of representation levels is referred to as the codebook. The cells $C_{i}$, also called Voronoi regions, correspond to thedecision regions, and can bethought of as solid polygons in the N -dimensional space.

In the scalar case, it is trivial to test if a signal sample belongs to a given interval. In VQ an indirect approach is utilized via a fidelity criterion or distortion measure $d(\cdot, \cdot)$ :

$$
\begin{equation*}
Q[\mathbf{x}]=\mathbf{y}_{i} \Longleftrightarrow d\left(\mathbf{x}, \mathbf{y}_{i}\right) \leq d\left(\mathbf{x}, \mathbf{y}_{j}\right), \quad j=0, \ldots, L-1 \tag{52.25}
\end{equation*}
$$

When the best match, $\mathbf{y}_{i}$, has been found, the index $i$ identifies that vector and is therefore coded as an efficient representation of the vector. The receiver can then reconstruct the vector $\mathbf{y}_{i}$ by looking up the contents of cell number $i$ in a copy of the codebook. Thus, the bit rate in bits per sample in this scheme is $\log _{2} L / N$ when using straightforward bit-representation for $i$. A block diagram of vector quantization is shown in Fig. 52.11.


FIGURE 52.11: Vector quantization procedure.

In the previous section we stated that scalar entropy coding was sub-optimal, even for sources producing independent samples. The reason for the sub-optimal performance of the entropy constrained quantizer is a phenomenon called sphere packing. In addition to obtaining good sphere packing, a VQ scheme also exploits both correlation and higher order statistical dependencies of a signal. Thehigher order statistical dependency can bethought of as "a preferencefor certain vectors". Excellent examples of sphere packing and higher order statistical dependencies can be found in [28].

In principle, the codebook design is based on the $N$-dimensional pdf. But as the pdf is usually not known, the codebook is optimized from a training data set. This set consists of a large number of vectors that are representative for the signal source. A sub-optimal codebook can then be designed using an iterative algorithm, for examplethe K-means or LBG algorithm [25].

## Multistage Vector Quantization

To alleviate the complexity problems of vector quantization, several methods have been suggested. They all introduce somestructure into the codebook which makes fast search possible. Some systems also reduce storage requirements, like the one we present in this subsection. The obtainable performance is always reduced, but the performance in an implementable coder can beimproved.

Fig. 52.12 illustrates the encoder structure.


FIGURE 52.12: $K$-stage VQ encoder structure showing the successive approximation of the signal vector.

The first block in the encoder makes a rough approximation to the input vector by selecting the codebook vector which, upon scaling by $e_{1}$, is closest in some distortion measure. Then this approximation is subtracted from the input signal. In the second stage, the difference signal is approximated by a vector from the second codebook scaled by $e_{2}$. This procedure continues in $K$ stages, and can bethought of as a successiveapproximation to theinput vector. Theindices $\{i(k), k=$ $1,2, \cdots, K\}$ are transmitted as part of the code for the particular vector under consideration.

Compared to unstructured VQ, this method is suboptimal but has a much lower complexity than the optimal case due to the small codebooks that can be used.

A special case is the mean-gain-shape VQ [9], where one stage only is kept, but in addition the mean is represented separately.

In all multistage VQs, the code consists of the codebook address and codes for the quantized versions of the scaling coefficients.

### 52.3.3 Efficient Use of Bit-Resources

Assume we have a signal that can be split in classes with different statistics. As an example, after applying signal decomposition, the different transform coefficients typically have different variances. Assume also that wehave a pool of bits to be used for representing a collection of signal vectors from the different classes, or we try to minimize the number of bits to be used after all signals have been quantized. These two situations are described below.

## Bit Allocation

Assumethat a signal consists of $N$ components $\left\{x_{i}, i=1,2, \cdots, N\right\}$ forming a vector $\mathbf{x}$ where the variance of component number $i$ is equal to $\sigma_{x_{i}}^{2}$ and all components are zero mean.

Wewant to quantizethevector $\mathbf{x}$ usingscalar quantization on each of thecomponentsand minimize the total distortion with the only constraint that the total number of bits to be used for the whole vector be fixed and equal to $B$. Denoting the quantized signal components $Q_{i}\left(x_{i}\right)$, the average distortion per component can be written as

$$
\begin{equation*}
D_{D S}=\frac{1}{N} \sum_{i=1}^{N} E\left[x_{i}-Q_{i}\left(x_{i}\right)\right]^{2}=\frac{1}{N} \sum_{i=1}^{N} D_{i} \tag{52.26}
\end{equation*}
$$

where $E[\cdot]$ is the expectation operator, and the subscript $D S$ stands for decomposed source.
The bit-constraint is given by

$$
\begin{equation*}
B=\sum_{i=1}^{N} b_{i} \tag{52.27}
\end{equation*}
$$

where $b_{i}$ is the number of bits used to quantize component number $i$.
Minimizing $D_{D S}$ with Eq. 52.27 as a constraint, we obtain the following bit assignment

$$
\begin{equation*}
b_{j}=\frac{B}{N}+\frac{1}{2} \log _{2} \frac{\sigma_{x_{j}}^{2}}{\left[\prod_{n=1}^{N} \sigma_{x_{n}}^{2}\right]^{1 / N}} . \tag{52.28}
\end{equation*}
$$

This formula will in general render noninteger and even negative values of the bit count. So-called "greedy" algorithms can be used to avoid this problem.

To evaluate the coder performance, we use coding gain. It is defined as the distortion advantage of the component-wise quantization over a direct scalar quantization at the same rate. For the example at hand, the coding gain is found to be

$$
\begin{equation*}
G_{D S}=\frac{\frac{1}{N} \sum_{j=1}^{N} \sigma_{x_{j}}^{2}}{\left(\prod_{j=1}^{N} \sigma_{n_{j}}^{2}\right)^{1 / N}} \tag{52.29}
\end{equation*}
$$

Thegain is equal to theratio between the arithmetic mean and the geometric mean of the component variances. Theminimum valueof the varianceratio is equal to 1 when all thecomponent variances are equal. Otherwise, thegain islarger than one. Using theoptimal bit allocation, thenoisecontribution is equal in all components.

If we assume that the different components are obtained by passing the signal through a bank of bandpass filters, then the variance from one band is given by the integral of the power spectral density over that band. If the process is non-white, the variances are more different the morecolored the original spectrum is. The maximum possible gain is obtained when the number of bands tends to infinity [21]. Then the gain is equal to the maximum gain of a differential coder which again is inversely proportional to the spectral flatness measure [21] given by

$$
\begin{equation*}
\gamma_{x}^{2}=\frac{\exp \left[\int_{-\pi}^{\pi} \ln S_{x x}\left(e^{j \omega}\right) \frac{d \omega}{2 \pi}\right]}{\int_{-\pi}^{\pi} S_{x x}\left(e^{j \omega}\right) \frac{d \omega}{2 \pi}} \tag{52.30}
\end{equation*}
$$

where $S_{x x}\left(e^{j \omega}\right)$ is the spectral density of the input signal. In both subband coding and differential coding, the complexity of the systems must approach infinity to reach the coding gain limit.

To be able to apply bit allocation dynamically to non-stationary sources, the decoder must receive information about the local bit allocation. This can be done either by transmitting the bit allocation
table, or the variances from which the bit allocation was derived. For real images where the statistics vary rapidly, the cost of transmitting the side information may become costly, especially for low rate coders.

## Rate Allocation

Assumewehavethesamesignal collection as above. Thistimewewant to minimizethenumber of bits to be used after the signal components have been quantized. The first order entropy of the decomposed source will be selected as the measure for theobtainable minimum bit-rate when scalar representation is specified.

To simplify, assume all signal components are Gaussian. The entropy of a Gaussian source with zero mean and variance $\sigma_{x}^{2}$ and statistically independent samples quantized by a uniform quantizer with quantization interval $\Delta$ can, for high rates, be approximated by

$$
\begin{equation*}
H_{G}(X)=\frac{1}{2} \log _{2}\left(2 \pi e\left(\sigma_{x} / \Delta\right)^{2}\right) . \tag{52.31}
\end{equation*}
$$

Theratedifference[24] between direct scalar quantization of thesignal collection usingoneentropy coder and the rate when using an adapted entropy coder for each component is

$$
\begin{equation*}
\Delta H=H_{P C M}-H_{D S}=\frac{1}{2} \log _{2} \frac{\sigma_{x}^{2}}{\left[\prod_{i=1}^{N} \sigma_{x_{i}}^{2}\right]^{1 / N}}, \tag{52.32}
\end{equation*}
$$

provided the decomposition is power conserving, meaning that

$$
\begin{equation*}
\sigma_{x}^{2}=\sum_{i=1}^{N} \sigma_{x_{i}}^{2} \tag{52.33}
\end{equation*}
$$

The coding gain in Eq. 52.29 and the rate gain in Eq. 52.32 are equivalent for Gaussian sources.
In order to exploit this result in conjunction with signal decomposition, we can view each output component as a stationary source, each with different signal statistics. The variances will depend on the spectrum of the input signal. From Eq. 52.32 and Eq. 52.33 we seethat the rate difference is larger the more different the channel variances are.

To obtain the rate gain indicated by Eq. 52.32, different H uffman or arithmetic coders [9] adapted to therategiven in Eq. 52.31 must beemployed. In practice, a pool of such coders should begenerated and stored. During encoding, the closest fitting coder is chosen for each block of components. An index indicating which coder was used is transmitted as side information to enable the decoder to reinterpret the received code.

### 52.4 Frequency Domain Coders

In this section we present the JPEG standard and some of the best subband coders that have been presented in the literature.

### 52.4.1 TheJPEG Standard

The JPEG coder [37] is the only internationally standardized still image coding method. Presently there is an international effort to bring forth a new, improved standard under the titleJPEG2000.

The principle can besketched as follows: First, the image is decomposed using a two-dimensional cosine transform of size $8 \times 8$. Then, the transform coefficients are arranged in an $8 \times 8$ matrix as given in Fig. 52.13, where $i$ and $j$ are the horizontal and vertical frequency indices, respectively.

A vector is formed by a scanning sequence which is chosen to make large amplitudes, on average, appear first, and smaller amplitudes at the end of the scan. In this arrangement, the samples at the end of the scan string approach zero. Thescan vector isquantized in a non-uniform scalar quantizer with characteristics as depicted in Fig. 52.14.


FIGU RE 52.13: Zig-zag scanning of the coefficient matrix.


FIGURE 52.14: Non-uniform quantizer characteristic obtained by combining a midtread uniform quantizer and a thresholder. $\Delta$ is the quantization interval and $T$ is the threshold.

Dueto the thresholder, many of thetrailing coefficients in the scan vector are set to zero. Often the zero values appear in clusters. This property is exploited by using runlength coding, which basically amounts to finding zero-runs. After runlength coding, each run is represented by a number pair ( $a, r$ ) where the number $a$ is the amplitude and $r$ is the length of the run. Finally, the number pair is entropy coded using the Huffman method, or arithmetic coding.

Thethresholding will increase the distortion and lower the entropy both with and without decom-
position, although not necessarily with the same amounts.
As can be observed from Fig. 52.13, the coefficient in position ( 0,0 ) is not part of the string. This coefficient represents the block average. After collecting all block averages in one image, this image is coded using a DPCM scheme[37].

Coding results for three images are given in Fig. 52.16.

### 52.4.2 Improved Coders: State-of-the-Art

M any coders that outperform JPEG have been presented in the scientific literature. M ost of these are based on subband decomposition (or the special case: wavelet decomposition). Subband coders have a higher potential coding gain by using filter banks rather than transforms, and thus exploiting correlations over larger image areas. Figure 52.8 shows the theoretical gain for a stochastic image model. Visually, subband coders can avoid the blocking-effects experienced in transform coders at low bit-rates. This property is due to the overlap in basis functions in subband coders. On the other hand, Gibb's phenomenon is more prevalent in subband coders and can cause severe ringing in homogeneous areas close to edges. The detailed choice and optimization of the filter bank will strongly influence the visual performance of subband coders. The other factor which decides the coding quality isthedetailed quantization of thesubband signals. Thefinal bit-representation method does not effect the quality, only the rate for a given quality.

Depending on thebit-representation, the total rate can bepreset for some coders, and will depend on some quality factor specified for other coders. Even though it would be desirable to preset the visual quality in a coder, this is a challenging task, which has not yet been satisfactorily solved.

In the following we present four subband coders with different coding schemes and different filter banks.

## Subband Coder Based on Entropy Coder Allocation [24]

This coder uses an $8 \times 8$ uniform filter bank optimized for reducing blocking and ringing artifacts, plus maximizing the coding gain [1]. The lowpass-lowpass band is quantized using a fixed rate DPCM coder with a third-order two-dimensional predictor. The other subband signals are segmented into blocks of size $4 \times 4$, and each block is classified based on theblock power. Depending on the block power, each block is allocated a corresponding entropy coder (implemented as an arithmetic coder). Theentropy coders havebeen preoptimized by minimizing thefirst-order entropy given the number of available entropy coders (See section 52.3.3). This number is selected to balance the amount of side information necessary in the decoder to identify the correct entropy decoder and the gain by using more entropy coders. Depending on the bit-rate, the number of entropy coders is typically 3 to 5 . In the presented results, three arithmetic coders are used. Conditional arithmetic coding has been used to represent the side information efficiently.

Coding results are presented in Fig. 52.16 under the name "Lervik".

## Zero-Tree Coding

Shapiro [35] introduced a method that exploits some dependency between pixels in corresponding location in the bands of an octave band filter bank. The basic assumed dependencies are illustrated in Fig. 52.15. The low-pass band is coded separately. Starting in any location in any of the other three bands of same size, any pixel will have an increasing number of descendants as one passes down the tree representing information from the same location in the original image. The number of corresponding pixels increases by a factor of four from one level to the next. When used in a coding context, the tree is terminated at any zero-valued pixel (obtained after quantization using some threshold) after which all subsequent pixels are assumed to be zero as well. Due to the growth by a factor of four between levels, many samples can be discarded this way.


FIGURE 52.15: Zero-tree arrangement in an octave-band decomposed image.

What is the underlying mechanism that makes this technique work so well? On one hand, the image spectrum falls off rapidly as a function of frequency for most images. This means that there is a tendency to have many zeros when approaching the leaves of the tree. Our visual system is furthermore more tolerant to high frequency errors. This should be compared to the zig-zag scan in theJ PEG coder. On theother hand, viewed from apurestatistical angle, thesubbands areuncorrelated if the filter bank has done what is required from it! However, the statistical argument is based on the assumption of "local ergodicity", which means that statistical parameters derived locally from the data have the same mean values everywhere. With real images composed of objects with edges, textures, etc. these assumptions do not hold. The "activity" in the subbands tends to appear in the same locations. This is typical at edges. One can look at these connections as energy correlations among the subbands. The zero-tree method will efficiently cope with these types of phenomena.

Shapiro furthermorecombined thezero-tree representation with bit-planecoding. Said [34] went one step further and introduced what he calls set partitioning. The resulting algorithm is simple and fast, and is embedded in the sense that the bit-stream can be cut off at any point in time in the decoder, and the obtained approximation is optimal using that number of bits. The subbands are obtained using the 9/7 biorthogonal spline filters [38].

Coding results from Said's coder are shown in Fig. 52.16 and marked "Said".

## Pyramid VQ and Improved Filter Bank

This coder is based on bit-allocation, or rather, allocation of vector quantizers of different sizes. This implies that the coder is fixed rate, that is, we can preset the total number of bits for an image. It is assumed that the subband signals have a Laplacian distribution, which makes it possible to apply pyramid vector quantizers [6]. These are suboptimal compared to trained codebook vector quantizers, butsignificantly better than scalar quantizerswithout increasingthecomplexity too much.

The signal decomposition in the encoder is performed using an $8 \times 8$ channel uniform filter bank [1], followed by an octave-band filter bank of three stages operating on the resulting lowpasslowpass band. The uniform filter bank is nonunitary and optimized for coding gain. The building blocks of the octave band filter bank have been carefully selected from all available perfect reconstruction, two-channel filter systems with limited FIR filter orders.

Coding results from this coder are shown in Figs. 52.16 and are marked "Bal asingham".

## Trellis Coded Quantization

Joshi [22] has presented what is presently the "state-of-the-art" coder. Being based on trellis coded quantization [29], the encoder ismorecomplex than theother coders presented. Furthermore, it does not have the embedded character of Said's coder.

Thefilter bank employed has 22 subbands. Thisisobtained by first employinga $4 \times 4$ uniform filter bank, followed by a further split of the resulting lowpass-lowpass band using a two-stage octave band filter bank. All filters in the curves shown in the next section are 9/7 biorthogonal spline filters [38].

The encoding of the subbands is performed in several stages:

- Separate classification of signal blocks in each band.
- Rate allocation among all blocks.
- Individual arithmetic coding of the trellis-coded quantized signals in each class.

Thetrellis coded quantization [7] is a method that can reach the rate distortion bound in the same way as vector quantization. It uses search methods in the encoder, which adds to its complexity. The decoder is much simpler.

Coding results from this coder are shown in Fig. 52.16 and are marked "Joshi".

## Frequency Domain Coding Results

The five coders presented above are compared in this section. All of them are simulated using the three images "Lenna", "Barbara", and "Goldhill" of size $512 \times 512$. These three images have quite different contents in terms of spectrum, textures, edges, and so on. Fig. 52.16 shows the PSNR as a function of bit-rate for the five coders. The PSNR is defined as

$$
\begin{equation*}
\operatorname{PSNR}=10 \log _{10}\left(\frac{255^{2}}{\frac{1}{N M} \sum_{n=1}^{N} \sum_{m=1}^{M}(x(n, m)-\hat{x}(n, m))^{2}}\right) \tag{52.34}
\end{equation*}
$$

As is observed, the coding quality among the coders varies when exposed to such different stimuli. The exception is that all subband coders are superior to JPEG, which was expected from the use of better decomposition as well as more clever quantization and coding strategies. Joshi's coder is best for "Lenna" and "Goldhill" at high rates. Balasingham's coder is, however, better for "Barbara" and for "Goldhill" at low rates. These results are interpreted as follows. The Joshi coder uses the most elaborate quantization/coding scheme, but the Balasingham coder applies a better filter bank in two respects. First, it has better high frequency resolution, which explains that the "Barbara" image, with a relatively high frequency content, gives a better result for the latter coder. Second, the improved low frequency resolution of this filter bank also implies better coding at low rates for "Goldhill".

From the results above, it is also observed that the Joshi coder performs well for images with a lowpass character such as the "Lenna" image, especially at low rates. In these cases there are many "zeros" to be represented, and the zero-tree coding can typically cope well with zero-representations.

A combination of several of the aforementioned coders, picking up their best components, would probably render an improved system.

### 52.5 Fractal Coding

This section is placed towards theend of the chapter because fractal coding deviates in many respects from thegeneric coder on theonehand, but on theother hand can becompared to vector quantization.


FIGURE 52.16: Coding results. Top: "Lenna", middle: "Barbara", bottom: "Goldhill".

A good overview of thefield can be found in [8].
Fractal coding (also called attractor coding) is based on Banach's fixed point theorem and exploits self-similarity or partial self-similarity among different scales of a given image. A nonlinear transform gives the fractal image representation. Iterative operations using this transform starting from any initial image will converge to the image approximation, called the attractor. The success of such a schemewill rest upon the compactness, in terms of bits, of the description of thenonlinear transform. A classical example of self-similarity is M ichael Barnsley's fern, where each branch is a small copy of the complete fern. Even the branches are composed of small copies of itself. A very compact description can be found for the class of images exhibiting self similarity. In fact, the fern can be described by 24 numbers, according to Barnsley.

Self-similarity is a dependency among image elements (possibly objects) that is not described by correlation, but can be called affine correlation.

There is an enormous potential for image compression if images really have the self-similarity property. However, there seems to be no reason to believe that global self-similarity exists in any complex image created, e.g., by photographing natural or man-made scenes. The less requiring notion of partial self-similarity among imageblocks of different scales has proven to be fruitful [19].

In this section we will, in fact, present a practical fractal coder exploiting partial self-similarity among different scales, which can be directly compared to mean-gain-shape vector quantization (M GSVQ). The difference between the two systems is that the vector quantizer uses an optimized codebook based on data from a large collection of different images, whereas the fractal coder uses a self codebook, in the sense that the codebook is generated from the image itself and implicitly and approximately transmitted to the receiver as part of the image code. The question is then, "Is the 'adaptive' nature of the fractal codebook better than the statistically optimized codebook of standard vector quantization?"

We will also comment on other models and give a brief status of fractal compression techniques.

### 52.5.1 Mathematical Background

Thecode of an image in the language of fractal coding is given as thebit-representation of a nonlinear transform $T$. The transform defines what is called the collage $x_{c}$ of the image. The collage is found by

$$
x_{c}=T x,
$$

where $x$ is the original image.
The collage is the object we try to make resemble the image as closely as possible in the encoder through minimization of the distortion function

$$
\begin{equation*}
D=d\left(x, x_{c}\right) \tag{52.35}
\end{equation*}
$$

Usually the distortion function is chosen as the Euclidean distance between the two vectors. The decoder cannot reconstruct the collage as it depends on the knowledge of theoriginal image, and not only the transform $T$. We therefore have to accept reconstruction of the image with less accuracy.

The reconstruction algorithm is based on Banach's fixed point theorem: If a transform $T$ is contractive or eventually contractive [26], the fixed point theorem states that the transform then has a unique attractor or fixed point given by

$$
\begin{equation*}
x_{T}=T x_{T} \tag{52.36}
\end{equation*}
$$

and that the fixed point can be approached by iteration from any starting vector according to

$$
\begin{equation*}
x_{T}=\lim _{n \rightarrow \infty} T^{n} y ; \quad \forall y \in X \tag{52.37}
\end{equation*}
$$

where $X$ is a normed linear space.
The similarity between the collage and the attractor is indicated from an extended version of the collage theorem [27]:

Given an original image $x$ and its collage $T x$ where $\|x-T x\| \leq \epsilon$, then

$$
\begin{equation*}
\left\|x-x_{T}\right\| \leq \frac{1-s_{1}^{K}}{\left(1-s_{1}\right)\left(1-s_{K}\right)} \epsilon \tag{52.38}
\end{equation*}
$$

where $s_{1}$ and $s_{K}$ aretheLipschitz constants of $T$ and $T^{K}$, respectively, provided $\left|s_{1}\right|<1$ and $\left|s_{K}\right|<1$.
Provided the collage is a good approximation of theoriginal image and the Lipschitz constants are small enough, there will also be similarity between the original image and the attractor.

In the special case of fractal block coding, a given image block (usually called a domain block) is supposed to resemble another block (usually called a range block) after some affine transformation. The transformation that is most commonly used moves the image block to a different position while shrinking the block, rotating it or shuffling the pixels, and adding what we denote a fixed term, which could be some predefined function with possible parameters to be decided in the encoding process. In most natural images it is not difficult to find affinesimilarity, e.g., in the form of objects situated at different distances and positions in relation to the camera. In standard block coding methods, only local statistical dependencies can be utilized. The inclusion of affine redundancies should therefore offer some extra advantage.

In this formalism we do not see much resemblance with VQ. H owever, the similarities and differences between fractal coding and VQ were pointed out already in the original work by Jacquin [20]. We shall, in the following section, present a specific model that enforces further similarity to VQ.

### 52.5.2 Mean-Gain-Shape Attractor Coding

It has been proven [31] that in all cases where each domain block is a union of range blocks, the decoding algorithms for sampled images where the nonlinear part (fixed term) of the transform is orthogonal to the image transformed by the linear part, full convergence is reached after a finite and small number of iterations. In one special case there are no iterations at all [31], and then $x_{T}=T x$. We shall discuss only this important case here because it has an important application potential due to itssimplicity in the decoder, but, moreimportantly, wecan moreclearly demonstratethesimilarity to VQ .

## Codebook Formation

In the encoder two tasks have to be performed, the codebook formation and the codebook search, to find the best representation of the transform $T$ with as few bits as possible.

First the image is split in non-overlapping blocks of size $L \times L$ so that the complete image is covered.

The codebook construction goes as follows:

- Calculate the mean value $m$ in each block.
- Quantize the mean values, resulting in the approximation $\hat{m}$, and transmit their codeto the receiver.
These values will serve two purposes:

1. They are the additive, nonlinear terms in the block transform.
2. They are the building elements for the codebook.

All the following steps must be performed both in the encoder and the decoder.

- Organize the quantized mean values as an image so that it becomes a block averaged and downsampled version of the original image.
- Pick blocks of size $L \times L$ in the obtained image. Overlap between blocks is possible.
- Remove the mean values from each block. The resulting blocks constitute part of the codebook.
- Generate new codebook vectors by a predetermined set of mathematical operations (mainly pixel shuffling).

With the procedure given, the codebook is explicitly known in the decoder, because the mean values also act as the nonlinear part of the affine transforms. The codebook vectors are orthogonal to the nonlinear term due to the mean value removal.

Observe also that theblock decimation in the encoder must now bechosen as $L \times L$, which is also the size of the blocks to be coded.

## The Encoder

The actual encoding is similar to traditional product codeVQ.
In our particular case, theimage block in position ( $k, l$ ) is modeled as

$$
\begin{equation*}
\hat{x}_{k, l}=\hat{m}_{k, l}+\hat{\alpha}_{k, l} \rho^{(i)}, \tag{52.39}
\end{equation*}
$$

where $\hat{m}_{k, l}$ is the quantized mean value of the block, $\rho^{(i)}$ is codebook vector number $i$, and $\hat{\alpha}_{k, l}$ is a quantized scaling factor.

To optimize the parameters, we minimizetheEuclidean distance between the image block and the given approximation,

$$
\begin{equation*}
d=\left\|x_{k, l}-\hat{x}_{k, l}\right\| . \tag{52.40}
\end{equation*}
$$

This minimization is equivalent to the maximization of

$$
\begin{equation*}
P^{(i)}=\frac{\left\langle x_{k, l}, \rho^{(i)}\right\rangle^{2}}{\left\|\rho^{(i)}\right\|^{2}} \tag{52.41}
\end{equation*}
$$

where $\langle u, v\rangle$ denotestheinner product between $u$ and $v$ over oneblock. If vector number $j$ maximizes $P$, then the scaling factor can be calculated as

$$
\begin{equation*}
\alpha_{k, l}=\frac{\left\langle x_{k, l}, \rho^{(j)}\right\rangle}{\left\|\rho^{(j)}\right\|^{2}} . \tag{52.42}
\end{equation*}
$$

## The Decoder

In the decoder, the codebook can be regenerated, as previously described, from the mean values. The decoder reconstructs each block according to Eq. 52.39 using the transmitted, quantized parameters. In the particular case given above, the following procedure is followed:

Denoteby $c$ an imagecomposed of subblocks of size $L \times L$ which contains the correct mean values. The decoding is then performed by

$$
\begin{equation*}
x_{1}=T c=A c+c \tag{52.43}
\end{equation*}
$$

where $A$ is the linear part of the transform. The operation of $A$ can be described blockwise.

- It takes a block from $c$ of size $L^{2} \times L^{2}$,
- shrinks it to size $L \times L$ after averaging over subblocks of size $L \times L$,
- subtracts from the resulting block its mean value,
- performs the prescribed pixel shuffling,
- multiplies by the scaling coefficient,
- and finally inserts the resulting block in the correct position.

Notice that $x_{1}$ has the correct mean value due to $c$, and because $A c$ does not contribute to the block mean values. Another observation is that each block of size $L \times L$ is mapped to one pixel.

The algorithm just described is equivalent to the VQ decoding given earlier.
The iterative algorithm indicated by Banach's fixed point theorem can be used also in this case. The above described algorithm is the first iteration. In the next iteration we get

$$
\begin{equation*}
x_{2}=A x_{1}+c=A(A c)+A c+c . \tag{52.44}
\end{equation*}
$$

But $A(A c)=0$ because $A$ and $A c$ are orthogonal, therefore $x_{2}=x_{1}$. The iteration can, of course, be continued without changing the result. Note also that $A c=A x$, where $x$ is the original image!

We will stress the important fact that as the attractor and the collage are equivalent in the noniterative case, we have direct control of the attractor, unlike any other fractal coding method.

## Experimental Comparisons with the Performance of MSGVQ

It is difficult to concludefrom theory alone as to the performance of the attractor coder model. Experiments indicate, however, that for this particular fractal coder the performance is always worse than for the VQ with optimized codebook for all images tested [23]. The adaptivity of the self codebook, does not seem to outcompete the VQ codebook which is optimal in a statistical sense.

### 52.5.3 Discussion

Theabovemodel isseverely constrained through therequired relation between theblock size ( $L \times L$ ) and the decimation factor (also $L \times L$ ). Better coding resultsareobtained by usingsmaller decimation factors, typically $2 \times 2$.

Even with small decimation factors, no pure fractal coding technique has, in general, been shown to outperform vector quantization of similar complexity.

However, fractal methods have potential in hybrid block coding. It can efficiently represent edges and other deterministic structures where a shrunken version of another block is likely to resemble the block we are trying to represent. For instance, edges tend to be edges also after decimation. On the other hand, many textures can be hard to represent, as the decimation process requires that another texture with different frequency contents be present in the image to make a good approximation.

Using several block coding methods, where for each block the best method in a distortion-rate sense is selected, has been proven to give good coding performance [5, 10].

On the practical side, the fractal encoders have a very high complexity. Several methods have been suggested to alleviate this problem. These methods include limited search regions in the vicinity of theblock to be coded, clustering of codebook vectors, and hierarchical search at different resolutions.

The iteration-free decoder is one of the fastest decoders obtainable for any coding method.

### 52.6 Color Coding

Any color image can be split in three color components and thereafter coded individually for each component. If this is done on the RGB (Red, Green, Blue) components, the bit rate tends to be approximately three times as high as for black and white images.

However, there are many other ways of decomposing the colors. The most used representations split theimage in a luminancecomponent and two chrominancecomponents. Examplesareso-called YUV and YIQ representations. Onerationalefor doingthiskind of splitting is that thehuman visual
system has different resolution for luminance and chrominance. The chrominance sampling can thereforebe performed at a lower resolution, from two to eight times lower resolution depending on the desired quality and the interpolation method used to reconstruct the image. A second rationale is that the RGB components in most images arestrongly correlated and therefore direct coding of the RGB components results in repeated coding of the same information. Theluminance/chrominance representations try to decorrelate the components.

The transform between RGB and the luminance and chrominance components (YIQ) used in NTSC is given by

$$
\left[\begin{array}{l}
Y  \tag{52.45}\\
I \\
Q
\end{array}\right]=\left[\begin{array}{rrr}
0.299 & 0.587 & 0.114 \\
0.596 & -0.274 & -0.322 \\
0.058 & -0.523 & 0.896
\end{array}\right]\left[\begin{array}{l}
R \\
G \\
B
\end{array}\right] .
$$

Thereareonly minor differences between the suggested color transforms. It is also possibleto design the optimal decomposition based on the Karhunen-Loève transform. The method could be made adaptive by deriving a new transform for each image based on an estimated color correlation matrix.

We shall not go further into the color coding problem, but state that it is possible to represent color by adding 10 to $20 \%$ to the luminance component bit rate.
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### 53.1 Introduction

Digital images and video, acquired by still cameras, consumer camcorders, or even broadcast-quality video cameras, are usually degraded by some amount of blur and noise. In addition, most electronic camerashavelimited spatial resolution determined by thecharacteristics of thesensor array. Common causes of blur are out-of-focus, relative motion, and atmospheric turbulence. Noise sources include film grain, thermal, electronic, and quantization noise. Further, many image sensors and media have known nonlinear input-output characteristics which can be represented as point nonlinearities. The goal of image and video (image sequence) restoration is to estimate each image (frame or field) as it would appear without any degradations, by first modelingthedegradation process, and then applying an inverse procedure. This is distinct from image enhancement techniques which are designed to manipulate an image in order to produce more pleasing results to an observer without making use of particular degradation models. On the other hand, superresolution refers to estimating an image at a resolution higher than that of the imaging sensor. Image sequence filtering (restoration and superresolution) becomes especially important when still images from video are desired. This is because the blur and noise can become rather objectionable when observing a "freeze-frame", although they may not bevisible to the human eye at the usual framerates. Since many video signals encountered in practice are interlaced, we address the cases of both progressive and interlaced video.

Theproblem of imagerestoration has sparked widespread interest in thesignal processing community over the past 20 or 30 years. Because image restoration is essentially an ill-posed inverse problem which isalso frequently encountered in variousother disciplines such asgeophysics, astronomy, medical imaging, and computer vision, the literature that is related to image restoration is abundant. A concisediscussion of early results can befound in the books by Andrews and Hunt [1] and Gonzalez and Woods [2]. M ore recent developments are summarized in the book by Katsaggelos [3], and review papers by M einel [4], Demoment [5], Sezan and Tekalp [6], and Kaufman and Tekalp [7]. M ost recently, printing high-quality still images from video sources has become an important application for multi-frame restoration and superresolution methods. An in-depth coverage of video filtering methods can be found in the book Digital Video Processing by Tekalp [8]. This chapter summarizes key results in digital image and video restoration.

### 53.2 Modeling

Every image restoration/superresolution algorithm is based on an observation model, which relates the observed degraded image(s) to the desired "ideal" image, and possibly a regularization model, which conveysthe availablea priori information about the ideal image. The success of image restoration and/or superresolution depends on how good the assumed mathematical models fit the actual application.

### 53.2.1 Intra-Frame Observation Model

Let the observed and ideal images be sampled on the same 2-D lattice $\Lambda$. Then, the observed blurred and noisy image can be modeled as

$$
\begin{equation*}
\boldsymbol{g}=s(\boldsymbol{D} \boldsymbol{f})+\boldsymbol{v} \tag{53.1}
\end{equation*}
$$

where $\boldsymbol{g}, \boldsymbol{f}$, and $\boldsymbol{v}$ denote vectors representing lexicographical ordering of the samples of the observed image, ideal image, and a particular realization of the additive(random) noise process, respectively. The operator $\boldsymbol{D}$ is called the blur operator. The response of the image sensor to light intensity is represented by the memoryless mapping $s(\cdot)$, which is, in general, nonlinear. (This nonlinearity has often been ignored in the literature for algorithm development.)

The blur may be space-invariant or space-variant. For space-invariant blurs, $\boldsymbol{D}$ becomes a convoIution operator, which has block-Toeplitz structure; and Eq. (53.1) can be expressed, in scalar form, as

$$
\begin{equation*}
g\left(n_{1}, n_{2}\right)=s\left(\sum_{\left(m_{1}, m_{2}\right) \in \mathcal{S}_{d}} d\left(m_{1}, m_{2}\right) f\left(n_{1}-m_{1}, n_{2}-m_{2}\right)\right)+v\left(n_{1}, n_{2}\right) \tag{53.2}
\end{equation*}
$$

where $d\left(m_{1}, m_{2}\right)$ and $\mathcal{S}_{d}$ denote the kernel and support of the operator $\boldsymbol{D}$, respectively. The kernel $d\left(m_{1}, m_{2}\right)$ is the impulse response of the blurring system, often called the point spread function (PSF). In case of space-variant blurs, the operator $\boldsymbol{D}$ does not have a particular structure; and the observation equation can be expressed as a superposition summation

$$
\begin{equation*}
g\left(n_{1}, n_{2}\right)=s\left(\sum_{\left(m_{1}, m_{2}\right) \in \mathcal{S}_{d}\left(n_{1}, n_{2}\right)} d\left(n_{1}, n_{2} ; m_{1}, m_{2}\right) f\left(m_{1}, m_{2}\right)\right)+v\left(n_{1}, n_{2}\right) \tag{53.3}
\end{equation*}
$$

where $\mathcal{S}_{d}\left(n_{1}, n_{2}\right)$ denotes the support of the PSF at the pixel location $\left(n_{1}, n_{2}\right)$.
The noise is usually approximated by a zero-mean, white Gaussian random field which is additive and independent of the image signal. In fact, it has been generally accepted that more sophisticated noise models do not, in general, lead to significantly improved restorations.

### 53.2.2 Multispectral Observation Model

M ultispectral images refer to image data with multiple spectral bands that exhibit inter-band correlations. An important class of multispectral images are color images with three spectral bands. Suppose we have $K$ spectral bands, each blurred by possibly a different PSF. Then, the vector-matrix model (53.1) can be extended to multispectral modeling as

$$
\begin{equation*}
g=\mathcal{D} f+v \tag{53.4}
\end{equation*}
$$

where

$$
\boldsymbol{g} \doteq\left[\begin{array}{c}
\boldsymbol{g}_{1} \\
\vdots \\
\boldsymbol{g}_{K}
\end{array}\right], \quad \boldsymbol{f} \doteq\left[\begin{array}{c}
f_{1} \\
\vdots \\
f_{K}
\end{array}\right], \quad \boldsymbol{v} \doteq\left[\begin{array}{c}
\boldsymbol{v}_{1} \\
\vdots \\
\boldsymbol{v}_{K}
\end{array}\right]
$$

denote $N^{2} K \times 1$ vectors representing the multispectral observed, ideal, and noise data, respectively, stacked as composite vectors, and

$$
\mathcal{D} \doteq\left[\begin{array}{ccc}
\boldsymbol{D}_{11} & \cdots & \boldsymbol{D}_{1 K} \\
\vdots & \ddots & \vdots \\
\boldsymbol{D}_{K 1} & \cdots & \boldsymbol{D}_{K K}
\end{array}\right]
$$

is an $N^{2} K \times N^{2} K$ matrix representing the multispectral blur operator. In most applications, $\mathcal{D}$ is block diagonal, indicating no inter-band blurring.

### 53.2.3 Multiframe Observation Model

Supposea sequence of blurred and noisy images $g_{k}\left(n_{1}, n_{2}\right), k=1, \ldots, L$, correspondingto multiple shots (from different angles) of a static scene sampled on a 2-D lattice or frames (fields) of video sampled (at different times) on a 3-D progressive (interlaced) lattice, is available. Then, we may be able to estimate a higher-resolution "ideal" still image $f\left(m_{1}, m_{2}\right)$ (corresponding to one of the observed frames) sampled on a lattice, which has a higher sampling density than that of the input lattice. The main distinction between the multispectral and multiframe observation models is that here the observed images are subject to sub-pixel shifts (motion), possibly space-varying, which makes high-resolution reconstruction possible. In the case of video, we may also model blurring due to motion within the aperture time to further sharpen images.

To this effect, each observed image (frame or field) can be related to the desired high-resolution ideal still-image through the superposition summation [8]

$$
\begin{equation*}
g_{k}\left(n_{1}, n_{2}\right)=s\left(\sum_{\left(m_{1}, m_{2}\right) \in \mathcal{S}_{d}\left(n_{1}, n_{2} ; k\right)} d_{k}\left(n_{1}, n_{2} ; m_{1}, m_{2}\right) f\left(m_{1}, m_{2}\right)\right)+v_{k}\left(n_{1}, n_{2}\right) \tag{53.5}
\end{equation*}
$$

wherethe support of the summation over the high-resolution grid ( $m_{1}, m_{2}$ ) at a particular observed pixel ( $n_{1}, n_{2} ; k$ ) depends on the motion trajectory connecting the pixel $\left(n_{1}, n_{2} ; k\right)$ to the ideal image, the size of the support of thelow-resolution sensor PSF $h_{a}\left(x_{1}, x_{2}\right)$ with respect to thehigh resolution grid, and whether there is additional optical (out-of-focus, motion, etc.) blur. Because the relative positions of low- and high-resolution pixels in general vary by spatial coordinates, the discrete sensor PSF isspace-varying. Thesupport of thespace-varying PSF isindicated by theshaded areain Fig. 53.1, wherethe rectangle depicted by solid lines shows the support of a low-resolution pixel over the highresolution sensor array. The shaded region corresponds to the area swept by the low-resolution pixel due to motion during the aperturetime[8].


FIGURE 53.1: Illustration of the discrete system PSF.

Note that the model (53.5) is invalid in case of occlusion. That is, each observed pixel ( $n_{1}, n_{2} ; k$ ) can beexpressed as a linear combination of several desired high-resolution pixels ( $m_{1}, m_{2}$ ), provided that ( $n_{1}, n_{2} ; k$ ) is connected to ( $m_{1}, m_{2}$ ) by a motion trajectory. We assume that occlusion regions can be detected a priori using a proper motion estimation/segmentation algorithm.

### 53.2.4 Regularization Models

Restoration isan ill-posed problem which can beregularized by modeling certain aspectsof thedesired "ideal" image. Images can be modeled as either 2-D deterministic sequences or random fields. A priori information about the ideal image can then be used to define hard or soft constraints on the solution. In the deterministic case, images are usually assumed to be members of an appropriate Hilbert space, such as a Euclidean space with the usual inner product and norm. For example, in the context of set theoretic restoration, the solution can be restricted to be a member of a set consisting of all images satisfying a certain smoothness criterion [9]. On the other hand, constrained least squares (CLS) and Tikhonov-M iller regularization use quadratic functionals to impose smoothness constraints in an optimization framework.

In the random case, models have been developed for the pdf of the ideal image in the context of maximum a posteriori (MAP) image restoration. For example, Trussell and Hunt [10] have proposed a Gaussian distribution with space-varying mean and stationary covariance as a model for the pdf of the image. Geman and Geman [11] proposed a Gibbs distribution to model the pdf of the image. Alternatively, if the image is assumed to be a realization of a homogeneous Gauss-M arkov random process, then it can be statistically modeled through an autoregressive (AR) difference equation [12]

$$
\begin{equation*}
f\left(n_{1}, n_{2}\right)=\sum_{\left(m_{1}, m_{2}\right) \in \mathcal{S}_{c}} c\left(m_{1}, m_{2}\right) f\left(n_{1}-m_{1}, n_{2}-m_{2}\right)+w\left(n_{1}, n_{2}\right) \tag{53.6}
\end{equation*}
$$

where $\left\{c\left(m_{1}, m_{2}\right):\left(m_{1}, m_{2}\right) \in \mathcal{S}_{c}\right\}$ denote the model coefficients, $\mathcal{S}_{c}$ is the model support (which may be causal, semi-causal, or non-causal), and $w\left(n_{1}, n_{2}\right)$ represents the modeling error which is Gaussian distributed. The model coefficients can be determined such that the modeling error has minimum variance [12]. Extensions of (53.6) to inhomogeneous Gauss-M arkov fields was proposed by Jeng and Woods [13].

### 53.3 Model Parameter Estimation

In this section, we discuss methods for estimating the parametersthat are involved in the observation and regularization models for subsequent use in the restoration algorithms.

### 53.3.1 Blur Identification

Blur identification refers to estimation of both the support and parameters of the PSF $\left\{d\left(n_{1}, n_{2}\right)\right.$ : $\left.\left(n_{1}, n_{2}\right) \in \mathcal{S}_{d}\right\}$. It is a crucial element of image restoration because the quality of restored images is highly sensitive to errors in the PSF [14]. An early approach to blur identification has been based on the assumption that the original scene contains an ideal point source, and that its spread (hence the PSF) can be determined from the observed image. Rosenfeld and Kak [15] show that the PSF can also be determined from an ideal line source. These approaches are of limited use in practice because a scene, in general, does not contain an ideal point or line source and the observation noise may not allow the measurement of a useful spread.

M odels for certain types of PSF can be derived using principles of optics, if the source of the blur is known [7]. For example, out-of-focus and motion blur PSF can be parameterized with a few parameters. Further, they arecompletely characterized by their zerosin thefrequency-domain. Power spectrum and cepstrum (Fourier transform of thelogarithm of thepower spectrum) analysismethods have been successfully applied in many cases to identify the location of these zero-crossings [16, 17]. Alternatively, Chang et al. [18] proposed a bispectrum analysis method, which is motivated by the fact that bispectrum is not affected, in principle, by the observation noise. However, the bispectral method requires much more data than the method based on the power spectrum. Note that PSFs, which do not have zero crossings in thefrequency domain (e.g., Gaussian PSF modeling atmospheric turbulence), cannot be identified by these techniques.

Yet another approach for blur identification isthemaximum likelihood (M L) estimation approach. TheM L approach aims to find those parameter values (including, in principle, the observation noise variance) that have most likely resulted in the observed image(s). Different implementations of the ML image and blur identification are discussed under a unifying framework [19]. Pavlović and Tekalp [20] propose a practical method to find the M L estimates of the parameters of a PSF based on a continuous domain image formation model.

In multi-frameimagerestoration, blur identification using morethan oneframe at a time becomes possible. For example, the PSF of a possibly space-varying motion blur can be computed at each pixel from an estimate of the frame-to-frame motion vector at that pixel, provided that the shutter speed of the camera is known [21].

### 53.3.2 Estimation of Regularization Parameters

Regularization model parameters aim to strike a balancebetween the fidelity of the restored imageto the observed data and its smoothness. Various methods exist to identify regularization parameters, such as parametric pdf models, parametric smoothness constraints, and AR image models. Some restoration methods require the knowledge of the power spectrum of the ideal image, which can be estimated, for example, from an AR model of theimage. TheAR parameterscan, in turn, beestimated from the observed image by a least squares [22] or an ML technique [63]. On the other hand, non-parametric spectral estimation is also possible through the application of periodogram-based methodsto a prototypeimage[69, 23]. In the context of maximum a posteriori (M AP) methods, thea priori pdf is often modeled by a parametric pdf, such as a Gaussian [10] or a Gibbsian [11]. Standard methods for estimating these parameters do not exist. M ethods for estimating the regularization parameter in the CLS, Tikhonov-M iller, and related formulations are discussed in [24].

### 53.3.3 Estimation of the Noise Variance

Almost all restoration algorithms assume that the observation noise is a zero-mean, white random process that is uncorrelated with the image. Then, the noise field is completely characterized by its variance, which is commonly estimated by the sample variance computed over a low-contrast local
region of the observed image. As we will see in the following section, the noise variance plays an important role in defining constraints used in some of the restoration algorithms.

### 53.4 Intra-Frame Restoration

Westart by firstlookingat somebasic regularized restoration strategies, in thecaseof an LSI blur model with no pointwisenonlinearity. Theeffect of thenonlinear mapping $s($.$) isdiscussed in Section 53.4.2.$ M ethods that allow PSFs with a random components are summarized in Section 53.4.3. Adaptive restoration for ringing suppression and blind restoration are covered in Sections 53.4.4 and 53.4.5, respectively. Restoration of multispectral images and space-varying blurred images are addressed in Sections 53.4.6 and 53.4.7, respectively.

### 53.4.1 Basic Regularized Restoration Methods

When the mapping $s($.$) is ignored, it is evident from Eq. (53.1) that image restoration reduces to$ solving a set of simultaneous linear equations. If the matrix $\boldsymbol{D}$ is nonsingular (i.e., $\boldsymbol{D}^{-1}$ exists) and the vector $\boldsymbol{g}$ lies in the column space of $\boldsymbol{D}$ (i.e., there is no observation noise), then there exists a unique solution which can befound by direct inversion (also known as inversefiltering). In practice, however, wealmost always havean underdetermined (dueto boundary truncation problem [14]) and inconsistent (due to observation noise) set of equations. In this case, we resort to a minimum-norm least-squares solution. A least squares (LS) solution (not unique when the columns of $\boldsymbol{D}$ are linearly dependent) minimizes the norm-square of the residual

$$
\begin{equation*}
J_{L S}(\boldsymbol{f}) \doteq\|\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}\|^{2} \tag{53.7}
\end{equation*}
$$

LS solution(s) with the minimum norm (energy) is (are) generally known as pseudo-inverse solution(s) (PIS).

Restoration by pseudo-inversion is often ill-posed owing to the presence of observation noise[14]. This follows because the pseudo-inverse operator usually has some very large eigenvalues. For example, a typical blur transfer function has zeros; and thus, its pseudo-inverse attains very large magnitudes near these singularities as well as at high frequencies. This results in excessive amplification at these frequencies in the sensor noise. Regularized inversion techniques attempt to roll-off the transfer function of the pseudo-inverse filter at these frequencies to limit noise amplification. It follows that the regularized inverse deviates from the pseudo-inverse at these frequencies which leads to other types of artifacts, generally known as regularization artifacts [14]. Various strategies for regularized inversion (and how to achieve the right amount of regularization) are discussed in the following.

## Singular-Value Decomposition Method

The pseudo-inverse $\boldsymbol{D}^{+}$can be computed using the singular value decomposition (SVD) [1]

$$
\begin{equation*}
\boldsymbol{D}^{+}=\sum_{i=0}^{R} \lambda_{i}^{-1 / 2} \boldsymbol{z}_{i} \boldsymbol{u}_{i}^{T} \tag{53.8}
\end{equation*}
$$

where $\lambda_{i}$ denote the singular values, $z_{i}$ and $\boldsymbol{u}_{i}$ are the eigenvectors of $\boldsymbol{D}^{T} \boldsymbol{D}$ and $\boldsymbol{D} \boldsymbol{D}^{T}$, respectively, and $R$ istherank of $\boldsymbol{D}$. Clearly, reciprocation of zero singular-values is avoided sincethe summation runs to $R$, the rank of $\boldsymbol{D}$. Under the assumption that $\boldsymbol{D}$ is block-circulant (corresponding to a circular convolution), the PIS computed through Eq. (53.8) is equivalent to the frequency domain
pseudo-inverse filtering

$$
D^{+}(u, v)= \begin{cases}1 / D(u, v) & \text { if } D(u, v) \neq 0  \tag{53.9}\\ 0 & \text { if } D(u, v)=0\end{cases}
$$

where $D(u, v)$ denotes the frequency response of the blur. This is because a block-circulant matrix can be diagonalized by a 2-D discrete Fourier transformation (DFT) [2].

Regularization of the PIS can then be achieved by truncating the singular value expansion (53.8) to eliminate all terms corresponding to small $\lambda_{i}$ (which are responsible for the noise amplification) at the expense of reduced resolution. Truncation strategies are generally ad-hoc in the absence of additional information.

## Iterative Methods (Landweber Iterations)

Several image restoration algorithms are based on variations of the so-called Landweber iterations[25, 26, 27, 28, 31, 32]

$$
\begin{equation*}
\boldsymbol{f}_{k+1}=\boldsymbol{f}_{k}+\boldsymbol{R} \boldsymbol{D}^{T}\left(\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}_{k}\right) \tag{53.10}
\end{equation*}
$$

where $\boldsymbol{R}$ is a matrix that controls the rate of convergence of the iterations. There is no general way to select the best $\boldsymbol{C}$ matrix. If the system (53.1) is nonsingular and consistent (hardly ever the case), the iterations (53.10) will converge to the solution. If, on the other hand, (53.1) is underdetermined and/or inconsistent, then (53.10) converges to a minimum-norm least squares solution (PIS). The theory of this and other closely related algorithms are discussed by Sanz and Huang [26] and Tom et al. [27]. Kawata and Ichioka [28] are among the first to apply the Landweber-type iterations to image restoration, which they refer to as "reblurring" method.

Landweber-type iterative restoration methods can be regularized by appropriately terminating the iterations before convergence, since the closer we are to the pseudo-inverse, the more noise amplification we have. A termination rule can be defined on the basis of the norm of the residual image signal [29]. Alternatively, soft and/or hard constraints can be incorporated into iterations to achieve regularization. The constrained iterations can be written as [30, 31]

$$
\begin{equation*}
\boldsymbol{f}_{k+1}=\boldsymbol{C}\left[\boldsymbol{f}_{k}+\boldsymbol{R} \boldsymbol{D}^{T}\left(\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}_{k}\right)\right] \tag{53.11}
\end{equation*}
$$

where $\boldsymbol{C}$ is a nonexpansive constraint operator, i.e., $\left\|\boldsymbol{C}\left(\boldsymbol{f}_{1}\right)-\boldsymbol{C}\left(\boldsymbol{f}_{2}\right)\right\| \leq\left\|\boldsymbol{f}_{1}-\boldsymbol{f}_{2}\right\|$, to guarantee the convergence of theiterations. Application of Eq. (53.11) to imagerestoration has been extensively studied (see [31, 32] and the references therein).

## Constrained Least Squares Method

Regularized imagerestoration can beformulated as a constrained optimization problem, where a functional $\|\boldsymbol{Q}(\boldsymbol{f})\|^{2}$ of the image is minimized subject to the constraint $\|\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}\|^{2}=\sigma^{2}$. Here $\sigma^{2}$ is a constant, which is usually set equal to the variance of the observation noise. The constrained least squares (CLS) estimate minimizes the Lagrangian [34]

$$
\begin{equation*}
J_{C L S}(\boldsymbol{f})=\|\boldsymbol{Q}(\boldsymbol{f})\|^{2}+\alpha\left(\|\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}\|^{2}-\sigma^{2}\right) \tag{53.12}
\end{equation*}
$$

where $\alpha$ istheLagrangemultiplier. Theoperator $\boldsymbol{Q}$ ischosen such that theminimization of Eq. (53.12) enforces some desired property of the ideal image. For instance, if $\boldsymbol{Q}$ is selected as the Laplacian operator, smoothness of the restored image is enforced. TheCLS estimate can beexpressed, by taking the derivative of Eq. (53.12) and setting it equal to zero, as [1]

$$
\begin{equation*}
\hat{\boldsymbol{f}}=\left(\boldsymbol{D}^{H} \boldsymbol{D}+\gamma \boldsymbol{Q}^{H} \boldsymbol{Q}\right)^{-1} \boldsymbol{D}^{H} \boldsymbol{g} \tag{53.13}
\end{equation*}
$$

where ${ }^{H}$ stands for Hermitian (i.e., complex-conjugate and transpose). The parameter $\gamma=\frac{1}{\alpha}$ (the regularization parameter) must be such that the constraint $\|\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}\|^{2}=\sigma^{2}$ is satisfied. It is often computed iteratively [2]. A sufficient condition for the uniqueness of the CLS solution is that $\boldsymbol{Q}^{-1}$ exists. For space-invariant blurs, the CLS solution can be expressed in the frequency domain as [34]

$$
\begin{equation*}
\hat{F}(u, v)=\frac{D^{*}(u, v)}{|D(u, v)|^{2}+\gamma|L(u, v)|^{2}} G(u, v) \tag{53.14}
\end{equation*}
$$

where* denotes complex conjugation. A closely related regularization method istheTikhonov-M iller (T-M ) regularization [33, 35]. T-M regularization has been applied to image restoration [31, 32, 36]. Recently, neural network structures implementing the CLS or T-M image restoration have also been proposed [37, 38].

## Linear Minimum Mean Square Error Method

The linear minimum mean square error (LM M SE) method finds the linear estimate which minimizes the mean square error between the estimate and ideal image, using up to second order statistics of the ideal image. Assuming that theideal image can be modeled by a zero-mean homogeneous random field and the blur is space-invariant, the LM M SE (Wiener) estimate, in the frequency domain, is given by [8]

$$
\begin{equation*}
\hat{F}(u, v)=\frac{D^{*}(u, v)}{|D(u, v)|^{2}+\sigma_{v}^{2} /|P(u, v)|^{2}} G(u, v) \tag{53.15}
\end{equation*}
$$

where $\sigma_{v}^{2}$ is the variance of the observation noise (assumed white) and $|P(u, v)|^{2}$ stands for the power spectrum of theideal image. The power spectrum of theideal image is usually estimated from a prototype. It can be easily seen that the CLS estimate (53.14) reduces to the Wiener estimate by setting $|L(u, v)|^{2}=\sigma_{v}^{2} /|P(u, v)|^{2}$ and $\gamma=1$.

A Kalman filter determines the causal (up to a fixed lag) LM M SE estimate recursively. It is based on a state-space representation of the image and observation models. In the first step of Kalman filtering, a prediction of the present state is formed using an autoregressive (AR) image model and the previous state of the system. In the second step, the predictions are updated on the basis of the observed image data to form the estimate of the present state. Woods and Ingle [39] applied 2-D reduced-update Kalman filter (RUKF) to image restoration, where the update is limited to only those state variables in a neighborhood of the present pixel. The main assumption here is that a pixel is insignificantly correlated with pixels outside a certain neighborhood about itself. M ore recently, a reduced-order model Kalman filtering (ROM KF), wherethestatevector istruncated to asizethat ison the order of the image model support has been proposed [40]. Other Kalman filtering formulations, including higher-dimensional state-space models to reduce the effective size of the state vector, have been reviewed in [7]. The complexity of higher-dimensional state-space model based formulations, however, limits their practical use.

## Maximum A posteriori Probability Method

Themaximum a posteriori probability (M AP) restoration maximizesthea posteriori probability density function (pdf) $p(\boldsymbol{f} \mid \boldsymbol{g})$, i.e., the likelihood of a realization of $\boldsymbol{f}$ being the ideal image given the observed data $\boldsymbol{g}$. Through the application of the Bayes rule, we have

$$
\begin{equation*}
p(\boldsymbol{f} \mid \boldsymbol{g}) \propto p(\boldsymbol{g} \mid \boldsymbol{f}) p(\boldsymbol{f}) \tag{53.16}
\end{equation*}
$$

where $p(\boldsymbol{g} \mid \boldsymbol{f})$ is the conditional pdf of $\boldsymbol{g}$ given $\boldsymbol{f}$ (related to the pdf of the noise process) and $p(\boldsymbol{f})$ is the a priori pdf of the ideal image. We usually assumethat the observation noiseis Gaussian, leading
to

$$
\begin{equation*}
p(\boldsymbol{g} \mid \boldsymbol{f})=\frac{1}{(2 \pi)^{N / 2}\left|\boldsymbol{R}_{\boldsymbol{v}}\right|^{1 / 2}} \exp \left\{-1 / 2(\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f})^{T} \boldsymbol{R}_{v}^{-1}(\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f})\right\} \tag{53.17}
\end{equation*}
$$

where $\boldsymbol{R}_{v}$ denotes the covariance matrix of the noise process. Unlike the LM M SE method, the M AP method uses complete pdf information. However, if both the image and noise are assumed to be homogeneous Gaussian random fields, the M AP estimate reduces to the LM M SE estimate, under a linear observation model.

Trussell and Hunt [10] used non-stationary a priori pdf models, and proposed a modified form of the Picard iteration to solvethenonlinear maximization problem. They suggested using the variance of the residual signal as a criterion for convergence. Geman and Geman [11] proposed using a Gibbs random field model for the a priori pdf of theideal image. They used simulated annealing procedures to maximize Eq. (53.16). It should be noted that the M AP procedures usually require significantly more computation compared to, for example, the CLS or Wiener solutions.

## Maximum Entropy Method

A number of maximum entropy ( M E) approaches have been discussed in the literature, which vary in the way that the M E principle is implemented. A common feature of all these approaches, however, is their computational complexity. M aximizing the entropy enforces smoothness of the restored image. (In the absence of constraints, the entropy is highest for a constant-valued image). One important aspect of the M E approach is that the nonnegativity constraint is implicitly imposed on the solution because the entropy is defined in terms of the logarithm of the intensity.

Frieden was the first to apply the M E principle to image restoration [41]. In his formulation, the sum of the entropy of the image and noise, given by

$$
\begin{equation*}
J_{M E 1}(f)=-\sum_{i} f(i) \ln f(i)-\sum_{i} n(i) \ln n(i) \tag{53.18}
\end{equation*}
$$

is maximized subject to the constraints

$$
\begin{align*}
\boldsymbol{n} & =\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}  \tag{53.19}\\
\sum_{i} f(i) & =K \doteq \sum_{i} g(i) \tag{53.20}
\end{align*}
$$

which enforce fidelity to the data and a constant sum of pixel intensities. This approach requires the solution of a system of nonlinear equations. The number of equations and unknowns are on the order of the number of pixels in the image. The formulation proposed by Gull and Daniell [42] can be viewed as another form of Tikhonov regularization (or constrained least squares formulation), where the entropy of the image

$$
\begin{equation*}
J_{M E 2}(\boldsymbol{f})=-\sum_{i} f(i) \ln f(i) \tag{53.21}
\end{equation*}
$$

is the regularization functional. It is maximized subject to the following usual constraints

$$
\begin{gather*}
\|\boldsymbol{g}-\boldsymbol{D} \boldsymbol{f}\|^{2}=\sigma_{v}^{2}  \tag{53.22}\\
\sum_{i} f(i)=K \doteq \sum_{i} g(i) \tag{53.23}
\end{gather*}
$$

on the restored image. The optimization problem is solved using an ascent algorithm. Trussell [43] showed that in the case of a prior distribution defined in terms of the image entropy, the MAP solution is identical to the solution obtained by this M E formulation. Other ME formulations were also proposed [44, 45]. Note that all M E methods are nonlinear in nature.

## Set-Theoretic Methods

In set-theoretic methods, first a number of "constraint sets" aredefined such that their members are consistent with the observations and/or some a priori information about the ideal image. A settheoretic estimate of the ideal image is then defined as a feasible solution satisfying all constraints, i.e., any member of the intersection of the constraint sets. Note that set-theoretic methods are, in general, nonlinear.

Set-theoretic methods vary according to the mathematical properties of the constraint sets. In the method of projections onto convex sets (POCS), the constraint sets $C_{i}$ are closed and convex in an appropriate Hilbert space $\mathcal{H}$. Given the sets $C_{i}, i=1, \ldots, M$, and their respective projection operators $\mathbf{P}_{i}$, a feasible solution is found by performing successive projections as

$$
\begin{equation*}
\boldsymbol{f}_{k+1}=\mathbf{P}_{M} \mathbf{P}_{M-1} \ldots \mathbf{P}_{1} \boldsymbol{f}_{k} ; \quad k=0,1, \ldots \tag{53.24}
\end{equation*}
$$

where $f_{0}$ is the initial estimate (a point in $\mathcal{H}$ ). The projection operators areusually found by solving constrained optimization problems. In finite-dimensional problems (which is the case for digital image restoration), the iterations converge to a feasible solution in the intersection set [46, 47, 48]. It should be noted that the convergence point is affected by the choice of the initialization. H owever, as the size of the intersection set becomes smaller, the differences between the convergence points obtained by different initializations become smaller. Trussell and Civanlar [49] applied POCS to imagerestoration. For examples of convex constraint setsthat are used in imagerestoration, see[23]. A relationship between the POCS and Landweber iterations were developed in [10].

A special case of POCS is the Gerchberg-Papoulis type algorithms where the constraint sets are either linear subspaces or linear varieties [50]. Extensions of POCS to the case of nonintersecting sets [51] and nonconvex sets [52] have been discussed in the literature. Another extension is the method of fuzzy sets (FS), where the constraints are defined in terms of FS. M ore precisely, the constraints arereflected in themembership functions definingtheFS. In thiscase, a feasible solution is defined as onethat hasa high grade of membership (e.g., abovea certain threshold) in theintersection set. The method of FS has also been applied to image restoration [53].

### 53.4.2 Restoration of Images Recorded by Nonlinear Sensors

Image sensors and media may have nonlinear characteristics that can be modeled by a pointwise (memoryless) nonlinearity $s$ (.). Common examples are photographic film and paper, where the nonlinear relationship between the exposure (intensity) and the silver density deposited on the film or paper is specified by a " $d-\log e$ " curve. Themodeling of sensor nonlinearities was first addressed by Andrews and Hunt [1]. However, it was not generally recognized that results obtained by taking the sensor nonlinearity into account may be far more superior to those obtained by ignoring the sensor nonlinearity, until the experimental work of Tekalp and Pavlović [54, 55].

Except for theM AP approach, noneof theal gorithmsdiscussed aboveareequipped to handlesensor nonlinearity in a straightforward fashion. A simple approach would be to expand the observation model with $s$ (.) into its Taylor series about the mean of theobserved image and obtain an approximate (linearized) model, which can beused with any of theabovemethods[1]. However, the results do not show significant improvement over those obtained by ignoring the nonlinearity. The M AP method is capable of taking the sensor nonlinearity into account directly. A modified Picard iteration was proposed in [10], assuming both the image and noise are Gaussian distributed, which is given by

$$
\begin{equation*}
\hat{\boldsymbol{f}}_{k+1}=\overline{\boldsymbol{f}}_{k}+\boldsymbol{R}_{f} \boldsymbol{D}^{T} \boldsymbol{S}_{b} \boldsymbol{R}_{n}^{-1}\left[\boldsymbol{g}-s\left(\boldsymbol{D} \boldsymbol{f}_{k}\right)\right] \tag{53.25}
\end{equation*}
$$

where $\overline{\boldsymbol{f}}$ denotes non-stationary image mean, $\boldsymbol{R}_{f}$ and $\boldsymbol{R}_{n}$ are the correlation matrices of the ideal imageand noise, respectively, and $\boldsymbol{S}_{b}$ is adiagonal matrix consisting of thederivatives of $s$ (.) evaluated
at $\boldsymbol{b}=\boldsymbol{D} \boldsymbol{f}$. It is thematrix $\boldsymbol{S}_{b}$ that maps the difference $\left[\boldsymbol{g}-s\left(\boldsymbol{D} \boldsymbol{f}_{k}\right)\right.$ ] from the observation domain to the intensity domain.

An alternative approach, which is computationally less demanding, transforms the observed density domain image to the exposure domain [54]. There is a convolutional relationship between the ideal and blurred images in the exposure domain. However, the additive noise in the density domain manifests itself as multiplicative noise in the exposure domain. To this effect, Tekalp and Pavlović [54] derive an LM M SE deconvolution filter in the presence of multiplicative noise under certain assumptions. Their results show that accounting for thesensor nonlinearity may dramatically improve restoration results [54, 55].

### 53.4.3 Restoration of Images Degraded by Random Blurs

Basic regularized restoration methods (reviewed in Section 53.4.1) assume that the blur PSF is a deterministic function. A more realistic model may be

$$
\begin{equation*}
D=\bar{D}+\Delta D \tag{53.26}
\end{equation*}
$$

where $\overline{\boldsymbol{D}}$ is the deterministic part (known or estimated) of the blur operator and $\boldsymbol{\Delta} \boldsymbol{D}$ stands for the random component. Random component may represent inherent random fluctuations in the PSF, for instance due to atmospheric turbulence or random relative motion, or it may model the PSF estimation error.

A naive approach would be to employ the expected value of the blur operator in one of the restoration algorithms discussed above. The resulting restoration, however, may be unsatisfactory. Slepian [56] derived the LM M SE estimate, which explicitly incorporated the random component of the PSF. The resulting Wiener filter requires the a priori knowledge of the second order statistics of theblur process. Ward et al. [57, 58] also proposed LM M SE estimators. Combettes and Trussell [59] addressed restoration of random blurs within the framework of POCS, wherefluctuations in thePSF are reflected in the bounds defining the residual constraint sets. The method of total least squares (TLS) has been used in the mathematics literature to solve a set of linear equations with uncertainties in the system matrix. TheTLS method amounts to finding the minimum perturbations on $\boldsymbol{D}$ and $\boldsymbol{g}$ to make the system of equations consistent. A variation of this principle has been applied to image restoration with random PSF by M esarovic et al. [60]. Various authors have shown that modeling the uncertainty in the PSF (by means of a random component) reduces ringing artifacts that are due to using erroneous PSF estimates.

### 53.4.4 Adaptive Restoration for Ringing Reduction

Linear space-invariant (LSI) restoration methods introduce disturbing ringing artifacts which originate around sharp edges and image borders [36]. A quantitative analysis of the origins and characteristics of ringing and other restoration artifacts was given by Tekalp and Sezan [14]. Suppression of ringing may be possibleby means of adaptive filtering, which tracks edges or image statistics such as local mean and variance.

Iterative and set-theoretic methods are well-suited for adaptive image restoration with ringing reduction. Lagendijk et al. [36] haveextended M iller regularization to adaptiverestoration by defining the solution in a weighted Hilbert space, in terms of norms weighted by space variant weights. Later, Sezan and Tekalp [9] extended themethod of POCSto thespace-variant caseby introducinga regionbased bound on the signal energy. In both methods, the weights and/or the regions were identified from the degraded image. Recently, Sezan and Trussell [23] have developed constraints based on prototype images for set-theoretic image restoration with artifact reduction.

Kalman filtering can also be extended to adaptive image restoration. For a typical image, the homogeneity assumption will hold only over small regions. Rajala and de Figueiredo [61] used an
off-line visibility function to segment the image according to the local spatial activity of the picture being restored. Later, a rapid edge adaptive filter based on multiple image models to account for edges with various orientations was developed by Tekalp et al. [62]. Jeng and Woods[13] developed inhomogeneous Gauss-M arkov field models for adaptive filtering, and maximum entropy methods were used for ringing reduction [45]. Results show a significant reduction in ringing artifacts in comparison to LSI restoration.

### 53.4.5 Blind Restoration (Deconvol ution)

Blind restoration refers to methods that do not require prior identification of the blur and regularization model parameters. Two examples are simultaneous identification and restoration of noisy blurred images [63] and image recovery from Fourier phase information [64]. Lagendijk et al. [63] applied the E-M algorithm to blind image restoration, which alternates between M L parameter identification and minimum mean square error image restoration. Chen et al. [64] employed the POCS method to estimate the Fourier magnitude of the ideal image from theFourier phase of theobserved blurred image by assuming a zero-phase blur PSF so that the Fourier phase of the observed image is undistorted. Both methods require the PSF to be real and symmetric.

### 53.4.6 Restoration of Multispectral Images

A trivial solution to multispectral image restoration, when there is no inter-band blurring, may beto ignore the spectral correlations among different bands and restore each band independently, using oneof thealgorithmsdiscussed above. However, algorithmsthat areoptimal for single-band imagery may no longer be so when applied to individual spectral bands. For example, restoration of the red, green, and blue bands of a color image independently usually results in objectionable color shift artifacts.

To this effect, Hunt and Kubler [65] proposed employing the Karhunen-Loeve (KL) transform to decorrelate the spectral bands so that an independent-band processing approach can be applied. However, because the KL transform is image dependent, they then recommended using the NTSC YIQ transformation as a suboptimum but easy-to-use alternative. Experimental evidence shows that the visual quality of restorations obtained in the KL, YIQ, or another luminance-chrominance domain are quite similar [65]. In fact, restoration of only the luminance channel suffices in most cases. Thismethod applies only when thereis no inter-band blurring. Further, oneshould realizethat the observation noise becomes correlated with the image under a non-orthogonal transformation. Thus, filtering based on the assumption that the image and noise are uncorrelated is not theoretically founded in the YIQ domain.

Recent efforts in multispectral image restoration are concentrated on making total use of the inherent correlations between the bands [66, 67]. Applying the CLS filter expression (53.13) to the observation model (53.4) with $\boldsymbol{Q}^{H} \boldsymbol{Q}=\mathcal{R}_{f}^{-1} \mathcal{R}_{v}$, we obtain the multispectral Wiener estimate $\hat{\boldsymbol{f}}$, given by [68]

$$
\begin{equation*}
\hat{\boldsymbol{f}}=\left(\mathcal{D}^{T} \mathcal{D}+\mathcal{R}_{f}^{-1} \mathcal{R}_{v}\right)^{-1} \mathcal{D}^{T} \boldsymbol{g} \tag{53.27}
\end{equation*}
$$

where

$$
\mathcal{R}_{f} \doteq\left[\begin{array}{ccc}
\boldsymbol{R}_{f ; 11} & \cdots & \boldsymbol{R}_{f ; 1 K} \\
\vdots & \ddots & \vdots \\
\boldsymbol{R}_{f ; K 1} & \cdots & \boldsymbol{R}_{f ; K K}
\end{array}\right] \text {, and } \mathcal{R}_{v} \doteq\left[\begin{array}{ccc}
\boldsymbol{R}_{v ; 11} & \cdots & \boldsymbol{R}_{v ; 1 K} \\
\vdots & \ddots & \vdots \\
\boldsymbol{R}_{v ; K 1} & \cdots & \boldsymbol{R}_{v ; K K}
\end{array}\right]
$$

Here $\boldsymbol{R}_{f ; i j} \doteq \mathcal{E}\left\{\boldsymbol{f}_{i} \boldsymbol{f}_{j}^{T}\right\}$ and $\boldsymbol{R}_{v ; i j} \doteq \mathcal{E}\left\{\boldsymbol{v}_{i} \boldsymbol{v}_{j}^{T}\right\}, i, j=1,2, \ldots, K$ denote the inter-band, crosscorrelation matrices. Note that if $\boldsymbol{R}_{f ; i j}=\mathbf{0}$ for $i \neq j, i, j=1,2, \ldots, K$, then the multiframe
estimate becomes equivalent to stacking the $K$ single-frame estimates obtained independently.
Direct computation of $\hat{f}$ through Eq. (53.27) requires inversion of a $N^{2} L \times N^{2} L$ matrix. Because the blur PSF is not necessarily the same in each band and the inter-band correlations are not shiftinvariant, thematrices $\mathcal{D}, \mathcal{R}_{f}$, and $\mathcal{R}_{v}$ are not block-Toeplitz; thus, a 3-D DFT would not diagonalize them. However, assuming LSI blurs, each $\boldsymbol{D}_{k}$ is block Toeplitz. Furthermore, assuming each image and noise band are wide-sense stationary, $\boldsymbol{R}_{f ; i j}$ and $\boldsymbol{R}_{v ; i j}$ are also block-Toeplitz. Approximating the block-Toeplitz submatrices $\boldsymbol{D}_{i}, \boldsymbol{R}_{f ; i j}$, and $\boldsymbol{R}_{v ; i j}$ by block-circulant ones, each submatrix can be diagonalized by a separate 2-D DFT operation so that we only need to invert a block matrix with diagonal sub-blocks. Galatsanos and Chin [66] proposed a method that successively partitions the matrix to beinverted and recursively computes the inverse of these partitions. Later Ozkan et al. [68] has shown that the desired inverse can be computed by inverting $N^{2}$ submatrices, each $K \times K$, in parallel. The resulting numerically stable filter was called the cross-correlated multiframe (CCM F) Wiener filter.

The multispectral Wiener filter requires the knowledge of the correlation matrices $\mathcal{R}_{f}$ and $\mathcal{R}_{v}$. If we assume that the noise is white and spectrally uncorrelated, the matrix $\mathcal{R}_{v}$ is diagonal with all diagonal entriesequal to $\sigma_{v}^{2}$. Estimation of themultispectral correlation matrix $\mathcal{R}_{f}$ can beperformed by either the periodogram method or 3-D AR modeling [68]. Sezan and Trussell [69] show that the multispectral Wiener filter is highly sensitive to the cross-power spectral estimates, which contain phase information. Other multispectral restoration methods include Kalman filtering approach of Tekalp and Pavlović[67], least squares approaches of Ohyama et al. [70] and Gal atsanoset al. [71], and set-theoretic approach of Sezan and Trussell $[23,69]$ who proposed multispectral image constraints.

### 53.4.7 Restoration of Space-Varying Blurred Images

In principle, all basic regularization methodsapply to the restoration of space varying blurred images. However, because Fourier transforms cannot be utilized to simplify large matrix operations (such as inversion or singular value decomposition) when the blur is space-varying, implementation of some of these algorithms may be computationally formidable. There exist three distinct approaches to attack the space-variant restoration problem: (1) sectioning, (2) coordinate transformation, and (3) direct approaches.

The main assumption in sectioning is that the blur is approximately space-invariant over small regions. Therefore, a space-varying blurred image can be restored by applying the well-known space-invariant techniques to local image regions. Trussell and Hunt [73] propose using iterative M AP restoration within rectangular, overlapping regions. Later, Trussell and Fogel proposed using a modified Landweber iteration [21]. A major drawback of sectioning methods is generation of artifacts at the region boundaries. Overlapping the contiguous regions somewhat reduces these artifacts, but does not completely suppress them.

M ost space-varying PSF vary continuously from pixel to pixel (e.g., relative motion with acceleration) violating the basic premise of the sectioning methods. To this effect, Robbins et al. [74] and then Sawchuck [75] proposed a coordinate transformation (CTR) method such that the blur PSF in the transformed coordinates is space-invariant. Then, the transformed image can be restored by a space-invariant filter and then transformed back to obtain the final restored image. However, the statistical properties of the image and noise processes are affected by theCTR, which should be taken into account in restoration filter design. The results reported in [74] and [75] have been obtained by inverse filtering; and thus, this statistical issue was of no concern. Also note that theCTR method is applicableto a limited class of space-varying blurs. For instance, blurring due to depth of field is not amenable to CTR.

The lack of generality of sectioning and CTR methods motivates direct approaches. Iterative schemes, Kalman filtering, and set-theoretic methods can be applied to restoration of space-varying
blurs in a computationally feasible manner. Angel and Jain [76] propose solving the superposition Eq. (53.3) iteratively using a conjugategradientmethod. Application of constrained iterativemethods was discussed in [30]. M orerecently, Ozkan et al. [72] developed a robust POCS algorithm for spacevarying image restoration, where they defined a closed, convex constraint set for each observed blurred image pixel ( $n_{1}, n_{2}$ ), given by:

$$
\begin{equation*}
C_{n_{1}, n_{2}}=\left\{y:\left|r^{(\boldsymbol{y})}\left(n_{1}, n_{2}\right)\right| \leq \delta_{0}\right\} \tag{53.28}
\end{equation*}
$$

and

$$
\begin{equation*}
r^{(\boldsymbol{y})}\left(n_{1}, n_{2}\right) \doteq g\left(n_{1}, n_{2}\right)-\sum_{\left(m_{1}, m_{2}\right) \in \mathcal{S}_{d}\left(n_{1}, n_{2}\right)} d\left(n_{1}, n_{2} ; m_{1}, m_{2}\right) y\left(m_{1}, m_{2}\right) \tag{53.29}
\end{equation*}
$$

is the residual at pixel $\left(n_{1}, n_{2}\right)$ associated with $\boldsymbol{y}$, which denotes an arbitrary member of the set. The quantity $\delta_{0}$ is an a priori bound reflecting the statistical confidence with which the actual image is a member of the set $C_{n_{1}, n_{2}}$. Since $r^{(\boldsymbol{f})}\left(n_{1}, n_{2}\right)=v\left(n_{1}, n_{2}\right)$, the bound $\delta_{0}$ is determined from the statistics of the noise process so that the ideal image is a member of the set within a certain statistical confidence. The collection of bounded residual constraintsover all pixels ( $n_{1}, n_{2}$ ) enforces the estimate to be consistent with the observed image.

The projection of an arbitrary $x\left(i_{1}, i_{2}\right)$ onto each $C_{n_{1}, n_{2}}$ is defined as:

$$
\begin{align*}
& \mathbf{P}_{n_{1}, n_{2}}\left[x\left(i_{1}, i_{2}\right)\right]= \\
& \begin{cases}x\left(i_{1}, i_{2}\right)+\frac{\left.r^{(\boldsymbol{x}}\right)\left(n_{1}, n_{2}\right)-\delta_{0}}{\sum_{o_{1}} \sum_{o_{2}}^{2}\left(n_{1}, n_{2} ; o_{1}, o_{2}\right)} h\left(n_{1}, n_{2} ; i_{1}, i_{2}\right) & \text { if } r^{(\boldsymbol{x})}\left(n_{1}, n_{2}\right)>\delta_{0} \\
x\left(i_{1}, i_{2}\right) & \text { if }-\delta_{0} \leq r^{(\boldsymbol{x})}\left(n_{1}, n_{2}\right) \leq \delta_{0} \\
x\left(i_{1}, i_{2}\right)+\frac{r^{(\boldsymbol{x})}\left(n_{1}, n_{2}\right)+\delta_{0}}{\sum_{o_{1}} \sum_{o_{2}} h^{2}\left(n_{1}, n_{2} ; o_{1}, o_{2}\right)} h\left(n_{1}, n_{2} ; i_{1}, i_{2}\right) & \text { if } r^{(\boldsymbol{x})}\left(n_{1}, n_{2}\right)<-\delta_{0}\end{cases} \tag{53.30}
\end{align*}
$$

The algorithm starts with an arbitrary $x\left(i_{1}, i_{2}\right)$, and successively projects onto each $C_{n_{1}, n_{2}}$. This is repeated until convergence [72]. Additional constraints, such as bounded energy, amplitude, and limited support, can be utilized to improve the results.

### 53.5 Multiframe Restoration and Superresolution

M ultiframerestoration refers to estimating theideal imageon a lattice that is identical with the observation lattice, whereas superresolution refers to estimating it on a lattice that has a higher sampling density than the observation lattice. They both employ the multiframe observation model (53.5), which establishes a relation between the ideal image and observations at more than one instance. Several authors eluded that the sequential nature of video sources can be statistically modeled by means of temporal correlations [68, 71]. Multichannel filters similar to those described for multispectral restoration were thus proposed for multiframe restoration. Here, we only review motioncompensated ( MC ) restoration and superresolution methods, because they are more effective.

### 53.5.1 Multiframe Restoration

The sequential nature of images in a video source can be used to better estimatethePSF parameters, regularization terms, and the restored image. For example, the extent of a motion blur can be estimated from interframe motion vectors, provided that the aperture time is known. The first MC approach was the motion-compensated multiframe Wiener filter (MCM F) proposed by Ozkan et al. [68] who considered the case of frame-to-frameglobal translations. Then, the auto power spectra
of all frames are the same and the cross spectra are related by a phase factor which can be estimated from the motion information. Given the motion vectors (one for each frame) and the auto power spectrum of the reference frame, they derived a closed-form solution, given by

$$
\begin{equation*}
\hat{F}_{k}(u, v)=\frac{S_{f ; k}(u, v) \sum_{i=1}^{N} S_{f ; i}^{*}(u, v) D_{i}^{*}(u, v) G_{i}(u, v)}{\sum_{i=1}^{N}\left|S_{f ; i}(u, v) D_{i}(u, v)\right|^{2}+\sigma_{v}^{2}} \tag{53.31}
\end{equation*}
$$

where $k$ is the index of the ideal frame to be restored, $N$ is the number of available frames, and $P_{f ; k i}(u, v)=S_{f ; k}(u, v) S_{f ; i}^{*}(u, v)$ denotes the cross power spectrum between the frames $k$ and $i$ in factored form. The fact that such a factorization exists was shown in [68] for the case of global translational motion. The M CM F yields the biggest improvement when the blur PSF changes from frame-to-frame. This isbecausethesummation in thedenominator may not bezero at any frequency, even though each term $D_{i}(u, v)$ may havezerosat certain frequencies. Thecaseof space varyingblurs may beconsidered as aspecial case of thelast section which coverssuperresolution with space-varying restoration.

### 53.5.2 Superresolution

When the interframe motion is subpixel, each frame, in fact, contains some "new" information that can be utilized to achieve superresolution. Superresolution refers to high-resolution image expansion, which aimsto removealiasing artifacts, blurringdueto sensor PSF, and optical blurringgiven the observation model (53.5). Provided that enough frames with subpixel motion are available, the observation model becomes invertible. It can beeasily seen, however, that superresolution from a single observed imageisill-posed becausewehavemoreunknownsthan equations, and thereexist infinitely many expanded images that are consistent with the model (53.5). Therefore, single frame nonlinear interpolation (also called image expansion and digital zooming) methods for improved definition imageexpansion employ additional regularization criteria, such as edge-preserving smoothness constraints [77, 78]. (It is well-known that no new high-frequency information can be generated by LSI interpolation techniques, including ideal band-limited interpolation, hence the need for nonlinear methods.)

Several early motion-compensated methods arein theform of two-stage interpolation-restoration algorithms [79,80]. They arebased on thepremisethat pixelsfrom all observed frames can bemapped back onto a desired frame, based on estimated motion trajectories, to obtain an upsampled reference frame. However, unless we assume global translational motion, the upsampled reference frame is nonuniformly sampled. In order to obtain a uniformly spaced upsampled image, interpolation onto a uniform sampling grid needs to be performed. Image restoration is subsequently applied to the upsampled image to remove the effect of the sensor blur. However, these methods do not use an accurate image formation model, and cannot remove aliasing artifacts.

M otion-compensated (multiframe) superresolution methods that are based on the model (53.5) can beclassified asthosethat aim to eliminate (1) aliasing only, (2) aliasing and LSI blurs, and (3) aliasing and space-varying blurs. In addition, some of these methods are designed for global translational motion only, whileothers can handlespace-varying motion fieldswith occlusion. Multiframesuperresolution was first introduced by Tsai and Huang [81] who exploited the relationship between the continuous and discrete Fourier transforms of the undersampled frames to remove aliasing errors, in the special case of global motion. Their formulation has been extended by Kim et. al. [82] to take into account noise and blur in the low-resolution images, by posing the problem in the least squares sense. A further refinement by Kim and Su [83] allowed blurs that are different for each frame of
low-resolution data, by using a Tikhonov regularization. However, the resulting algorithm did not treat the formation of blur due to motion or sensor size, and suffers from convergence problems.

Inspection of the model (53.5) suggests that the superresolution problem can be stated in the spatio-temporal domain as the solution of a set of simultaneous linear equations. Suppose that the desired high-resolution frames are $M \times M$, and we have $L$ low-resolution observations, each $N \times N$. Then, from Eq. (53.5), we can set up at most $L \times N \times N$ equations in $M^{2}$ unknowns to reconstruct a particular high-resolution frame. These equations are linearly independent provided that all displacements between the successive frames are at subpixel amounts. (Clearly, the number of equations will be reduced by the number of occlusion labels encountered along the respective motion trajectories.) In general, it is desirable to set up an overdetermined system of equations, i.e., $L>R^{2}=M^{2} / N^{2}$, to obtain amorerobust solution in thepresenceof observation noise. Becausethe impulse response coefficients $h_{i k}\left(n_{1}, n_{2} ; m_{1}, m_{2}\right)$ are spatially varying, and hence the system matrix is not block-Toeplitz, fast methods to solve them are not available. Stark and Oskui [86] proposed a POCS method to compute a high resolution image from observations obtained by translating and/or rotating an image with respect to a CCD array. Irani and Peleg [84, 85] employed iterative methods. Patti et al. [87] extended the POCS formulation to include sensor noise and space-varying blurs. Bayesian approaches were also employed for superresolution [88]. Theextension of the POCS method with space-varying blurs is explained in thefollowing.

### 53.5.3 Superresolution with Space-Varying Restoration

The POCS method described here addresses the most general form of the superresolution problem based on the model (53.5). The formulation is quite similar to the POCS approach presented for intraframe restoration of space-varying blurred images. In this case, we define a different closed, convex set for each observed low-resolution pixel ( $n_{1}, n_{2}, k$ ) (which can be connected to the desired frame $i$ by a motion trajectory) as

$$
\begin{equation*}
C_{n_{1}, n_{2} ; i, k}=\left\{x_{i}\left(m_{1}, m_{2}\right):\left|r_{k}^{\left(\mathbf{x}_{i}\right)}\left(n_{1}, n_{2}\right)\right| \leq \delta_{0}\right\}, 0 \leq n_{1}, n_{2} \leq N-1, k=1, \ldots, L \tag{53.32}
\end{equation*}
$$

where

$$
r_{k}^{\left(\mathbf{x}_{i}\right)}\left(n_{1}, n_{2}\right) \doteq g_{k}\left(n_{1}, n_{2}\right)-\sum_{m_{1}=0}^{M-1} \sum_{m_{2}=0}^{M-1} x_{i}\left(m_{1}, m_{2}\right) h_{i k}\left(m_{1}, m_{2} ; n_{1}, n_{2}\right)
$$

and $\delta_{0}$ represents the confidence that we have in the observation and is set equal to $c \sigma_{v}$, where $\sigma_{v}$ is the standard deviation of the noise and $c \geq 0$ is determined by an appropriate statistical confidence bound. These sets definehigh-resolution images that areconsistent with theobserved low-resolution frames within a confidence bound that is proportional to the variance of the observation noise. The projection operator which projects onto $C_{n_{1}, n_{2} ; i, k}$ can be deduced from Eq. (53.30) [8]. Additional constraints, such asamplitudeand/or finitesupport constraints, can beutilized to improvetheresults. Excellent reconstructions have been reported using this procedure [68, 87].

A few observations about the POCS method are in order: (1) While certain similarities exist between the POCS iterations and the Landweber-type iterations [79, 84, 85], the POCS method can adapt to theamount of theobservation noise, whilethelatter generally cannot. (2) ThePOCSmethod finds a feasible solution, that is, a solution consistent with all available low-resolution observations. Clearly, the more observations (moreframes with reliablemotion estimation) wehave, thebetter the high-resolution reconstructed image $\hat{s}_{i}\left(m_{1}, m_{2}\right)$ will be. In general, it is desirable that $L>M^{2} / N^{2}$. Note, however, that thePOCSmethod generatesareconstructed imagewith any number $L$ of available frames. Thenumber $L$ isjust an indicator of how largethefeasible set of solutions will be. Of course, the size of the feasible set can be further reduced by employing other closed, convex constraints in the form of statistical or structural image models.

### 53.6 Conclusion

At present, factors that limit the success of digital imagerestoration technology includelack of reliable (1) methods for blur identification, especially identification of space-variant blurs, (2) methods to identify imaging system nonlinearities, and (3) methods to deal with the presence of artifacts in restored images. Our experience with the restoration of real-life blurred images indicates that the choice of a particular regularization strategy (filter) has a small effect on the quality of the restored images as long as the parameters of the degradation model, i.e., the blur PSF and the SNR, and any imaging system nonlinearity is properly compensated. Proper compensation of system nonlinearities also plays a significant role in blur identification.
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### 54.1 Introduction

The scanning format of a video signal is a major determinant of general picture quality. Specifically, it determines such aspects as stationary and dynamic resolution, motion portrayal, aliasing, scanning structure visibility, and flicker. Various formats have been designed and standardized to strike a particular balance between quality, cost, transmission capacity, and compatibility with other standards.

The field of video scanning format conversion is concerned with the translation of video signals from one format into another. It consists of two basic parts: temporal interpolation and spatial interpolation. A particular case is de-interlacing, which poses an inseparable spatio-temporal interpolation problem.

Vertical and temporal interpolation cause practical and fundamental difficulties in achieving highquality scanning format conversion. This is because the conditions of the sampling theorem are generally not met in video signals. If they were satisfied, standard conversions of arbitrary accuracy would be possible using suitable linear filters.

Theearlier conversion methodsneglected thefundamental problems and, consequently, negatively influenced the resolution and the motion portrayal. M ore recent algorithms apply motion vectors to predict the position of moving objects at unregistered temporal instances to improve the quality of the picture at the output format. A so-called motion estimator extracts these vectors from the input
signal. The motion vectors partly solve the fundamental problems, but the demands on the motion estimator for scanning format conversion are severe.

In this section we shall first briefly indicate why we can expect that the importance of scanning format conversion will grow. Then we discuss in more detail the fundamental problems of temporal interpolation of video signals. Next we provide a concise overview of the basic methods in scanning format conversion, focused on temporal sampling rate conversion and de-interlacing. Finally, we give an overview of motion estimation algorithms, which are crucial in the more advanced scanning format convertors.

### 54.2 Conversion vs. Standardization

Scanning formats have been designed in the past to strike a particular compromise between quality, cost, transmission capacity, and compatibility with other standards. There were three main formats in use a decade ago: 50 Hz interlaced, 60 Hz interlaced, and 24 (or 25 ) Hz progressive (film). With the arrival of video-conferencing, HDTV, workstations, and PCs, many new video formats have appeared. These include low end formats such as CIF and QCIF with smaller picture size and lower frame rates, progressive and interlaced HDTV formats at 50 Hz and 60 Hz , and other video formats used on computer workstations and enhanced television displays with field rates up to 100 Hz . It will be clear that the problem of scanning format conversion is of a growing importance, despite many attempts to globally standardize video formats.

### 54.3 Problems with Linear Sampling Rate Conversion Applied to Video Signals

High-quality scanning format conversion is difficult to achieve, as the conditions of the sampling theorem are generally not met in video signals. The solution of Sample Rate Conversion (SRC) for systems satisfying the conditions of the sampling theory is well known for arbitrary sampling ratios[1].

Figure 54.1 illustrates the procedure for a ratio of 2. To arrive at the double output sampling rate, in a first step, zero-valued samples are inserted between every input pair of samples. In a second step, a low-pass filter (LPF) at the output rate is applied to remove the first repeat spectrum from the input data. In case of a temporal SRC, the interpolating LPF has to be a temporal LPF, i.e., a filter including picture delays. Though feasible, this makes it a fairly expensive filter.

A morecomplicated, though still not fundamental, problem occurs at thesignal acquisition stage. Sincescenes do occur with almost unlimited spatial and/or temporal bandwidth, the sampling theorem requires that thissignal below-pass filtered prior to thescanning process. Interlaced scanning, as commonly applied, even demands two-dimensional prefiltering in the vertical-temporal frequency plane. In a video system, it is the camera that samples the scene in a vertical and temporal sense; therefore, the prefilter has to be realized in theoptical path. Although there are considerable practical problems achieving this filtering, it would apparently bring down the problem of temporal interpolation of video images to the common sampling rate conversion problem. The next section will show, however, that in addition to the practical problems there is a fundamental problem as well.

### 54.3.1 Temporal Interpolation

Considering the eye's sine-wave temporal frequency response for full brightness potential and full field display [2], as shown in Fig. 54.2, temporal prefiltering with a bandwidth of 75 Hz at first sight seems sufficient. The fundamental problem now is that the relation shown in Fig. 54.2 holds for


FIGURE 54.1: Consecutive steps in upsampling with a factor of two.
temporal frequencies as they occur at the retina of the observer. These frequencies, however, equal the frequencies at the display only if the eye is stationary with respect to this display. Particularly with the eye tracking objects moving on the screen, this assumption is no longer valid. For a tracking observer very high temporal frequencies on the screen can betransformed to much lower frequencies or even DC at the retina. Consequently, suppression of these frequencies, with an interpolating lowpass filter, results in excessive blurring of moving objects as will be discussed next.

Figure 54.3 shows, in a time-discrete representation, a simple object, a square, moving with a constant velocity. Again, in this example, we consider up-sampling with a factor of two. Therefore, the true position of the object is available at every second temporal position only (e.g., the odd numbered samples). The "tracking observer" views along the motion trajectory, represented with a line in the illustration, which results in a stationary image of the object on the retina. If the output field sampling frequency exceeds the cutoff temporal frequency of the human visual system, ${ }^{1}$ the viewer will have the illusion that the object is continuously present.

Therefore, the object is actually seen at a position corresponding with the motion trajectory. If now, e.g., in the6th output field, the object is interpolated according to SRC theory, weighted copies of the object from surrounding fields resulting from the interpolating LPF are displayed. Figure 54.3 illustrates the case of a symmetrical transversal lowpass filter. In this situation, the viewer sees the object at the correct position but also various attenuated and displaced copies (the impulse response of theinterpolating temporal filter) of theobject in a neighborhood. The attenuation dependson the coefficients of theinterpolatingfilter, and thedistancebetween thecopiesis related to thedisplacement

[^49]
## Contrast sensitivity



FIGURE 54.2: The contrast sensitivity of the human observer ( $y$-axis) for large areas of uniform brightness, as a function of the temporal frequency ( $x$-axis).


FIGURE 54.3: Theeffect of temporal interpolation for an object tracking observer. Thefield numbers are counted at the output field rate.
of the moving object in a field period. For the object-tracking observer, therefore, the temporal LPF is transformed into a spatial LPF. For an object velocity of one pixel per field period (one pel/field), its frequency characteristic equals the temporal frequency characteristic of the interpolating LPF. ${ }^{2} 1$ pel/field is a slow motion, as in broadcast picture material; velocities in a range exceeding 16 pel/field do occur. Thus, the spatial blur caused by theSRC process becomes unacceptable even for moderate object velocities.

### 54.3.2 Vertical Interpolation and Interlaced Scanning

Much similar to the situation of field rate conversion, it may seem that sequential scan conversion is an up-sampling problem for which SRC-theory provides an adequate solution. However, straightforward, one-dimensional, up-sampling in the vertical frequency domain is incorrect as the data is clearly sub-N yquist sampled due to interlace.

If, more correctly, the sequential scan conversion is considered as a two-dimensional up-sampling problem in the vertical-temporal frequency domain, we arrive at a discussion similar to the one

[^50]in Section 54.3.1: the problem cannot be solved as we do not know the temporal frequency at the retina of a movement-tracking observer. It is possible to disregard this problem and to perform a two-dimensional SRC, implicitly assuming a stationary viewer and prefiltered information. Such systems were described and have been implemented for studio applications. With the older image pick-up tubes the results can be satisfactory, as these devices have a poor dynamic resolution. When modern (CCD-) cameras are used, however, the limitations of the assumptions become obvious.

### 54.4 Alternatives for Sampling Rate Conversion Theory

With the problem of linear interpolation of video signals clarified, we will discuss alternative algorithms developed over time. These algorithms fall into two categories. A first category simplifies the interpolation filter prescribed by SRC-theory, considering that a completely correct solution is impossible anyway. The resulting "simple algorithms" are more attractive for hardware realization than the method from which they are derived and under certain conditions can perform quite similarly. Thesecond category includesthemost "advanced algorithms" for scanning format conversion. These methods can be characterized by their common attempt to interpolate the 3-D image data in the direction in which the correlation is highest. The difference between the various options lies mainly in the number of possible directions, and dimensions, which are considered. The implementation can show various linear interpolation filters controlled by one or more detectors, or a multi-dimensional nonlinear filter that has an inherent edge adaptivity. As this description allows a large number of algorithms, we will illustrate it with some important examples.

### 54.4.1 Simple Algorithms

SRC-theory in the temporal and vertical frequency domain is not applicable due to the missing prefilter in common video systems. A sophisticated linear interpolation filter therefore makes little sense. Any interpolating (spatio-)temporal low-pass filter will suppress original temporal frequency components as well as aliased signal components, as they occupy, by definition, the same spectrum. As thefirst effect is desired and the second not, thetransfer function of the filter strikes a compromise between alias and blurring. Repetition of the most recent sample in this sense is optimal for the dynamic resolution and worst for alias. A strong temporal low-pass filter suppresses much (not necessarily all) alias and yields a poor dynamic resolution. The annoyance of the temporal alias depends on the input and output picture frequency, and particularly their difference. In the easiest case, both frequencies are high and their difference 50 Hz or more. In the worst case, input and output picture rate are low and their difference in the order of 10 Hz . In case of an annoying beat frequency, an interpolating LPF usually improves picture quality, otherwise the best compromise is closer to repetition of the most recent sample.

### 54.4.2 Advanced Algorithms

As indicated before, thesemethods are characterized by their common attempt to interpolatethe3-D image data in thedirection in which the correlation is highest. To this end they either havean explicit or implicit detector to find this direction. In case of (1-D) temporal interpolation theexplicit detector is usually called a motion detector, for 2-D spatial interpolation it is called an edge detector, while the most advanced device estimating the optimal spatio-temporal (3-D) interpolation direction is usually called a motion estimator. The interpolation filter can be recursive or transversal, and can have any number of taps, but a transversal filter with one or two taps is the most common choice. For a two taps FIR approach we can write the interpolated video signal $F_{\text {int }}$, in picture $n$, at spatial
position $\underline{x}=(x, y)^{T}$ as a function of the input video signal $F(\underline{x}, n)$ :

$$
\begin{equation*}
F_{\text {int }}(\underline{x}, n)=0.5\left[F\left(\underline{x}+\binom{\delta_{1}}{\delta_{2}}, n+\delta_{3}\right)+F\left(\underline{x}-\binom{\delta_{1}}{\delta_{2}}, n-\delta_{3}\right)\right] \tag{54.1}
\end{equation*}
$$

In this terminology a motion detector controls $\delta_{3}$, an edge detector $\delta_{1}$, and $\delta_{2}$, while a motion estimator can be applied to determine $\delta_{1}, \delta_{2}$, and $\delta_{3}$.

## Algorithms with a Motion Detector

To detect motion, the difference between two successive pictures is calculated. It is too simple, however, to expect this signal to becomezero in a picture part without moving objects. The common problems with the detection are noise and alias. Additional problems occurring in some systems are color subcarriers causing non-stationarities in colored regions, interlace causing nonstationarities in vertically detailed picture parts, and timing jitter of the sampling clock which is particularly harmful in detailed areas.

All these problems imply that the output of the motion detector usually is not a binary, but rather a multi-level signal, indicating the probability of motion. Usual (but not always valid) assumptions made to improve the detector are:

1. Noise is small and signal is large.
2. The spectrum part around the color carrier carries no motion information.
3. Low-frequency energy in the signal is larger than in the noise and alias.
4. M oving objects are large compared to a pixel.

The general structure of the motion detector resulting from these assumptions is depicted in Figure54.4. As can be seen, the differencesignal isfirst low-pass (and carrier reject) filtered to profit


FIGURE 54.4: General structure of a motion detector.
from (54.2) and (54.3). It also makes the detector less "nervous" for timing jitter in detailed areas. After the rectification another low-pass filter improves the consistency of the motion signal, based on assumption (54.4). Finally, the nonlinear (but monotonous) transfer function in the last block translates the signal in a probability figure for the motion $P_{m}$, using (54.1). This last function may have to be adapted to the expected noise level. Low-pass filters are not necessarily linear. M ore than one detector can beused, working on morethan just two pictures in theneighborhood of the current image, and a logical or linear combination of their outputs may lead to a more reliable indication of motion.

The motion detector (MD) is applied to switch or fade between two processing modes, one of which is optimal for stationary and the other for moving image parts. Examples are:

- De-interlacing. The M D fades between intra-field interpolation (line-averaging, or edge
dependent spatial interpolation) and inter-field interpolation (repetition of the previous field, averaging of neighboring fields, etc.).
- Field rate doubling on interlaced video: TheM D fades between repetition of fields (best dynamic resolution without motion compensation for moving picture parts) and repetition of frames (best spatial resolution in stationary image parts).

To slightly elaborate on the first example of de-interlacing, we define the interpolated pixel $X_{m}(\underline{x}, n)$ in a moving picture part as:

$$
\begin{equation*}
X_{m}(\underline{x}, n)=0.5\left[F\left(\underline{x}-\binom{0}{1}, n\right)+F\left(\underline{x}+\binom{0}{1}, n\right)\right] \tag{54.2}
\end{equation*}
$$

while for stationary picture parts the interpolated pixel $X_{s}(\underline{x}, n)$ is taken as:

$$
\begin{equation*}
X_{s}(\underline{x}, n)=F(\underline{x}, n-1) \tag{54.3}
\end{equation*}
$$

and taking the probability of motion $P_{m}$, from the motion detector into account, theoutput is given by:

$$
\begin{equation*}
F_{\text {int }}(\underline{x}, n)=P_{\mathrm{m}} X_{m}(\underline{x}, n)+(1-P(m)) X_{s}(\underline{x}, n) \tag{54.4}
\end{equation*}
$$

In most practical cases the output $P_{m}$ has a nonlinear relation with the actual probability.

## Algorithms with an Edge Detector

To detect the orientation of a spatial edge, usually the differences between pairs of spatially neighboring pixels are calculated. Again it is a bit unrealistic to expect that a zero difference is a reliable indication of a spatial direction in which the signal is stationary. The same problems (noise, alias, carriers, timing-jitter) occur as with motion detection. The edge detector (ED) is applied to switch or fade between at least two but usually more processing modes, each of them optimal for interpolation of a certain orientation of the spatial edge. Examples are:

- De-interlacing. The ED fades between vertical line-averaging and diagonal averaging ( $+/-45^{\circ}$, or even more angles).
- Up-conversion to a higher resolution format. A simple bi-linear interpolation filter is applied with its coefficients adapted to the output of the edge detector.


FIGURE 54.5: Identification of pixels as applied for direction dependent spatial interpolation.

In Fig. 54.5, $X$ is the pixel to be interpolated for the sequential scan conversion and the result applying pixels in a neighborhood ( $A, B, C, D, E$ and $F$ ) is either $X_{a}, X_{b}$, or $X_{c}$, where:

$$
\begin{equation*}
X_{a}=0.5[A+F]=0.5\left[F\left(\underline{x}-\binom{1}{1}, n\right)+F\left(\underline{x}+\binom{1}{1}, n\right)\right] \tag{54.5}
\end{equation*}
$$

and:

$$
\begin{equation*}
X_{b}=0.5[B+E]=0.5\left[F\left(\underline{x}-\binom{0}{1}, n\right)+F\left(\underline{x}+\binom{0}{1}, n\right)\right] \tag{54.6}
\end{equation*}
$$

and:

$$
\begin{equation*}
X_{c}=0.5[C+D]=0.5\left[F\left(\underline{x}+\binom{+1}{-1}, n\right)+F\left(\underline{x}+\binom{-1}{+1}, n\right)\right] \tag{54.7}
\end{equation*}
$$

The selection of $X_{a}, X_{b}$, or $X_{c}$ to the interpolated output $F_{\text {int }}$ is controlled by a luminance gradient indication calculated from the same neighborhood:

$$
F_{\text {int }}(\underline{x}, n)=\left(\begin{array}{cl}
X_{a}, & (|A-F|<|C-D| \wedge|A-F|<|B-E|)  \tag{54.8}\\
X_{b}, & (|B-E| \leq|A-F| \wedge|B-E| \leq|C-D|) \\
X_{c}, & (|C-D|<|A-F| \wedge|C-D|<|B-E|)
\end{array}\right.
$$

In this example, the gradient is calculated on the same pixels that are used in the interpolation step. This is not necessarily the case. Similar to the earlier described motion detector, it is advantageous to filter the video signal prior to and/or after the rectification in Eq. (54.8). Also the decision, i.e., the optimal interpolation angle, can be low-pass filtered to improve the consistency of the interpolation angle. Finally, the edge dependent interpolation can be combined with (motion adaptive or motion compensated) temporal interpolation to improve the interpolation quality of near horizontal edges.

## Implicit Detection in Nonlinear Interpolation Filters

M any nonlinear interpolation methods have been described. Most popular is the class of order statistical filters. Combinations with linear (bandsplitting) filters are known, optimizing the interpolation for individual spectrum parts. We will limit ourselves to some basic examples here.

An illustration of a basic inherently adapting filter is shown in Figure 54.6. The line to be inter-


FIGURE 54.6: Sequential scan conversion with three-tap vertical-temporal median filtering. The thin lines show which pixels are input for the median filter.
polated is found as the median of the spatially neighboring lines ( $a$ and $b$ ) and the corresponding line (c) from the previous field:

$$
\begin{align*}
& F_{\text {int }}(\underline{x}, n)=\text { median }[a, b, c]= \\
& \quad \text { median }\left[F\left(\underline{x}+\binom{0}{1}, n\right), F\left(\underline{x}-\binom{0}{1}, n\right), F(\underline{x}, n-1)\right] \tag{54.9}
\end{align*}
$$

with:

$$
\text { median }(X, Y, Z)=\left(\begin{array}{cc}
X, & (Y \leq X \leq Z \vee Z \leq X \leq Y)  \tag{54.10}\\
Y, & (X<Y \leq Z \vee Z \leq Y<X) \\
Z, & \text { (otherwise) }
\end{array}\right.
$$

The inherent adaptation to edges is understood as follows: In case of a temporal edge (i.e., motion) larger than the spatial edge (i.e., vertical detail), the difference between $a$ and $b$ is relatively small compared to their difference with c. Therefore, an intra-field interpolation results (a or b is copied). In case of a non-moving vertical edge, the difference between $a$ and $b$ will be relatively large compared to the difference between c and a or b . In this case, the inter-field interpolation (c is copied) is most likely.

It is possible to combine edge detectors with non-linear filters, e.g., a so-called weighted median filter. In a weighted median filter, the (integer) weight given to a sample indicates the number of times its value is included in the input of the filter to the ranking stage. An increase of this weight increases the chance this sample value is selected as the median. It therefore provides a method, using the output of an edge detector with uncertainties, to statistically improve the performance of the interpolation.

We will again use Fig. 54.5 to identify the location of the pixels used in the interpolation. The output value for the pixel position indicated with X results as:

$$
\begin{equation*}
F_{\text {int }}(\underline{x}, n)=\text { median }\left[A, B, C, D, E, F, \alpha \cdot X^{-1}, \beta \cdot \frac{B+E}{2}\right],(\alpha, \beta \in \mathbb{N}) \tag{54.11}
\end{equation*}
$$

with:

$$
\begin{equation*}
X^{-1}=F(\underline{x}, n-1), \quad A=F\left(\underline{x}-\binom{1}{1}, n\right), \quad B=F\left(\underline{x}-\binom{0}{1}, n\right), \tag{54.12}
\end{equation*}
$$

as illustrated in Fig. 54.5. The weighting ( $\alpha$ and $\beta$ ) implies that an assumed "important" pixel is fed morethan once to the median calculating circuit:

$$
\begin{equation*}
\alpha \cdot A=\frac{A, A, A \ldots \ldots \ldots A, A}{\alpha \text { times }} \tag{54.13}
\end{equation*}
$$

The combination arises if a motion detector is used to control the weighting factors of the pixel from the previous field and that of the value found by line averaging. A large value of $\alpha$ increases the probability of field insertion, while a large $\beta$ causes an increased probability of line averaging.

Although theexamples in thissection arelimited to de-interlacing, it should benoted that proposals exist for field rate conversion as well.

## Algorithms with a Motion Estimator

The idea to interpolate picture content in the direction in which it is most correlated can be extended to a three dimensional case. This results in an interpolation along the motion trajectory. Figure54.7 defines themotion trajectory as thelinethat connects identical pictureparts in a sequence


FIGURE 54.7: Identical picture parts of successive images lie on the motion trajectory. Its projection in the image plane is the motion vector.
of pictures. The projection of this motion trajectory between two successive pictures on the image plane, called the motion vector, is also shown in this figure. Not all temporal information changes can be described adequately as object velocities: e.g., fades and concealed or obscured background. Nevertheless, this method has the strongest physical background, as due to their inertia it always takes time for objects to completely disappear, or change geometry, resulting in a strong correlation of successive images after compensation for motion. This is in contrast to spatial (edge adaptive) interpolation for which there is a statistical but no physical background.

Knowledge of motion vectors allows us to interpolate image data at any temporal instance between two successive pictures. The most common form uses motion compensated averaging according to:

$$
\begin{align*}
F_{\text {int }}(\underline{x}, n+\alpha)= & 1 / 2 \cdot[F(\underline{x}-\alpha \underline{D}(\underline{x}, n), n) \\
& +F(\underline{x}+(1-\alpha) \underline{D}(\underline{x}, n), n+1)],(0 \leq \alpha \leq 1) \tag{54.14}
\end{align*}
$$

where $\underline{D}(\underline{x}, n)$ istheobject displacement at position $\underline{x}=(x, y)^{T}$ estimated between fields $n$ and $n+1$, while $\alpha$ determines the temporal instance for which the interpolated data has to be valid. However, all previously mentioned interpolation methods that involve a temporal component can be used as a basis of a motion compensated interpolation. So linear, nonlinear, motion adaptive, edge adaptive, and inherently adapting interpolation methods can be upgraded toward their motion-compensated counterparts. Furthermore, bandsplitting can be used to sophisticate the interpolation.

We will not elaborate further on these methods as they follow straightforward from the earlier text. We will make an exception, however, for temporal interpolation on interlaced signals, as this poses non-trivial problems even with knowledge of local motion.

## Motion Compensated De-Interlacing

In general, the pixels required for the motion compensated interpolation do not exist in the time discrete input signal, e.g., due to non-integer velocities. In the horizontal domain this problem can besolved with linear SRC-theory, but not in thevertical domain. Threesolutionsfor thisproblem have been proposed:

1. Application of a generalized sampling theory (GST).
2. Straight extension of themotion vector into earlier pictures until it points (almost) to an existing pixel.
3. Recursive de-interlacing of the signal.

The implication of GST is that it is possible to perfectly reconstruct a signal sampled at $1 / n$ times the Nyquist rate if $n$ independent sets of samples describe the signal. The de interlacing problem is a specific casefor which $n=2$. Therequired two sets arethecurrent field and themotion compensated previous field, respectively. If the two do not coincide, i.e., the object does not have an odd integer vertical motion vector component, the independency constraint is fulfilled, and the problem can theoretically be solved. Practical problems are:
a. The velocity can have an odd vertical component.
b. Perfect reconstruction requires the use of pixels from many lines, for which the velocity need not be constant.
c. For nearly odd integer valued vertical velocities, noise may be enhanced.

Solution 2 is valid only if we assume the velocity constant over a larger temporal interval. This is a rather severe limitation which makes the method practically useless. Solution 3 is based on the assumption that it is possible at some time to have a perfectly de-interlaced picture in a memory. Oncethis is true, the picture is used to de-interlace the next input field. With motion compensation, this solution can be perfect as the de-interlaced picture in the memory allows the use of SRC-theory also in the vertical domain. If this new de interlaced field is written in the memory, it can be used to de-interlace the next incoming field. Limitations of this method are:
a. Propagation of motion vector and interpolation errors.
b. Even a perfectly de-interlaced picture can contain alias in the vertical domain in the common case of a camera without an optical prefilter.
In practice, problem a is the more serious one, particularly for nearly odd vertical velocities.
Although there are restrictions, motion compensated interpolation techniques for field rate upconversion and de-interlacing provide the most advanced option. However, they require nontrivial algorithms to measure object displacements between consecutive images. These motion estimation methods therefore shall be discussed more extensively in the next section.

### 54.5 Motion Estimation

This section provides an overview of motion estimation algorithms developed over time. The estimators applicable for scanning format conversion require additional constraints which are discussed in the last part of this section.

### 54.5.1 Pel-Recursive Estimators

The category of pel-recursive motion estimators can be derived from iterative methods that use a previously calculated motion vector $\underline{D}^{i-1}$ to find the result vector $\underline{D}^{i}$ according to:

$$
\begin{equation*}
\underline{D}^{i}=\underline{D}^{i-1}+\text { update } \tag{54.15}
\end{equation*}
$$

Several al gorithms based on iteration can be found in the literature. A common form appliesiterative minimization of the squared value of the displaced frame difference ( $D F D$ ) along the steepest gradient of the luminance function:

$$
\begin{equation*}
\underline{D}^{i}=\underline{D}^{i-1}-\frac{1}{2} \cdot \alpha \cdot\binom{\delta / \delta D_{x}^{i-1}}{\delta / \delta D_{y}^{i-1}} D F D^{2}\left(\underline{x}, \underline{D}^{i-1}, n\right) \tag{54.16}
\end{equation*}
$$

where the $D F D$ is defined as:

$$
\begin{equation*}
D F D\left(\underline{x}, \underline{D}^{i-1}, n\right)=F(\underline{x}, n)-F\left(\underline{x}-\underline{D}^{i-1}, n-1\right) \tag{54.17}
\end{equation*}
$$

and:

$$
\begin{equation*}
\underline{D}^{i}=\binom{D_{x}^{i}}{D_{y}^{i}} \tag{54.18}
\end{equation*}
$$

As before, $n$ stands for the field or picture number. The constant $\alpha$ is positive and determines the speed of convergence and the accuracy of the estimate. The value of $\alpha$ is limited to a maximum, since instability or a noisy estimation result can occur for higher values. Equation (54.16) can be rewritten as:

$$
\begin{equation*}
\underline{D}^{i}=\underline{D}^{i-1}-\alpha \cdot \operatorname{DFD}\left(\underline{x}, \underline{D}^{i-1}, n\right) \cdot\binom{\delta / \delta x}{\delta / \delta y} F\left(\underline{x}-\underline{D}^{i-1}, n\right) \tag{54.19}
\end{equation*}
$$

The method is known as "steepest descent algorithm". The updating process can be stopped after a fixed number of iterations, at the moment the update term falls under a threshold, or in case slow convergence or even divergence is detected. Rather than iterating the estimation process in a fixed position of the picture, the estimated result from a previously scanned position in the same picture can be used as the prediction for the present location. We shall then speak of a spatial recursive process, and if for every pixel an update is calculated, the name "pel-recursive motion estimation" is commonly used. The spatial prediction can be based on either a single previously calculated result, in which casethe convergence shall beone-dimensional, or on a number of earlier calculated vectors. In case more than one vector is used, the design can select the best according to a criterion before or after updating, e.g., the smallest $D F D$ or a weighted average can be calculated The coefficients that determine the weighting can bebased on statistical properties of the vector field. Depending on the choice of the relative positions in the picture from which prediction vectors are taken, a one or two-dimensional convergence can result. In the case of temporal recursion, a further refinement can be obtained by motion compensating the prediction values from the preceding field before weighting them with the values from the present field.

The algorithm can be improved by calculating the update term from a group of pixels rather than from only one pixel. This is then referred to as "gradient summed error algorithm":

$$
\begin{equation*}
\underline{D}^{i}=\underline{D}^{i-1}-\alpha \cdot \sum_{\underline{x} \in \text { group }}\left[D F D\left(\underline{x}, \underline{D}^{i-1}, n\right) \cdot\binom{\delta / \delta x}{\delta / \delta y} F\left(\underline{x}-\underline{D}^{i-1}, n\right)\right] \tag{54.20}
\end{equation*}
$$

Again the group can extend into a one, two-, or three-dimensional neighborhood. Weighted averaging is an option and weights can be adapted to image statistics. In case of gradients taken from a temporally neighboring position, motion compensation can be applied prior to weighting with the spatial neighboring gradients.

Simplificationsof thealgorithm arepossible. Particularly theprevention of multiplication is useful, and possible, e.g., by only using thesign of the gradient to determinethe direction of the updatewith a fixed length.

In the literature, many variants of the steepest descent or gradient summed error algorithm are described, which mainly differ from the above-mentioned algorithms in that the convergence speed determining constant $\alpha$ is substituted by variables to adapt the estimator to local picture statistics.

### 54.5.2 Block-Matching Algorithm

In block-matching motion estimation algorithms, a displacement vector is assigned to the center $\underline{X}$ of a block of pixel positions $B(\underline{X})$ in the current field $n$ by searching a similar block within a search
area $S A(\underline{X})$, also centered at $\underline{X}$, but in the previous field $n-1$. The similar block has a center that is shifted with respect to $\underline{X}$ over the displacement vector $\underline{D}(\underline{X}, n)$. To find $\underline{D}(\underline{X}, n)$, a number of candidate vectors $\underline{C}$ areevaluated applying an error measure $\in(\underline{C}, \underline{X}, n)$ to quantify block similarity. Figure 54.8 illustrates the procedure.


Picture number
FIGURE 54.8: Block of size $X \times Y$ in current field $n$ and trial block in search area $S A(\underline{X})$ in previous field $n-1$, shifted over candidate vector $\underline{C}$.

M ore formally, $C S^{\max }$ is defined as the set of candidate vectors $\underline{C}$, describing all possible displacements (integer on the pixel grid) with respect to $\underline{X}$ within the search area $S A(\underline{X})$ in the previous image:

$$
\begin{equation*}
C S^{\max }=\left\{\underline{C} \mid-N \leq C_{x} \leq+N,-M \leq C_{y} \leq+M\right\} \tag{54.21}
\end{equation*}
$$

where $N$ and $M$ areconstants limiting $S A(\underline{X})$. Furthermore, a block $B(\underline{X})$ centered at $\underline{X}$ and of size $X \times Y$ consisting of pixel positions $\underline{x}$ in the present field $n$, is now considered:

$$
\begin{equation*}
B(\underline{X})=\left\{\underline{x} \mid X_{x}-X / 2 \leq x \leq X_{x}+X / 2 \wedge X_{y}-Y / 2 \leq y \leq X_{y}+Y / 2\right\} \tag{54.22}
\end{equation*}
$$

The displacement vector $\underline{D}(\underline{X}, n)$ resulting from the block-matching process is a candidate vector $\underline{C}$ which yields the minimum value of an error function $\in(\underline{C}, \underline{X}, n)$ :

$$
\begin{equation*}
\underline{D}(\underline{X}, n) \in\left\{\underline{C} \in C S^{\max } \mid \in(\underline{C}, \underline{X}, n) \leq \in(\underline{F}, \underline{X}, n) \forall \underline{F} \in C S^{\max }\right\} \tag{54.23}
\end{equation*}
$$

If the vector $\underline{D}(\underline{X}, n)$ with the smallest matching error is assigned to all pixel positions $\underline{x}$ in theblock $B(\underline{X})$ :

$$
\overline{\forall x} \in B(\underline{X}):
$$

$$
\begin{equation*}
\underline{D}(\underline{x}, n) \in\left\{\underline{C} \in C S^{\max } \mid \in(\underline{C}, \underline{X}, n) \leq \in(\underline{F}, \underline{X}, n) \forall \underline{F} \in C S^{\max }\right\} \tag{54.24}
\end{equation*}
$$

rather than to the center pixel only, a large reduction of computations is achieved. As an implication, consecutive blocks $B(\underline{X})$ are not overlapping.

The error value for a given candidate vector $\underline{C}$ is a function (COST) of the luminance values of the pixels in the current block and those of the shifted block from a previous field, summed over the block $B(\underline{X})$ :

$$
\begin{equation*}
\in(\underline{C}, \underline{X}, n)=\sum_{\underline{x} \in B(\underline{X})} \operatorname{COST}[F(\underline{x}, n), F(\underline{x}-\underline{C}, n-p)] \tag{54.25}
\end{equation*}
$$

A common choice for $p$ is either 1 or 2 , depending on whether the signal is interlaced or not.
Although the COST function itself can be rather straightforward and simple to implement, the high repetition factor for this cal culation creates a huge burden. To save cal culational effort in blockmatching motion estimation algorithms, several methods havebeen published. Theusual ingredients are:

1. The use of a simpler COST function.
2. Estimation on sub-sampled picture material.
3. Design of a clever search strategy, preventing that all possible vectors need to be checked.

Concerning option 1 , there is almost general consensus. The most popular choice thus far for the error function is the Summed Absolute Difference(SAD) criterion:

$$
\begin{equation*}
\in(\underline{C}, \underline{X}, n)=S A D(\underline{C}, \underline{X}, n)=\sum_{\underline{x} \in B(\underline{X})}|F(\underline{x}, n),-F(\underline{x}-\underline{C}, n-p)| \tag{54.26}
\end{equation*}
$$

M ost important alternativesaretheM ean SquareError (M SE), and theN ormalized CrossCorrelation Function (NCCF) criterion. Thesimpler error functionsthat havebeen designed will notbediscussed here, as the economizing hardly ever justifies the performance loss.

Option 2 is straightforward and has little negative effect on the performance with sub-sampling factors up to four. Option 3 is the most effective, and will be dealt with separately in the next section.

### 54.5.3 Search Strategies

## Sub-Sampled Full Search

In the most straightforward search strategy for all candidate vectors $\underline{C}$ in the search area, the matching error for a block $B(\underline{X})$ of pixel positions is calculated. The method is referred to as full search, exhaustive search, or bruteforce block-matching. To economize the calculational effort, the matching errors of only half of the possible result vectors $\underline{D}(\underline{X}, n)$ can be calculated in a first step, using a first candidate set $C S^{1}$ which is a subset of $C S^{\max }$. Figure 54.9 illustrates this option, further showing the candidate vectors in the second step of the algorithm.


FIGURE 54.9: Candidate vectors tested in the second step around $\underline{D}^{1}(\underline{X}, n)$ for sub-sampled full search block-matching. The grid shown is the pixel grid.

## N-Step Search

The idea to adapt the search area from coarse to fine is not limited to a two-step process. As illustrated in Fig. 54.10, the first step of a three step block-matcher performs a search on a coarse grid consisting of only nine candidate vectors in the entire search area. The second step includes a finer search, with eight candidate vectors around the best matching vector of the first step, and finally in


FIGURE 54.10: Illustration of the three-step search. Vectors resulting from the steps are indicated with the step number. The candidates in each step are shaded as in $a, b$, and $c$, respectively.
the third step a search on thefull resolution grid is performed, with another eight candidates around the best vector of the second step. Note that a search range of $+/-6$ pels is assumed; other search areas require modifications, either resulting in less accurate vectors or in more consecutive steps. Generalizations to N -steps block-matching are obvious.

Related is the 2-D logarithmic, or cross-search, method that checks five vectors per step, one in the middle, four symmetrically around it (two with a different $x$-component and two with a different y-component). Again, four vectors are checked around the result, and the distance between the candidates is halved when the best matching vector is the middle one. Hence, the number of consecutive steps depends on the resulting vector, which is a drawback, as the hardware has to be designed for the worst case situation and cannot profit from a low average number of steps.

## One-at-a-Time-Search

Yet afurther reduction of candidatevectorscan berealized if thetwo-dimensional optimization problem is split into two separate one-dimensional optimizations. The candidate set, for step $i$ of the algorithm, $C S^{i}(\underline{X}, n)$, is adapted during the process, as in the previously discussed algorithms, but contains only three candidate vectors $\underline{C}(\underline{X}, n)$. Departing from vector $\underline{0}$, this method performs a search for the minimum error along the $x$-axis of the search area:

$$
\begin{equation*}
C S_{x}^{i}(\underline{X}, n)=\left\{\underline{C} \mid \underline{C}=\underline{D}^{i-1}(\underline{X}, n)+\underline{U}, U_{x}=0 \vee \pm 1, U_{y}=0\right\} \tag{54.27}
\end{equation*}
$$

The procedure is repeated $N$ times until $\underline{D}^{N}(\underline{X}, n)=\underline{D}^{N-1}(\underline{X}, n)$. From this minimum a search is started parallel to the $y$-axis and repeated $M$ times until $\underline{D}^{M+N}(\underline{X}, n)=\underline{D}^{D+N-1}(\underline{X}, n)$.

In its simplest form, shown in Fig. 54.11, the process stops at this minimum and the estimated motion vector $\underline{D}(\underline{x}, n)=\underline{D}^{M+N}(\underline{X}, n)$ for all pixel positions $\underline{x}$ in $B(\underline{X})$. It is possible, however, to refine the result by repeating the OTS procedure, departing with every iteration from the previous result $\underline{D}^{M+N}(\underline{X}, n)$.


FIGURE 54.11: One-at-a-time search (OTS) block-matching. The new candidate vectors that have to be evaluated for a number of successive steps is indicated.

A problem of all efficient search techniques is therisk of converging to a local rather than theglobal minimum of thematch error function. The coarser theinitial grid of candidate vectors is, the higher this risk. It can be reduced by prefiltering the video information prior to the motion estimation, but this introduces inaccuracies in detailed picture parts. If the prefiltering and the block size are adapted separately for every step in the search procedure, wearrive at thehierarchical block-matching algorithms, dealt with in the next subsection.

### 54.6 Motion Estimation and Scanning Format Conversion

In situationswheremotion vectorsaregenerated for temporal interpolation of pictures, it isimportant that thevectors represent thereal velocities of objects, or the "true-motion" asit iscalled, in thepicture. None of the described motion estimators is guaranteed to yield true motion vectors. They generate a vector that yields the "best match" or the minimal displaced frame difference and often even only the local best match, or the local minimum of the $D F D$.

To improve this relation between estimated displacement vectors and actual object velocity, methods have been designed which modify either thealgorithm or thedisplacement vectors. Thecommon solution is based on theobservation that the velocity field does not usually contain many fine details. In other words, the motion vector field is spatially consistent: Iarge areas (objects, background) with identical vectors usually exist. Object inertia further causes velocity fields to betemporally consistent. To improve consistency, a number of methods have been proposed. Two classes can be distinguished, combinations of which are possible:

- M ethods, that perform a post-processing on the output vector field to improvethe consistency.
- Methods in which a smoothness constraint is integrated in the estimator.

Postprocessing can be straightforward, applying basically low-pass filtering to improve the spatial and/or temporal consistency or smoothness of the vector field generated by any motion estimation algorithm. Often thefilter isanonlinear one; themedian particularly ispopular asit isedgepreserving. M oresophisticated methodsin thisclassmerely usetheoutput vector field of the estimator to initialize a simulated annealing or genetic optimization al gorithm using a new cost function, usually including smoothness constraints.

Integrated solutions can be expected to realize a better performance than the straightforward representatives of the first class at a lower expense than the sophisticated processing methods. The
constraint can either be explicit, e.g., by adding a "discontinuity penalty" to the error criterion of a block-matcher:

$$
\begin{align*}
& \varrho(\underline{C}, \underline{X}, n)=\sum_{\underline{x} \in B(\underline{X})}|F(\underline{x}, n),-F(\underline{x}-\underline{C}, n-1)| \\
& \quad+\alpha \cdot\left\|\underline{D}\left(\underline{X},-\binom{X}{0}, n\right)-\underline{C}\right\|+\beta \cdot\left\|\underline{D}\left(\underline{X},-\binom{0}{Y}, n\right)-\underline{C}\right\| \tag{54.28}
\end{align*}
$$

(where the values of $\alpha$ and $\beta$ determine the smoothness and it is proposed to adapt their value in the neighborhood of edges in the image), or implicit through hierarchy or recursion, which will be discussed separately. Again, both classes can be combined.

### 54.6.1 Hierarchical Motion Estimation

Hierarchical motion estimators realize a consistent velocity field by initializing local estimators with a global estimate, often in morethan two steps. In sub-band coding terminology, aresolution pyramid is built and coarse vectors are estimated on the low frequency band. The result is used as a prediction for a more accurate estimate at the next sub-band, which contains higher frequencies, etc. At the top of the pyramid, the signal is strongly prefiltered and sub-sampled. The bandwidth of the filter increases and the sub-sampling factors decrease, going down in the hierarchy, until thefull resolution is reached on the lowest hierarchical level.
Thevalueof themotion vector in field $n$ athierarchical level $l, \underline{D}^{i-1}(\underline{X}, n, l)$, and usinglogarithmic search, is found as:

$$
\begin{align*}
& \underline{D}^{i-1}(\underline{X}, n, l) \in \\
&  \tag{54.29}\\
& \left(\begin{array}{cc}
\left\{\underline{\underline{D}}^{N}(\underline{X}, n, l-1)\right\}, & (i=1) \\
\left\{\underline{C} \in C S^{i-1}(\underline{X}, n, l) \mid e(\underline{C}, \underline{X}, n) \leq e(\underline{E}, \underline{X}, n), \forall \underline{E} \in C S^{i-1}(\underline{X}, n, l)\right\}, & (i>1)
\end{array}\right.
\end{align*}
$$

where the search area is defined as:

$$
\begin{align*}
C S^{i}(\underline{X}, n, l)=\{\underline{C} \mid \underline{C} & \left.=\underline{D}^{i-1}(\underline{X}, n, l)+\underline{U}, U_{x}=0 \vee \pm 2^{N-i} \wedge U_{y}=0 \vee 2^{N-i}\right\}, \\
i & =1 \ldots N, \quad l=1 \ldots L \tag{54.30}
\end{align*}
$$

$\underline{D}^{N}(\underline{X}, n, l-1)$ is the result vector for the block at position $\underline{X}$ in field n in the last ( $N$ th) step of the logarithmic search, at one higher $(l-1)$ hierarchical level.
The method is also referred to as multi-resolution, or multi-grid motion estimation. The initial block size can bethe total image, which prevents limitation of the consistency to parts of the picture. Theinverted approach has also been published, performing block-matching on initially small blocks, which are grown to larger sizes until the minimum of the match error is considered clearly distinct. Combinations with other than the logarithmic search strategy are possible, and the hierarchical method is not limited to block-matching algorithms either.

## Phase Plane Correlation

An important variant of a two step hierarchical motion estimation is a method called phase plane correlation (PPC). This algorithm is an extension of earlier Fourier techniques for motion estimation, which were capable of generating global displacement vectors only. In the PPC algorithm a two-level hierarchy is proposed.

In the first hierarchical level, on fairly large blocks (typically 64 by 64 ), a limited number of candidate vectors, usually less than 10, is generated, which are fed to the second level. Here one of


FIGURE 54.12: Hierarchical block-matching. Resultsfrom an estimation process at a down-sampled image are used to initialize the next estimation process on a higher resolution image.
these candidate vectors is assigned as the resulting vector to a much smaller area (typically 1 by 1 up to 8 by 8 , is reported) inside the large initial block.

The name of the method refers to the procedure used for generating the candidate vectors in the first step. For theblock in the current field $n$, the DiscreteFourier Transform (DFT) of theluminance function $F(\underline{x}, n)$ will be notated as $G(\underline{f}, n)$. The so-called phase difference matrix $P D(\underline{x}, n)$ is calculated according to:

$$
\begin{equation*}
\operatorname{PD}(\underline{x}, n)=\mathcal{F}^{-1}\left(\frac{G(\underline{f}, n) \cdot G^{*}(\underline{f}, n-p)}{|G(\underline{f}, n)| \cdot|G(\underline{f}, n-p)|}\right) \tag{54.31}
\end{equation*}
$$

The resulting matrix or "correlation surface" exhibits peaks corresponding to the relative displacement of the information in the two blocks. The Fourier transformation reduces the computational complexity, and enables simplefiltering in thefrequency domain. M ost important isthesignificantly increased sharpness of the correlation peaks by normalizing each frequency component prior to the reverse transformation. A "peak hunting" algorithm is applied to find the largest peaks in the phase difference matrix, which correspond to the best matching candidate vectors. Sub-pixel accuracy better than a tenth of a pixel can be achieved by fitting a quadratic curve through the elements in this matrix. For interlaced video signals, $p=2$ is the common choice.

The peaks in the phase plane can be applied to identify the most likely candidate vectors $\underline{C}(\underline{x}, n)$ for a consecutive block-matching algorithm, evaluating all candidates in each sub-block in the area to which the phase plane corresponds.

### 54.6.2 Recursive Search Block-Matching

Rather than calculating promising candidate vectors for a block-matching algorithm on a lower resolution level or in the frequency domain on larger blocks, the recursive search block-matcher takes spatial and/or temporal "prediction vectors" from a 3-D neighborhood. Thisimplicitly assumes spatial and/or temporal consistency. If the assumption isfalse, this consistency in the vector field results anyway, as there are no other candidate vectors available. As far as the predictions are concerned, there is a strong similarity with the pel-recursive algorithms, and the various options described there are globally valid here too. Figure 54.13 illustrates a proposed choice of predictions.

The most common updating process involves a single, or a very few, update vectors added to either of the prediction vectors. It was suggested, for example, to apply a candidate set $C S(\underline{X}, n)$ :


FIGURE 54.13: Relative position of current block and blocks from which prediction vectors can be taken in a recursive search block-matcher.

$$
\begin{align*}
& C S \\
&C \underline{X}, n)=  \tag{54.32}\\
&\left\{\underline{C} \in C S^{\max } \left\lvert\, \underline{C}=\underline{D}\left(\underline{X}-\binom{X}{Y}, n\right)+\underline{U}_{a}(\underline{X}, n) \vee \underline{C}=\underline{D}\left(\underline{X}-\binom{-X}{Y}, n\right)+\underline{U}_{b}(\underline{X}, n)\right.\right\} \\
& \cup\left\{\underline{D}\left(\underline{X}-\binom{X}{Y}, n\right), \underline{D}\left(\underline{X}-\binom{-X}{Y}, n\right), \underline{C}=\underline{D}\left(\underline{X}+\binom{0}{2 Y}, n-1\right)\right\}
\end{align*}
$$

where the update vectors $\underline{U}_{a}(\underline{X}, n)$ and $\underline{U}_{b}(\underline{X}, n)$ may be alternatingly available, and taken from a limited fixed integer update set, such as:

$$
\begin{align*}
U S_{i}= & \left\{\binom{0}{0},\binom{0}{1},\binom{0}{-1},\binom{0}{2},\binom{0}{-2},\right. \\
& \left.\binom{1}{0},\binom{-1}{0},\binom{3}{0},\binom{-3}{0}\right\} \tag{54.33}
\end{align*}
$$

Result vectors can have sub-pixel accuracy, if the update set (also) contains fractional update values. Quarter pel resolution, for example, is realized with adding:

$$
\begin{equation*}
U S_{f}=\left\{\binom{0}{0.25},\binom{0}{-0.25},\binom{0.25}{0},\binom{-0.25}{0}\right\} \tag{54.34}
\end{equation*}
$$

The method is very efficient and realizes, due to the inherent smoothness constraint, very coherent and close to true motion vector fields, most suitable for scanning format conversion.
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The image and video processing literature is rich with video compression algorithms. This chapter overviews the basic blocks of most video compression systems, discusses some important features required by many applications, e.g., scalability and error resilience, and reviews the existing video compression standards such as H.261, H.263, M PEG-1, M PEG-2, and M PEG-4.

### 55.1 Introduction

Video sources produce data at very high bit rates. In many applications, the available bandwidth is usually very limited. For example, the bit rate produced by a 30 frame/s color common intermediate format (CIF) ( $352 \times 288$ ) video source is $73 \mathrm{M} \mathrm{bits} / \mathrm{s}$. In order to transmit such a sequence over a $64 \mathrm{Kbits} / \mathrm{s}$ channel (e.g., ISDN line), we need to compress the video sequence by a factor of 1140. A simple approach is to subsample the sequence in time and space. For example, if we subsample both chroma components by 2 in each dimension, i.e., 4:2:0 format, and the whole sequence temporally by 4 , the bit rate becomes 9.1 M bits $/ \mathrm{s}$. However, to transmit the video over a $64 \mathrm{kbits} / \mathrm{s}$ channel, it is necessary to compress the subsampled sequence by another factor of 143. To achieve such high compression ratios, we must tolerate some distortion in the subsampled frames.

Compression can be either lossless (reversible) or lossy (irreversible). A compression algorithm is lossless if thesignal can be reconstructed from the compressed information; otherwise it islossy. The compression performance of any lossy algorithm is usually described in terms of its ratedistortion curve, which representsthe potential trade-off between the bit rate and thedistortion associated with the lossy representation. The primary goal of any lossy compression algorithm is to optimize the rate-distortion curve over some range of rates or levels of distortion. For video applications, rate
is usually expressed in terms of bits per second. The distortion is usually expressed in terms of the peak-signal-to-noise ratio (PSNR) per frame or, in some cases, measures that try to quantify the subjective nature of the distortion.

In addition to good compression performance, many other properties may be important or even critical to the applicability of a given compression algorithm. Such properties include robustness to errors in the compressed bit stream, low complexity encoders and decoders, low latency requirements, and scalability. Developing scalable video compression algorithms has attracted considerable attention in recent years. Generally speaking, scalability refers to the potential to effectively decompress subsets of the compressed bit stream in order to satisfy some practical constraint, e.g., display resolution, decoder computational complexity, and bit rate limitations.

The demand for compatible video encoders and decoders has resulted in the development of different video compression standards. Theinternational standardsorganization (ISO) hasdeveloped M PEG-1 to store video on compact discs, M PEG-2 for digital television, and M PEG-4 for a wide range of applications including multimedia. The international telecommunication union (ITU) has developed H .261 for video conferencing and H. 263 for video telephony.

All existing video compression standards are hybrid systems. That is, the compression is achieved in two main stages. The first stage, motion compensation and estimation, predicts each frame from its neighboring frames, compresses the prediction parameters, and produces the prediction error frame. The second stage codes the prediction error. All existing standards use block-based discrete cosine transform (DCT) to code the residual error. In addition to DCT, others non-block-based coders, e.g., wavelets and matching pursuit, can be used.

In this chapter, we will provide an overview of hybrid video coding systems. In Section 55.2, we discuss themain parts of a hybrid video coder. Thisincludesmotion compensation, signal decompositions and transformations, quantization, and entropy coding. Wecomparevarioustransformations such as DCT, subband, and matching pursuit. In Section 55.3, we discuss scalability and error resilience in video compression systems. We also describe a non-hybrid video coder that provides scalable bit-streams [28]. Finally, in Section 55.4, we review the key video compression standards: H.261, H.263, M PEG 1, M PEG 2, and M PEG 4.

### 55.2 Motion Compensated Video Coding

Virtually all video compression systems identify and reduce four basic types of video data redundancy: inter-frame (temporal) redundancy, interpixel redundancy, psychovisual redundancy, and coding redundancy. Figure 55.1 shows a typical diagram of a hybrid video compression system. First the current frame is predicted from previously decoded frames by estimating the motion of blocks or objects, thus reducing the inter-frame redundancy. Afterwards to reduce the interpixel redundancy, the residual error after frame prediction is transformed to another format or domain such that the energy of the new signal is concentrated in few components and these components are as uncorrelated as possible. The transformed signal is then quantized according to the desired compression performance (subjective or objective). The quantized transform coefficients are then mapped to codewords that reduce the coding redundancy. The rest of this section will discuss the blocks of the hybrid system in more detail.

### 55.2.1 Motion Estimation and Compensation

Neighboring frames in typical video sequences are highly correlated. This inter-frame (temporal) redundancy can be significantly reduced to produce a more compressible sequence by predicting each frame from its neighbors. M otion compensation is a nonlinear predictive technique in which the feedback loop contains both the inverse transformation and the inverse quantization blocks, as


FIGURE 55.1: M otion compensated coding of video.
shown in Fig. 55.1.
Most motion compensation techniques divide the frame into regions, e.g., blocks. Each region is then predicted from the neighboring frames. The displacement of the block or region, $d$, is not fixed and must be encoded as side information in the bit stream. In some cases, different prediction models areused to predict regions, e.g., affine transformations. These prediction parameters should also be encoded in the bit stream.

To minimize the amount of side information, which must be included in the bit stream, and to simplify the encoding process, motion estimation is usually block based. That is, every pixel $\vec{i}$ in a given rectangular block is assigned the same motion vector, $d$. Block-based motion estimation is an integral part of all existing video compression standards.

### 55.2.2 Transformations

M ost imageand video compression schemes apply a transformation to theraw pixels or to theresidual error resulting from motion compensation before quantizing and coding the resulting coefficients. Thefunction of the transformation is to represent the signal in a few uncorrelated components. The most common transformations are linear transformations, i.e., the multi-dimensional sequence of input pixel values, $f[\vec{i}]$, is represented in terms of the transform coefficients, $t[\vec{k}]$, via

$$
\begin{equation*}
f[\vec{i}]=\sum_{\vec{k}} t[\vec{k}] w_{\vec{k}}[\vec{i}] \tag{55.1}
\end{equation*}
$$

for some $w_{\vec{k}}[\vec{i}]$. The input image is thus represented as a linear combination of basis vectors, $w_{\vec{k}}$. It is important to note that the basis vectors need not be orthogonal. They only need to form an over-completeset (matching pursuits), a completeset (DCT and some subband decompositions), or very close to complete(somesubband decompositions). This is important since the coder should be ableto code a variety of signals. Theremainder of the section discusses and compares DCT, subband decompositions, and matching pursuits.

## The DCT

There are two properties desirable in a unitary transform for image compression: the energy should be packed into a few transform coefficients, and the coefficients should be as uncorrelated
as possible. The optimum transform under these two constraints is the Karhunen-Loéve transform (KLT) where the eigenvectors of the covariance matrix of the image are the vectors of the transform [10]. Although the KLT is optimal under these two constraints, it is data-dependent, and is expensive to compute. The discrete cosine transform (DCT) performs very close to KLT especially when the input is a first order Markov process [10].

TheDCT is a block-based transform. That is, the signal is divided into blocks, which areindependently transformed using orthonormal discrete cosines. TheDCT coefficients of a one-dimensional signal, $f$, are computed via

$$
t^{\mathrm{DCT}}[N b+k]=\frac{1}{\sqrt{N}} \begin{cases}\sum_{\substack{i=0 \\
N-1}[N b+i],} \begin{array}{ll}
\sum_{i=0}^{N-1} \sqrt{2} f[N b+i] \cos \frac{(2 i+1) k \pi}{2 N}, & 1 \leq k<N \tag{55.2}
\end{array} \quad \forall b\end{cases}
$$

where $N$ is the size of the block and $b$ denotes the block number.
The orthonormal basis vectors associated with the onedimensional DCT transformation of Eq. (55.2) are

$$
w_{k}^{\mathrm{DCT}}[i]=\frac{1}{\sqrt{N}} \begin{cases}1, & k=0,0 \leq i<N  \tag{55.3}\\ \sqrt{2} \cos \frac{(2 i+1) k \pi}{2 N}, & 1 \leq k<N, 0 \leq i<N\end{cases}
$$

Figure 55.2(a) shows these basis vectors for $N=8$.


FIGURE 55.2: DCT basisvectors $(N=8)$ : (a) one-dimensional and (b) separabletwo-dimensional.

The one-dimensional DCT described above is usually separably extended to two dimensions for image compression applications. In this case, the two-dimensional basis vectors are formed by the tensor product of one-dimensional DCT basis vectors and are given by

$$
w_{\vec{k}}^{\mathrm{DCT}}[\vec{i}]=w_{k_{1}, k_{2}}^{\mathrm{DCT}}\left[i_{1}, i_{2}\right] \triangleq w_{k_{1}}^{\mathrm{DCT}}\left[i_{1}\right] \cdot w_{k_{2}}^{\mathrm{DCT}}\left[i_{2}\right] ; \quad 0 \leq k_{1}, k_{2}, i_{1}, i_{2}<N
$$

Figure55.2(b) shows the two-dimensional basis vectors for $N=8$.
The DCT is the most common transform in video compression. It is used in the JPEG still image compression standard, and all existing video compression standards. This is because it performs reasonably well at different bit rates. M oreover, there arefast algorithms and special hardware chips to compute the DCT efficiently.

The major objection to the DCT in image or video compression applications is that the nonoverlapping blocks of basis vectors, $w_{\vec{k}}$, are responsible for distinctly "blocky" artifacts in the decompressed frames, especially at low bit rates. This is due to the quantization of the transform coefficients of a block independent from neighboring blocks. Overlapped DCT representation addresses this problem [15]; however, the common solution is to post-process the frame by smoothing the block boundaries [18, 22].

Dueto bit rate restrictions, someblocks areonly represented by one or a small number of coarsely quantized transform coefficients, hencethedecompressed block will only consist of thesebasisvectors. This will cause artifacts commonly known as ringing and mosquito noise.

Figure 55.8 (b) shows frame 250 of the 15 frame/s CIF Coast-guard sequence coded at $112 \mathrm{Kbits} / \mathrm{s}$ using a DCT hybrid video coder. ${ }^{1}$ This figure provides a good illustration of the "blocking" artifacts.

## Subband Decomposition

The basic idea of subband decomposition is to split the frequency spectrum of the image into (disjoint) subbands. This is efficient when theimage spectrum is not flat and is concentrated in afew subbands, which is usually the case. M oreover, we can quantize the subbands differently according to their visual importance.

As for the DCT, we begin our discussion of subband decomposition by considering only a onedimensional source sequence, $f[i]$. Figure 55.3 provides a general illustration of an $N$-band onedimensional subband system. We refer to the subband decomposition itself as analysis and to the


FIGURE 55.3: 1D, $N$-band subband analysis and synthesis block diagrams. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in Image Technology: Advancesin Image Processing, M ultimedia, and M achineVision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).
inversetransformation as synthesis. Thetransformation coefficients of bands 1, $2, \ldots, N$ aredenoted by the sequences $u_{1}[k], u_{2}[k], \ldots, u_{N}[k]$, respectively. For notational convenience and consistency with theDCT formulation above, we write $t^{58}[\cdot]$ for thesequence of all subband coefficients, arranged

[^51]accordingto $t^{\mathrm{SP}}[(\beta-1)+N k]=u_{\beta}[k]$, where $1 \leq \beta \leq N$ isthesubband number. Thesecoefficients are generated by filtering the input sequence with filters $H_{1}, \ldots, H_{N}$ and downsampling the filtered sequences by a factor of $N$, as depicted in Fig. 55.3. In subband synthesis, the coefficients for each band are upsampled, interpolated with the synthesis filters, $G_{1}, \ldots, G_{N}$, and the results summed to form a reconstructed sequence, $\tilde{f}[i]$, as depicted in Fig. 55.3.

If the reconstructed sequence, $\tilde{f}[i]$, and the source sequence, $f[i]$, are identical, then the subband system is referred to as perfect reconstruction (PR) and the corresponding basis set is a complete basis set. Although perfect reconstruction is a desirable property, near perfect reconstruction (N PR), for which subband synthesis is only approximately the inverse of subband analysis, is often sufficient in practice. This is because distortion introduced by quantization of the subband coefficients, $t^{58}[k]$, usually dwarfs that introduced by an imperfect synthesis system.

The filters, $H_{1}, \ldots, H_{N}$, are usually designed to have band-pass frequency responses, as indicated in Fig. 55.4, so that the coefficients $u_{\beta}[k]$ for each subband, $1 \leq \beta \leq N$, represent different spectral components of the source sequence.


FIGURE 55.4: Typical analysisfilter magnitude responses. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in ImageTechnology: Advances in Image Processing, M ultimedia, and M achineVision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).

The basis vectors for subband decomposition are the $N$-translates of the impulse responses, $g_{1}[i], \ldots, g_{N}[i]$, of synthesis filters $G_{1}, \ldots, G_{N}$. Specifically, denoting the $k$ th basis vector associated with subband $\beta$ by $w_{N k+\beta-1}^{\mathrm{SB}}$, we have

$$
\begin{equation*}
w_{N k+\beta-1}^{\mathrm{SB}}[i]=g_{\beta}[i-N k] \tag{55.4}
\end{equation*}
$$

Figure 55.5 illustrates five of the basis vectors for a particularly simple, yet useful, two-band PR subband decomposition, with symmetric FIR analysis and synthesis impulse responses. As shown in Fig. 55.5 and in contrast with the DCT basis vectors, the subband basis vectors overlap.

As for the DCT, one-dimensional subband decompositions may be separably extended to higher dimensions. By this we mean that a one-dimensional subband decomposition is first applied along one dimension of an image or video sequence. Any or all of the resulting subbands are then further decomposed into subbandsalong another dimension and so on. Figure 55.6 depicts a separabletwodimensional subband system. For video compression applications, the prediction error is sometimes decomposed into subbands of equal size.

Two-dimensional subband decompositions have the advantage that they do not suffer from the disturbing blocking artifacts exhibited by the DCT at high compression ratios. Instead, the most noticeablequantization-induced distortion tends to be'ringing' or 'rippling' artifacts, which become most bothersome in the vicinity of image edges. Figures 55.11(c) and 55.8(c) clearly show this effect. Figure 55.11 shows frame 210 of the Ping-pong sequence compressed using a scalable, threedimensional subband coder [28] at 1.5 M bits $/ \mathrm{s}, 300 \mathrm{Kbits} / \mathrm{s}$, and $60 \mathrm{Kbits} / \mathrm{s}$. As the bit rate decreases, we notice loss of detail and introduction of more ringing noise. Figure 55.8(c) shows frame 250 of the Coast-guard sequence compressed at $112 \mathrm{Kbits} /$ s using a zerotree scal able coder [16]. The edges of the trees and the boat are affected by ringing noise.


FIGURE 55.5: Subband basis vectors with $N=2, h_{1}[-2 \ldots 2]=\sqrt{2}$. $\left(-\frac{1}{8}, \frac{1}{4}, \frac{3}{4}, \frac{1}{4},-\frac{1}{8}\right), h_{2}[-2 \ldots 0]=\sqrt{2} \cdot\left(-\frac{1}{4}, \frac{1}{2},-\frac{1}{4}\right), g_{1}[-1 \ldots 1]=\sqrt{2} \cdot\left(\frac{1}{4}, \frac{1}{2}, \frac{1}{4}\right)$, and $g_{2}[-1 \ldots 3]=\sqrt{2} \cdot\left(-\frac{1}{8},-\frac{1}{4}, \frac{3}{4},-\frac{1}{4},-\frac{1}{8}\right) . h_{i}$ and $g_{i}$ are the impulse responses of the $H_{i}$ (analysis) and $G_{i}$ (synthesis) filters, respectively. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in Image Technology: Advances in Image Processing, M ultimedia, and M achine Vision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).

## Matching Pursuit

Representing a signal using an over-complete basis set implies that there is more than one representation for the signal. For coding purposes, we are interested in representing the signal with the fewest basis vectors. This is an NP-complete problem [14]. Different approaches have been investigated to find or approximatethe solution. M atching pursuits is a multistage algorithm, which in each stage finds the basis vector that minimizes the mean-squared-error [14].

Suppose we want to represent a signal $f[i]$ using basis vectors from an over-complete dictionary (basis set) $\mathcal{G}$. Individual dictionary vectors can be denoted as:

$$
\begin{equation*}
w_{\gamma}[i] \in \mathcal{G} . \tag{55.5}
\end{equation*}
$$

Here $\gamma$ is an indexing parameter associated with a particular dictionary element. Thedecomposition begins by choosing $\gamma$ to maximize the absolute value of the following inner product:

$$
\begin{equation*}
t=<f[i], w_{\gamma}[i]>, \tag{55.6}
\end{equation*}
$$

where $t$ is the transform (expansion) coefficient. A residual signal is computed as:

$$
\begin{equation*}
R[i]=f[i]-t w_{\gamma}[i] . \tag{55.7}
\end{equation*}
$$

This residual signal is then expanded in thesameway as theoriginal signal. The procedurecontinues iteratively until either a set number of expansion coefficients are generated or some energy threshold for the residual is reached. Each stage $k$ yields a dictionary structure specified by $\gamma_{k}$, an expansion coefficient $t[k]$, and a residual $R_{k}$, which is passed on to the next stage. After a total of $M$ stages, the signal can be approximated by a linear function of the dictionary elements:

$$
\begin{equation*}
\hat{f}[i]=\sum_{k=1}^{M} t[k] w_{\gamma_{k}}[i] . \tag{55.8}
\end{equation*}
$$



FIGURE 55.6: Separable spatial subband pyramid. Two level analysis system configuration and subband passbands shown. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in Image Technology: Advances in Image Processing, M ultimedia, and M achine Vision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).

The above technique has useful signal representation properties. For example, the dictionary element chosen at each stage is the element that provides the greatest reduction in mean square error between the true signal $f[i]$ and the coded signal $\hat{f}[i]$. In this sense, the signal structures are coded in order of importance, which is desirablein situationswherethe bit budget is limited. For image and video coding applications, this means that the most visible features tend to be coded first. Weaker image features are coded later, if at all. It is even possi ble to control which types of image features are coded well by choosing dictionary functions to match the shape, scale, or frequency of the desired features.

An interesting feature of the matching pursuit technique is that it places very few restrictions on the dictionary set. The original Mallat and Zhang paper considers both Gabor and wave-packet function dictionaries, but such structure is not required by the algorithm itself [14]. Mallat and Zhang showed that if the dictionary set is at least complete, then $\hat{f}[i]$ will eventually converge to $f[i]$, though the rate of convergence is not guaranteed [14]. Convergence speed and thus coding efficiency are strongly related to the choice of dictionary set. However, true dictionary optimization can be difficult because there are so few restrictions. Any collection of arbitrarily sized and shaped functions can be used with matching pursuits, as long as completeness is satisfied.

Bergeaud and $M$ allat used the matching pursuit technique to represent and process images [1]. Neff and Zakhor have used the matching pursuit technique to code the motion prediction error signal [20]. Their coder divides each motion residual into blocks and measures the energy of each block. The center of the block with the largest energy value is adopted as an initial estimate for the inner product search. A dictionary of Gabor basis vectors, shown in Fig. 55.7, is then exhaustively matched to an $S \times S$ window around the initial estimate. The exhaustive search can bethought of as follows. Each $N \times N$ dictionary structure is centered at each location in the search window, and the inner product between thestructure and thecorresponding $N \times N$ region of image data is computed. The largest inner-product is then quantized. The location, basis vector index, and quantized inner product arethen coded together.

Video sequences coded using matching pursuit do not suffer from either blocking or ringing artifacts, because the basis vectors are only coded when they are well-matched to the residual signal. As bit rate decreases, the distortion introduced by matching pursuit coding takes the form of a gradually increasing blurriness (or loss of detail). Since matching pursuits involves exhaustive search, it is more complex than DCT approaches, especially at high bit rates.


FIGURE 55.7: Separable two-dimensional $20 \times 20$ Gabor dictionary.

Figure $55.8(\mathrm{~d})$ shows frame 250 of the 15 frame/s CIF Coast-guard sequence coded at $112 \mathrm{Kbits} / \mathrm{s}$ using the matching pursuit video coder described by Neff and Zakhor [20]. This frame does not suffer from the blocky artifacts, which affect the DCT coders as shown in Fig. 55.8(b). M oreover, it does not suffer from the ringing noise, which affects the subband coders as shown in Figs. 55.8(c) and 55.11(c).

### 55.2.3 Discussion

Figure 55.8 shows frame 250 of the 15 frame/s CIF Coast-guard sequence coded at $112 \mathrm{Kbits} / \mathrm{s}$ using DCT, subband, and matching pursuit coders. TheDCT coded frame suffers from blocking artifacts. The subband coded frame suffers from ringing artifact.

Figure55.9 compares thePSN R performanceof the matching pursuit coder [20] to a DCT (H.263) coder [3] and a zerotree subband coder [16] when coding the Coast-guard sequence at $112 \mathrm{Kbits} / \mathrm{s}$. The matching pursuit coder [20] in this example has consistently higher PSNR than the H. 263 [3] and the zerotree subband [16] coders. Table 55.1 shows the average luminance PSN Rs for different sequences at different bit rates. In all examples mentioned in Table55.1, the matching pursuit coder has higher average PSNR than the DCT coder. The subband coder has the lowest average PSN R.

TABLE 55.1 The Average Luminance PSNR of Different Sequences at Different Bit Rates When Coding Using a DCT Coder (H.263) [3], Zero-Tree Subband Coder (ZTS) [16], and M atching Pursuit Coder (M P) [20]

|  |  | Rate |  | PSNR (dB) |  |  |
| :--- | ---: | ---: | ---: | ---: | :---: | :---: |
| Sequence | Format | Bit | Frame | DCT | ZTS | M P |
| Container-ship | QCIF | 10 K | 7.5 | 29.43 | 28.01 | 31.10 |
| Hall-M onitor | QCIF | 10 K | 7.5 | 30.04 | 28.44 | 31.27 |
| M other-Daughter | QCIF | 10 K | 7.5 | 32.50 | 31.07 | 32.78 |
| Container-ship | QCIF | 24 K | 10.0 | 32.77 | 30.44 | 34.26 |
| Silent-Voice | QCIF | 24 K | 10.0 | 30.89 | 29.41 | 31.71 |
| M other-Daughter | QCIF | 24 K | 10.0 | 35.17 | 33.77 | 35.55 |
| Coast-Guard | QCIF | 48 K | 10.0 | 29.00 | 27.65 | 29.82 |
| News | CIF | 48 K | 7.5 | 30.95 | 29.97 | 31.96 |



FIGURE 55.8: Frame 250 of Coast-guard sequence, original shown in (a), coded at $112 \mathrm{Kbits} / \mathrm{s}$ using (b) DCT based coder (H.263) [3], (c) zerotree subband coder [16], and (d) matching pursuit coder [20]. Blocking artifacts can be noticed on the DCT coded frame. Ringing artifacts can be noticed on the subband coded frame.

### 55.2.4 Quantization

M otion compensation and residual error decomposition reduce the redundancy in the video signal. However, to achieve low bit rates, we must tolerate some distortion in the video sequence. This is because we need to map the residual and motion information to a fewer collection of codewords to meet the bit rate requirements.

Quantization, in a general sense, is the mapping of vectors (or scalars) of an information source into a finite collection of codewords for storage or transmission [8]. This involves two processes: encoding and decoding. Theencoder blocks the source $\{t[i]\}$ into vectors of length $n$, and maps each vector $T^{n} \in \mathcal{T}^{n}$ into a codeword $c$ taken from a finite set of codewords $\mathcal{C}$. The decoder maps the codeword $c$ into a reproduction vector $Y^{n} \in \mathcal{Y}^{n}$ where $\mathcal{Y}$ is a reproduction alphabet. If $n=1$, it is called scalar quantization. Otherwise, it is called vector quantization.

The problem of optimum mean squared scalar quantization for a given reproduction alphabet size was independently solved by Lloyd [13] and M ax [17]. They found that if $t$ is a real scalar random


FIGURE 55.9: Frame-by-framedistortion of theluminancecomponent of theCoast-guard sequence, reconstructed from 112 K bits/sH . 263 bit stream (solid line) [3], azerotreesubband bit-stream (dotted line) [16], and from a matching pursuit bit stream (dashed line) [20]. Consistently, the matching pursuit coder had the highest PSN R while the DCT coder had the lowest PSN R.
variable with continuous probability density function $p_{t}(t)$, then the quantization thresholds are

$$
\begin{equation*}
\hat{t}_{k}=\frac{r_{k}+r_{k-1}}{2}, \tag{55.9}
\end{equation*}
$$

which is the geometric mean of the interval $\left(r^{k-1}, r^{k}\right]$, where

$$
\begin{equation*}
r_{k}=\frac{\int_{\hat{t}_{k}}^{\hat{t}_{k+1}} x p_{x}(x) d x}{\int_{\hat{t}_{k}}^{\hat{t}_{k+1}} p_{x}(x) d x} \tag{55.10}
\end{equation*}
$$

arethereconstruction levels. Iterativenumerical methods are required to solve for the reconstruction and quantization levels.

The simplest scalar quantizer is the uniform quantizer for which the reconstruction intervals are of equal length. The uniform quantizer is optimal when the coefficients have a uniform distribution. M oreover, dueto its simplicity and good general performance, it is commonly used in codingsystems.

A fundamental result of Shannon'sratedistortion theory isthat better performancecan beachieved by coding vectors instead of scalars, even if the source is memoryless [8, 19]. Linde et al. [12] generalized the Lloyd-M ax algorithm to vector quantization. Vector quantization exploits spatial redundancy in images, a function also served by the transformation block of Fig. 55.1, so it is sometimes applied directly to the image or video pixels [19].

M emory can be incorporated into scalar quantization by predicting the current sample from the previous samples and quantizing the residual error, e.g., linear predictive coding.

The human visual system is sensitive to some frequency bands morethan others. So, humanstolerate more losses in some bands and less in others. In practice, the DCT coefficients corresponding to a particular frequency are grouped together to form a band, or in the case of subband decomposi-
tion, the bands are simply the subband channels. Different quantizers are then applied to each band according to its visual importance.

### 55.2.5 Coding of Quantized Symbols

Thesimplest method to codequantized symbols isto assign a fixed number of bits per symbol. For an alphabet of $L$ symbols, this approach requires $\left\lceil\log _{2} L\right\rceil$ bits per symbol. This method, however, does not exploit the coding redundancy in the symbols. Coding redundancy is eliminated by minimizing the averagenumber of bits per symbol. Thisis achieved by givingfewer bits to morefrequent symbols and more bits to less frequent symbols. Huffman [9] or arithmetic coding [21] schemes are usually used for this purpose.

In image and video coding, a significant number of the transform coefficients arezeros. M oreover, the "significant" DCT transform coefficients (low frequency coefficients) of a block can be predicted from theneighboring blocks resulting in a larger number of zero coefficients. To codethe zero coefficients, run-length is performed on a reordered version of the transform coefficients. Figure55.10(a) shows a commonly used zigzag scan to code $8 \times 8$ block DCT coefficients. Figure 55.10 (b) shows a scan used to code subband coefficients commonly known as zero-tree coding [24]. The basic idea behind zero-tree coding is that if a coefficient in a lower frequency band (coarse scale) is zero or insignificant, then all the coefficients of the same orientation at higher frequencies (finer scales) are very likely to be zero or insignificant [16, 24]. Thus, the subband coefficients are organized in a data structure design based on this observation.


FIGURE 55.10: (a) A common scan for an $8 \times 8$ block DCT. (b) A common scan for subband decompositions (zero-tree).

### 55.3 Desirable Features

Some video applications require the encoder to provide more than good compression performance. For example, it is desirable to have scalable video compression schemes so that different users with different bandwidth, resolution, or computational capabilities can decodefrom the samebit-stream.

Cellular applicationsrequirethecoder to provideabit-stream that isrobust when transmission errors occur. Other features include object-based manipulation of the bit-stream and the ability to perform content search. This section addresses two important desired features, namely scalability and error resilience.

### 55.3.1 Scalability

Developing scalable video compression algorithms has attracted considerable attention in recent years. Scal ablecompression refers to encoding a sequencein such a way so that subsets of theencoded bit-stream correspond to compressed versions of the sequence at different rates and resolutions. Scalable compression is useful in today's heterogeneous networking environment in which different users have different rate, resolution, display, and computational capabilities.

In rate scalability, appropriate subsets areextracted in order to tradedistortion for bit rateat a fixed display resolution. Resolution-scalability, on the other hand, means that extracted subsets represent the image or video sequence at different resolutions. Rate and resolution-scalability usually also provide a means of scaling the computational demands of the decoder. Resolution-scalability is best thought of as a property of the transformation block of Fig. 55.1. Both the DCT and subband transformations may be used to provide resolution-scalability. Rate-scalability, however, is best thought of as a property of the quantization and coding blocks.

Hybrid video coders can achieve scalability using multi-layer schemes. For example, in a two layer rate-scalable coder, the first layer codes the video at a low bit rate, while the second layer codes the residual error based on the source material and what has been coded thus far. These layers are usually called the base and enhancement layers. Such schemes, however, do not support fully scalable video, i.e., they can only provide a few levels of scalability, e.g., a few rates. The bottleneck is motion compensation, which is a nonlinear feedback predictor. To understand this, observe that the storage block of Fig. 55.1 is a memory element, storing values $\tilde{f}[\vec{i}]$ or $\tilde{t}[\vec{k}]$, recovered during decoding, until they are required for prediction. In scalable compression algorithms, the value of $\tilde{f}[\vec{i}]$ or $\tilde{t}[\vec{k}]$, obtained during decoding, depends on constraints, which may be imposed after the bit-stream has been generated. For example, if the algorithm is to permit rate scalability, then the value of $\tilde{f}[\vec{i}]$ or $\tilde{t}[\vec{k}]$ obtained by decoding a low rate subset of the bit-stream can be expected to bea poorer approximation to $f[\vec{i}]$ or $t[\vec{k}]$, respectively, than the valueobtained by decoding from ahigher rate subset of the bit-stream. This ambiguity presents a difficulty for the compression algorithm, which must select a particular value for $\tilde{f}[\vec{i}]$ or $\tilde{t}[\vec{k}]$ to serve as a prediction reference.

This inherent non-scalability of motion compensation is particularly problematic for video compression wherescal ability and motion compensation areboth highly desirablefeatures. As solution, Taubman and Zakhor [28, 29] used three dimensional subband decompositionsto codevideo. They first compensated for the camera pan motion, then used three-dimensional subband decomposition. The coefficients in each subband arethen quantized by a layered quantizer in order to generate a fully scalable video with fine granularity of bit rates. Temporal filtering, however, introduces significant overall latency, a critical parameter for interactive video compression applications. To reduce this effect, it is possible to use a 2-tap temporal filter, which results in one frame of delay.

As a visual demonstration of the quality tradeoff inherent to rate-scalable video compression, Fig. 55.11 shows frame 210 of the Ping-pong video sequence, decompressed at bit rates of 1.5 $\mathrm{M} \mathrm{bits} / \mathrm{s}, 300 \mathrm{kbits} / \mathrm{s}$, and $60 \mathrm{kbits} / \mathrm{s}$ for monochrome display using the scalable coder developed by Taubman and Zakhor [28]. As the bit rate decreases, theframeisless detailed and suffers more from ringing noise, i.e., the visual quality decreases. Figure 55.12 shows the PSN R characteristics of the scalable coder and M PEG-1 coder as a function of bit rate. The curve corresponding to the scalable coder corresponds to one encoded bit-stream decoded at arbitrary bit rates, while the three points for the M PEG-1 coder correspond to three different encoded bit-streams encoded and decoded at these different rates. As seen the scalable codec offers a fine granularity of available bit rates with
little or no loss in PSNR as compared to M PEG-1 codec.


FIGURE 55.11: Frame 210 of PING-PONG sequence decoded from scalable bit stream at (a) 1.5 M bits $/ \mathrm{s}$, (b) $300 \mathrm{Kbits} / \mathrm{s}$, and (c) $60 \mathrm{Kbits} / \mathrm{s}$ [28]. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in Image Technology: Advances in Image Processing, M ultimedia, and M achineVision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).

Real time software only implementation of scalable video codec has also received a great deal of attention over the past few years. Tan et al. [27] have recently proposed a real-time software only implementation of the modified version of the algorithm in [28] by replacing the arithmetic coding with block coding. The resulting scalable coder is symmetric in encoding and decoding complexity and can encodeup to 17 frames/sfor rates as high as 1 M bits/s on a $171 \mathrm{M} \mathrm{Hz} \mathrm{Ultra-Sparc} \mathrm{workstation}$.

### 55.3.2 Error Resilience

When transmitting video over noisy channels, it is important for bit-streams to be robust to transmission errors. It is also important, in case of errors, for the error to be limited to a small region and not to propagate to other areas. If the coder is using fixed-length codes, the error will belimited to the region of the bit-stream where it occurred and the rest of the bit-stream will not be affected. Unfortunately, fixed-length codes do not provide good compression performance, especially since the histogram of the transform coefficients has a significant peak around low frequency.

PSNR (dB)


FIGURE 55.12: Rate-distortion curves for PING-PONG sequence. Overall PSNR values for Y, U, and V components for the codec in [28] are plotted against the bit ratelimit imposed on the rate-scalable bit stream prior to decompression. M PEG-1 distortion values are also plotted as connected dots for reference. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in Image Technology: Advances in Image Processing, M ultimedia, and M achineVision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).

In order to achieve such features when using variable length codes, the bit-stream is usually partitioned into segments that can be independently decoded. Thus, if a segment is lost, only that region of the video is affected. A segment is usually a small part of a frame. If an error occurs, the decoder should haveenough information to know the beginning and theend of a segment. Therefore, synchronization codes are added to the beginning and end of each segment. M oreover, to limit the error to asmaller part of the segment, reversiblevariablelength codes may beused [26]. So, if an error occurs, the decoder will advance to the next synchronization code and can decode in the backward direction till the error is reached.

As is evident, there is a tradeoff between good compression performance and error resilience. In order to reduce the cost of error resilient codes, some approaches jointly optimize the source and channel codes $[6,23]$.

### 55.4 Standards

In this section we review themajor video compression standards. Essentially, theseschemes arebased on the building blocks introduced in Section 55.2. All these standards use the DCT. Table 55.2 summarizes the basic characteristics and functionalities supported by existing standards. Sections 55.4.2, 55.4.3, and 55.4.5 outline the M otion Picture Experts Group (M PEG) standards for video compression. Sections 55.4.1 and 55.4.4 review the CCITT H. 261 and H. 263 standards for digital video communications. This section lists the standards according to their chronological order in order to provide an understanding of the progress of the video compression standardization process.

TABLE 55.2 Summary of the Functionalities and Characteristics of the Existing Standards

| Attribute | ITU |  | ISO |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | H. 261 | H. 263 | M PEG-1 | M PEG-2 | M PEG-4 |
| Applications <br> Bit rate | Video- <br> conferencing <br> 64K-1M | Videophone $<64 K$ | $\begin{aligned} & \text { CD storage } \\ & 1.0-1.5 \mathrm{M} \end{aligned}$ | Broadcast $2-10 M$ | Wide range (multimedia) 5K-4M |
| M aterial <br> Object <br> shape | Progressive Rectangular | Progressive <br> Arbitrary (simple) | Progressive, interlaced Rectangular | Progressive, interlaced Rectangular | Progressive, interlaced Arbitrary |
| Transform | $8 \times 8$ DCT | Residu $8 \times 8 \mathrm{DCT}$ | Coding $8 \times 8 \mathrm{DCT}$ | $8 \times 8$ DCT | $8 \times 8$ DCT |
| Quantizer | Uniform | Uniform <br> Motion C | Weighted uniform pensation | Weighted uniform | Weighted uniform |
| Type | Block | Block | Block | Block | Block, sprites |
| Block size | $16 \times 16$ | $\begin{aligned} & 16 \times 16, \\ & 8 \times 8 \end{aligned}$ | $16 \times 16$ | $16 \times 16$ | $\begin{aligned} & 16 \times 16, \\ & 8 \times 8 \end{aligned}$ |
| Prediction type Accuracy Loop filter | Forward <br> Onepixel Yes | Forward, backward Half pixel No | Forward, backward Half pixel No | Forward, backward Half pixel No | Forward, backward Half pixel No |
| Scalability |  |  |  |  |  |
| Temporal Spatial Bit rate Object | No No No No | Yes <br> Yes <br> Yes <br> No | Yes <br> No <br> No <br> No | Yes <br> Yes <br> Yes <br> No | Yes <br> Yes <br> Yes <br> Yes |

### 55.4.1 H. 261

Recommendation H. 261 of the CCITT Study Group XV was adopted in December 1990 [2] as a video compression standard to be used for video conferencing applications. The bit rates supported by H. 261 are $p \times 64 \mathrm{Kbits} / \mathrm{s}$, where $p$ is in the range 1 to 30 . H. 261 supports two source formats: CIF ( $352 \times 288$ luminance and $176 \times 144$ chrominance) and QCIF ( $176 \times 144$ luminance and $88 \times 72$ chrominance). The chrominance components are subsampled by two in both the vertical and horizontal directions.

The transformation used in H .261 is the $8 \times 8$ block-DCT. Thus, there are four luminance (Y) DCT blocks for each pair of $U$ and $V$ chrominanceDCT blocks. Thesesix DCT blocksarecollectively referred to as a macro-block. The macro-blocks are grouped together to construct a group of blocks (GOB), which relates to $11 \times 3$ region of macro-blocks. Each macro-block may individually be specified as intra-coded or inter-coded. The Intra-coded blocks are coded independently of the previous frame and so do not conform to the model of Fig. 55.1. They are used when successive frames are not related, such as during scenechanges, and to avoid excessive propagation of the effects of communication errors. Inter-coded blocks use the motion compensation predictive feedback loop of Fig. 55.1 to improve compression performance. The motion estimation scheme is based on $16 \times 16$ pixel blocks. Each macro-block is predicted from the previous frame and is assigned exactly one motion vector with one pixel accuracy.

The data for each frame consists of a picture header that includes a start code, a temporal reference for the current coded picture, and the source format. The picture header is followed by the GOB layer. The data of each GOB has a header that includes a start code to indicate the beginning of a GOB, the GOB number to indicate the position of the GOB, and all information necessary to code each GOB independently. This will limit the loss if an error occursduring the transmission of a GOB. The header of the GOB is followed by the motion data, then followed by the block information.

### 55.4.2 MPEG-1

The first (MPEG) video compression standard [7], M PEG-1, is intended primarily for progressive video at 30 frames $/ \mathrm{s}$. Thetargeted bit rate is in the range 1.0 to 1.5 M bits/s. M PEG-1 was designed to store video on compact discs. Such applications require M PEG-1 to support random access to the material on the disc, fast forward and backward searches, reverse playback, and audio visual synchronization. M PEG-1 is also a hybrid coder that is based on the $8 \times 8$ block DCT and $16 \times 16$ motion compensated macro-blocks with half pixel accuracy.

The most significant departure from H. 261 in MPEG-1 is the introduction of the concept of bi-directional prediction, together with that of group of pictures (GOP). These concepts may be understood with the aid of Fig. 55.13. Each GOP commences with an intra-coded picture (frame), denoted I in the figure. The motion compensated predictive feedback loop of Fig. 55.1 is used to compressthesubsequent inter-coded frames, marked P. Finally, thebi-directionally predicted frames, marked $B$ in Fig. 55.13, are coded using motion compensated prediction based on both previous and successivel or P frames. Bidirectional prediction conforms essentially to the model of Fig. 55.1, except that the prediction signal is given by

$$
a \tilde{f}\left[\vec{i}-\overrightarrow{d_{i}^{f}}\right]+b \tilde{f}\left[\vec{i}-\overrightarrow{d_{i}^{b}}\right]
$$

In this notation, $\tilde{f}$ is a reconstructed frame, $\overrightarrow{d_{\vec{i}}^{f}}\left(h_{\vec{i}}^{f}, v_{\vec{i}}^{f}, n^{f}\right)$, where $\left(h_{i}^{f}, v_{\vec{i}}^{f}\right)$ is a forward motion vector describing the motion from the previous I or P frame, and $n^{f}$ is the frame distance to this previous I or P frame. Similarly, $\overrightarrow{d_{i}^{b}}=\left(h_{\vec{i}}^{b}, v_{\vec{i}}^{b},-n^{b}\right)$, where $\left(h_{\vec{i}}^{b}, v_{\vec{i}}^{b}\right)$ is a backward motion vector describing the motion to the next I or P frame, and $n_{b}$ is the temporal distance to that frame. The weights $a$ and $b$ are given either by

$$
\begin{array}{ll}
a=1 \\
b=0
\end{array}, \quad \begin{array}{ll}
a=0 \\
b=1
\end{array}, \quad \text { or } \quad \begin{aligned}
& a=n_{b} /\left(n_{f}+n_{b}\right) \\
& b=n_{f} /\left(n_{f}+n_{b}\right)
\end{aligned}
$$

corresponding to forward, backward, and average prediction, respectively. Each bi-directionally predicted macro-block is independently assigned one of these three prediction strategies.


FIGURE 55.13: M PEG's group of pictures (GOP). Arrows represent direction of prediction. (Source: Taubman, D., Chang, E., and Zakhor, A., Directionality and scalability in subband image and video compression, in Image Technology: Advances in Image Processing, M ultimedia, and M achine Vision, Jorge L.C. Sanz, Ed., Springer-Verlag, New York, 1996. With permission).

An M PEG-1 decoder can reconstruct theI and P frames without the need to decode the B frames. This is a form of temporal scalability and is the only form of scalability supported by M PEG-1.

### 55.4.3 MPEG-2

The second M PEG standard, M PEG-2, targets 60 fields/s interlaced television; however, it also supports progressive video. Thetargeted bit rate is between $2 \mathrm{M} \mathrm{bits} / \mathrm{s}$ and 10 M bits/s. M PEG supports frames sizes up to $2^{14}-1$ in each direction; however, the most popular formats are CCIR 601 $(720 \times 480)$, CIF $(352 \times 288)$, and SIF $(352 \times 240)$. The chrominance can be sampled in either the 4:2:0 (half as many samples in the horizontal and vertical directions), 4:2:2 (half as many samples in the horizontal direction only), or 4:4:4 (full chrominance size) formats.

M PEG-2 supports scalability by offering four tools: data partitioning, signal-to-noise-ratio (SNR) scalability, spatial scalability, and temporal scalability. D ata partitioning can be used when two channels are available. The bit-stream is partitioned into two streams according to their importance. The most important stream is transmitted in the more reliable channel for better error resilience performance. SNR (rate), spatial, and temporal scalable bit-streams are achieved through the definition of a two-layer coder. The sequence is encoded into two bit-streams called lower and enhancement layer bit-streams. The lower bit-stream can be encoded independently from the enhancement layer using an MPEG-2 basic encoder. The enhancement layer is combined with the lower layer to get a higher quality sequence. The M PEG-2 standard supports hybrid scalabilities by combining these tools.

### 55.4.4 H. 263

The international telecommunication union recommended H. 263 standard to be used for video telephony (video coding for narrow telecommunications channels) [3]. Although, the bit rates specified are smaller than $64 \mathrm{Kbits} / \mathrm{s}, \mathrm{H} .263$ is also suitable for higher bit rates. H. 263 supports three sourceformats: CIF ( $352 \times 288$ luminanceand $176 \times 144$ chrominance), QCIF ( $176 \times 144$ luminance and $88 \times 72$ chrominance), and sub-QCIF ( $128 \times 96$ luminance and $64 \times 48$ chrominance).

The transformation used in H. 263 is the $8 \times 8$ block-DCT. As in H.261, a macro-block consists of four luminance and two chrominance blocks. The motion estimation scheme is based on $16 \times 16$ and $8 \times 8$ pixel blocks. It alternates between them according to the residual error in order to achieve better performance. Each inter-coded macro-block is assigned one or four motion vectors with half pixel accuracy. M otion estimation is done in both forward and backward directions.
H. 263 provides a scalable bit-stream in the same fashion M PEG-2 does. This includes temporal, spatial, and rate (SNR) scalabilities. M oreover, H. 263 has been extended to support coding of video objects of arbitrary shape. The objects are segmented and then coded the same way rectangular objects are coded with slight modification at the boundaries of the object. The shape information is embedded in thechrominancepart of the stream by assigning the least used color to the parts outside the object in the rectangular frame. The decoder uses the color information to detect the object in the decoded stream.

### 55.4.5 MPEG-4

The moving picture expert group is developing a video standard that targets a wide range of applications including Internet multimedia, interactive video games, video-conferencing, video-phones, multimedia storage, wireless multimedia, and broadcasting applications. Such a wide range of applications needs a large range of bit rates, thus M PEG-4 supports a bit rate range of $5 \mathrm{Kbits} / \mathrm{s}$ to 4 M bits/s. In order to support multimedia applications effectively, M PEG-4 supports synthetic and natural image and video in both progressive and interlaced formats. It is also required to provide object-based scalabilities (temporal, spatial, and rate) and object-based bit-stream manipulation, editing, and access [5, 25]. Since it is also intended to be used in wireless communications, it should be robust to high error rates. The standard is expected to be finalized in 1998.
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### 56.1 Introduction

Digital television is being widely adopted for various applications ranging from high-end applications, such as studio recording, to consumer applications, such as digital cable TV and digital DBS (Direct Broadcasting Satellite) TV. For example, several digital video tape recording standards, using component format (D1 and D5), composite format (D2 and D3), or compressed component formats (Digital Betacam) arecommonly used by broadcasters and TV studios[1]. These standards preserve the best possible picturequality at the expense of high data rates, ranging from approximately 150 to 300 M bps. When captured in a digital format, the picture quality can be free from degradation during multiple generations of recording and playback, which is extremely attractive to studio editing. However, transmission of these high data-rate signals may be hindered due to lack of transmission media with an adequate bandwidth. Although it is possible, the associated transmission cost will be very high. The bit rate requirement for high definition television (HDTV) is even moredemanding, which may exceed 1 Gbps in an uncompressed form. Therefore, data compression is essential for economical transmission of digital TV/HDTV.

Beforemotion-compensated DCT coding technology becamematurein recent years, transmission of high-quality digital television used to be carried out at 45 M bps using DPCM techniques. Today, by incorporating advanced motion-compensated DCT coding, comparable picture quality can be achieved at about one-third of the rate required by DPCM -coded video. For entertainment applications, the requirement on picture quality can be relaxed a little bit to allow more TV channels to fit into the samebandwidth. It is generally agreed that 3 to 4 M bps for movie-originated or low-activity interlaced video (talk shows, etc.) materials is acceptable, and 6-8 M bps for high-activity interlaced video (sports, etc.) is acceptable. The targeted bit rate for HDTV transmission is usually around

20 Mbps , which is chosen to match the available digital bandwidth of terrestrial broadcast channels allocated for conventional TV signals.

### 56.2 EDTV/HDTV Standards

Theconcept of H DTV system and efficient transmission format was originally explored by researches at NHK (Japan Broadcasting Corp.) morethan 20 years ago [2] in order to offer superior picturequality while conserving bandwidth. M ain HDTV features, including more scan lines, higher horizontal resolution, wider aspect ratio, better color representation, and higher frame rate, were identified. With these new features, HDTV is geared to offer picture quality close to that of $35-\mathrm{mm}$ prints. However, the transmission of such a signal will require a very wide bandwidth. During the last 20 years, intensive research efforts have been engaged toward video coding to reduce bandwidth.

Currently there are two dominant HDTV production formats being used worldwide; one is the $1125-$ line/ $60-\mathrm{Hz}$ system primarily used in Japan and the U.S. and the other is the $1250-\mathrm{line} / 50-\mathrm{Hz}$ system primarily used in Europe. The main scanned raster characteristics of these two formats are listed in Table 56.1. The nominal bandwidth of theluminance component is about 30 M Hz (in some cases, 20 M Hz was quoted). Roughly speaking, the H DTV signal can carry about six times as much information as a conventional TV signal.

TABLE 56.1 M ain Scanned Raster Characteristics of the $1125-$ line/60-Hz System and the 1250 -line/ $50-\mathrm{Hz}$ System

| Format | Total scan lines <br> per frame | Active lines <br> per frame | Scanning <br> format | Aspect <br> ratio | Field rate |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1125 | 1035 | $2: 1$ interlaced | $16: 9$ | $60.00 / 59.94$ |
| 2 | 1250 | 1152 | $2: 1$ interlaced | $16: 9$ | 50.00 |

Development of HDTV transmission techniques in the early days was focused on bandwidthcompatible approaches that use the same analog bandwidth as a conventional TV signal. In some cases, in order to conserve bandwidth or to offer compatibility with an existing conventional signal or display, a compromised system-Enhanced or Extended Definition TV—was developed instead. The EDTV signal does not offer the picture quality and resolution required for an HDTV signal; however, it enhances the picture quality/resolution of conventional TV.

### 56.2.1 MUSE System

The most well-known early development in HDTV coding is the M USE (Multiple Sub-Nyquist Sampling Encoding) system at NHK [3, 4]. The main concept of the MUSE system is adaptive spatial-temporal subsampling. Since human eyes have better spatial sensitivity for stationary or slow-moving scenes, the full spatial resolution is preserved while the temporal resolution is reduced for these scenes in the M U SE system. For fast moving scenes, the spatial sensitivity of human eyes dedines so that reducing the spatial resolution will not significantly affect perceived picture quality. The MUSE signal is intended for analog transmission with a baseband bandwidth of 8.1 MHz , which can be fitted into a satellite transponder for a conventional analog TV signal. However, it should be noted that most signal processing employed in the M USE system is in the digital domain. The M USE coding technique was later modified to reduce bandwidth requirement for transmission over 6-M Hz terrestrial broadcasting channels (Narrow-M USE) [5]. Currently, M U SE-based H DTV programming is being broadcast regularly through a DBS in Japan.

### 56.2.2 HD-MAC System

A development similar to the M USE was initiated in Europe as well. The system, HD-M AC (HighDefinition M ultiplexed AnalogComponent), is also based on theconcept of adaptivespatial-temporal subsampling. Depending on theamount of motion, each block, consisting of $8 \times 8$ pixels, isclassified into either the 20-, 40 -, or $80-\mathrm{ms}$ mode [6]. For a fast-moving block (the $20-\mathrm{ms}$ mode), it is transmitted at the full temporal resolution, but at $1 / 4$ spatial resolution. For a stationary or slowmoving block (the 80 -ms mode), it is transmitted at full spatial resolution, but at $1 / 4$ temporal resolution ( $25 / 4$ frames $/ \mathrm{sec}$ ). For the $40-\mathrm{ms}$ block, it is transmitted at half spatial and half temporal resolutions. The mode associated with each block istransmitted as sideinformation through a digital channel at a bit rate nearly 1 Mbps . The subsampling process of the H D-M AC system is illustrated in Fig. 56.1, where the numbers indicate the corresponding fields of transmitted pixels and the "." indicates a pixel not transmitted.


FIGURE 56.1: Adaptive spatial-temporal subsampling of theHD-M AC system. (a) The 80-ms mode for stationary to very-slow moving scenes, (b) the 40-ms mode for medium-speed moving scenes, and (c) the $20-\mathrm{ms}$ mode for fast moving scene.

### 56.2.3 HDTV in North America

HDTV development in North America started much later than that in Japan and Europe. The Advisory Committee on Advanced Television Services (ACATS) was formed in 1987 to adviseFederal Communications Commission (FCC) on the facts and circumstances regarding advanced television systems for terrestrial broadcasting. The proposed systems in early days were all intended for analog transmission [7]. However, the direction of U.S. HDTV development took a 180-degree turn in 1990 since General Instrument (GI) entered the U.S. HDTV race by submitting an all-digital HDTV system proposal to the FCC. The final contender in the U.S. HDTV race consisted of one analog system (Narrow-M USE) and four digital systems, which all employed motion compensated DCT coding. Extensive testings on the five proposed systems were conducted in 1991 and 1992 and the testing concluded that there are major advantages in the performance of the digital HDTV systems and only the digital system shall be considered as the standard. However, none of these four digital systems was ready to be selected as the standard without implementing improvements.

With theencouragement from ACATS, thefour U.S. HDTV proponentsformed theGrand Alliance (GA) to combine their efforts for developing a better system. Two HDTV scan formats were adopted by the GA. The main parameters are shown in Table56.2. The lower-resolution format, $1280 \times 720$, is only used for progressive source materials while the high-resolution format, $1920 \times 1080$, can be used for both progressive and interlaced source materials. The digital formats of GA HDTV are carefully designed to accommodate the square-pixel feature, which provides better interoperability with digital video/graphics in the computer environment. Since the main structure of M PEG-2
system and video coding standards were settled at that time and the M PEG-2 video coding standard provides extension to accommodate HDTV formats, the GA adopted M PEG-2 system and video coding (M ain Profile (M P) at High Level (HL)) standards for the U.S. HDTV, instead of creating another standard [8]. However, the GA HDTV adopted the AC-3 audio compression standard [9] instead of the M PEG-2 Layer 1 and Layer 2 audio coding.

TABLE 56.2 M ain Scanned Raster Characteristics of the GA HDTV
Input Signals

| Active <br> samples/line | Active lines <br> per frame | Scanning <br> format | Aspect ratio | Framerate |
| :---: | :---: | :---: | :---: | :---: |
| 1280 | 720 | $1: 1$ progressive | $16: 9$ square pixels | $30.00 / 59.94$ <br>  |
|  |  |  |  | $24 / 23.97$ |
| 1920 | 1080 | $1: 1$ progressive | $16: 9$ square pixels | $30 / 29.97$ |
| 1920 | 1080 | 2:1 interlaced | $16: 9$ square pixels | $30 / 29.976$ |

### 56.2.4 EDTV

EDTV refers to the TV signal that offers quality between the conventional TV and HDTV. Usually, EDTV has the same number of scan lines as the conventional TV, but offers better horizontal resolution. Though it is not a required feature, most EDTV systems offer a wide aspect ratio. When the compatibility with a conventional TV signal is of concern, the additional information (more horizontal details, side panels, etc.) required by theEDTV signal is embedded in the unused spatialtemporal spectrum (called spectrum holes) of the conventional TV signal and can be transmitted in either an analog or digital form [10,11]. When the compatibility with the conventional TV is not required, EDTV can use the component format to avoid the artifacts caused by mixing of chrominance and luminance signals in the composite format. For example, several MAC (Multiplexed Analog Component) systems for analog transmission wereadopted in Europefor DBS and cableTV applications [12, 13]. Usually, thesesignals offer better horizontal resolution and better color fidelity. There were many fully digital TV systems developed in the past. These systems that used adequate spatial resolution and higher bit rates were likely to achieve superior quality to the conventional TV and were qualified as EDTV [14]. Nevertheless, an efficient EDTV system is already embedded in the MPEG-2 video coding standard. Within the context of the standard, the 16:9 aspect ratio and horizontal and vertical resolutions exceeding the conventional TV can be specified in the "Sequence Header". When coded with adequate bit rates, the resulting signal can bequalified as EDTV.

### 56.3 Hybrid Analog/Digital Systems

Today, existing conventional TV sets and other home video equipment represent a massive investment by consumers. The introduction of any new video system that is not compatible with the existing system may face strong resistance in initial acceptance and may take a long time to penetrate households. One way to circumvent this problem during the transition period is to "simulcast" a program in both formats. The redundant conventional TV, being simulcast in a separate channel, can be phased out gradually when most households are able to receive the EDTV or HDTV signal. Intuitively, a more bandwidth efficient approach may be achieved if the transmitted conventional TV signal can be incorporated as a baseline signal and only the enhancement signal is transmitted in an additional channel (called "augmentation channel"). In order to facilitate the compatibility,
an analog conventional TV signal has to be transmitted to allow conventional TV sets to receive the signal. On the other hand, digital video compression techniques may be employed to code the enhancement signals in order to accomplish thebest compression efficiency. Such systems belong to the category of hybrid analog/digital system. A generic system structure for thehybrid analog/digital approach is shown in Fig. 56.2. Dueto theinterlacing processingused in TV standards, therearesome unused holes in the spatial-temporal spectrum [15], which can be used to carry partial enhancement components as shown in Fig. 56.2.


FIGURE 56.2: A generic hybrid analog digital HDTV coding system.

The Advanced Compatible Television System II (ACTV-II), developed by the consortium of NBC, RCA, and the David Sarnoff Research Center during the U.S. ATV standardization process, is an example of a hybrid system. The ACTV-II signal uses a $6-\mathrm{M} \mathrm{Hz}$ channel to carry an NTSC compatible ACTV-I signal and uses an additional $6-\mathrm{MHz}$ channel to carry the enhancement signal. The ACTV-I consists of a main signal, which is fully compatible with the conventional NTSC signal, and enhancement components (luminance horizontal details, luminance vertical-temporal details, and side-panel details of the wide-screen signal), which are transmitted in 3-D spectrum holes of the NTSC signal. The differences between the input H DTV signal and the ACTV-I signal are digitally coded using 4-band subband coding. The digitally coded video difference signal and digital audio signal require a total bandwidth of 20 Mbps and are expected to fit into the $6-\mathrm{MHz}$ bandwidth by using the 16-QAM modulation. The enhancement components of the ACTV-I signal are digitally processed (time expansion and compression) and transmitted in an analog format. Nevertheless, they could be digitally compressed and transmitted, which would result in a hybrid analog/digital ACTV-I signal. For users with conventional TV sets, conventional TV pictures ( $4: 3$ aspect ratio) will be displayed. For users with an ACTV-I decoder and a wide screen (16:9) TV monitor, the widescreen EDTV can be viewed by receiving the signal from the main channel. For those who have an ACTV-II decoder and an HDTV monitor, the H DTV picture can be received by using signals from both the main channel and the associated augmentation channel.

TheH DS/NA system developed by Philips Laboratories is another example of hybrid analog/digital system where the augmentation signal is carried in a $3-\mathrm{M} \mathrm{Hz}$ channel [16]. The augmentation signal consists of side panels to convert the aspect ratio from $4: 3$ to $16: 9$, and high-resolution spatial components. The side panels from two consecutive frames are combined into one frame of panels and are intraframe compressed by using DCT coding with a block size of $16 \times 16$ pixels. Both the horizontal and vertical high-resolution components are also compressed by intraframe DCT coding with some modifications to take into account the characteristics of these signals. The augmentation signals result in a total bit rate of 6 Mbps , which is expected to fit into a $3-\mathrm{M} \mathrm{Hz}$ channel using modulation schemes with efficiency of 2 bits/Hz. However, the HDS/NA system was later modified into an analogsimulcastsystem, HDS/NA-6, which occupiesonlya6-M Hz bandwidth and isintended
to be transmitted simultaneously with a conventional TV in a taboo channel.
Theaugmentation-based hybrid analog/digital approach may be more efficient than the simulcast approach when both conventional TV and HDTV receivers have to be accommodated at the same time. However, for the augmentation-based approach, the reconstruction of the H DTV signal relies on the availability of the conventional TV signal, which implies that the main channel carrying the conventional TV signal can never be eliminated. Due to the inefficient use of bandwidth by the conventional analogTV signal, theoverall bandwidth efficiency of thehybrid analog/digital approach is inferior to that of the fully digital-based simulcast approach. Furthermore, the system complexity of the hybrid approach is likely to behigher than that of thefully digital approach because it requires both analog and digital types of processing.

### 56.4 Error Protection and Concealment

Video coding results in a very compact representation of digital video by removing its redundancy, which leaves the compressed data very vulnerable to transmission errors. Usually, a single transmission error will only affect a single pixel for uncompressed data. However, due to the coding process employed, such as DCT transform and motion-compensated inter-field/frame prediction, a single transmission error may affect a whole block or blocks in consecutive frames. Furthermore, variable length coding is extensively used in most video coding systems, which is even more susceptible to transmission errors. For variable-length coded data, a single bit error may cause the decoder to lose track of codeword boundaries and results in decoding errors in subsequent data. Generally speaking, a single transmission error may result in noticeable picture impairment if no error concealment is applied.

### 56.4.1 FEC

Thefirst effort to protect the compressed digital video in an environment susceptibleto transmission errors should be to reduce transmission errors by employing forward error correction (FEC) coding. FEC adds redundancy, just opposite to data compression, in order to protect the underlying data from transmission errors. Onetrivial FEC example is to transmit each bit repeatedly, say threetimes. A single bit error in each three transmitted bits can be easily corrected by a majority-vote circuit. There are many known FEC techniques which can achieve much better protection without devoting too much bandwidth to redundancy. Today, two types of FEC codes are popularly used for digital transmission over various media. One is Reed-Solomon (RS) code, which belongs to the class of block codes. The other is the convolutional code, which usually operates on continuous data.

The RS code appends a number of redundant bytes to a block of data to achieve error correction. Usually $2 n$ redundant bytes can correct up to $n$ byteerrors. When ahigher level protection is required, more redundant bytes can be attached or alternatively the redundant bytes can be added to shorter data blocks. For digital transmission using the M PEG-2 transport format, in order to maintain the structure of the M PEG-2 transport packets, the $(204,188)$ RS code has been particularly chosen by many standards, which appends 16 redundant bytes to each M PEG-2 transport packet. On theother hand, the U.S. GA-HDTV chose the $(207,187)$ RS code, where the RS redundancy computation is based on the 187-byte data block with the sync byte excluded.

The convolutional code is a powerful FEC code, which generates $m$ output bits for every $n$ input bits. The coderate, $r$, is defined as $r=n / m$. The output bits arenot only determined by thecurrent input bits, but also depend on previous input bits. The depth of the previous input data affecting the output is called the constraint length, $k$. The output stream of the convolutional code is the result of a generator function convolved with the input stream. Viterbi decoding is an efficient algorithm to decode convolutionally coded data. The complexity of the Viterbi algorithm is proportional to
$2^{k}$. Therefore, longer constraint length results in higher decoding complexity. However, longer constraint length also improves FEC performance. A lower rate convolutional code provides more protection at the expense of higher redundancy. For a $r=1 / 2$ and $k=7$ convolutional code, a BER of $10^{-2}$ can be reduced to below $10^{-5}$.

In order to maintain nearly error-free transmission, a very low BER has to be achieved. For example, if an average error-free interval of two hours needs to be achieved for a 6-M bps compressed bit stream, the required BER is $2.3 \times 10^{-11}$. For sometransmission media that havelimited carrier-to-noise ratio, such a low BER may not be achievable using the RS code or convolutional code alone. However, an extremely powerful coding can be accomplished by concatenating the RS code and the convolutional code, where the RS code (called outer code) is used toward the source or sink side and the convolutional code (called inner code) is used toward the channel side. An interleaver to spread bursts of errors is usually used between theinner and outer codein order to improveerror correction capability. The interleaver needs to be carefully designed so that the locations of the sync byte in the ATM packets remain unchanged through the interleaver. A block diagram of the concatenated RS code and convolutional code is shown in Fig.56.3. Some simulations showed that satisfactory performance can be achieved by using the concatenate codes for digital video transmission over the satellitelink [17]. In [17], theoverall BER is about $2^{-11}$, which correspondsto aBER of about $2 \cdot 10^{-4}$ using the convolutional code only.


FIGURE 56.3: Block diagram of concatenated RS code and convolutional code.

### 56.4.2 Error Detection and Confinement

WhileFEC techniques can improveBER significantly, there arestill chances that errors may occur. As mentioned earlier, a singlebit error may cause catastrophic effects on compressed digital video if precaution is not exercised. To avoid theinfiniteerror propagation, oneneedsto identify theoccurrences of errors and to confine the errors during decoding. Dueto the use of variable length coding, a single bit error in the compressed bit stream may cause the decoder to lose track of codeword boundaries. Even though the decoder may regain code synchronization later, the number of decoded data may be more or less than the actual number of samples transmitted, which will affect proper display of the remaining samples. To avoid error propagation, compressed data need to be organized into smaller self-contained data units with unique words to identify the beginning or boundaries of the data unit. In case transmission errors occur in preceding data units, the current data unit can still be properly decoded. In the M PEG-2 video coding standard, the slice is the smallest self-contained data unit, which hasa unique32-bit slice_start_codeand information regarding its location within a picture[18]. Therefore, a transmission error in one slice will not affect the proper decoding of subsequent slices.

However, for inter-field/frame coded pictures, the artifacts in the error-contaminated slice will still propagate to subsequent pictures, which use this slice as reference. Error concealment is a technique to mitigate artifacts caused by transmission errors in the reconstructed picture.

### 56.4.3 Error Concealment

For DCT-based video coding, some analytic work was conducted in [19] to derive an optimal reconstruction method based on received blocks with missing DCT coefficients. The solution consists of three linear interpolation in the spatial, temporal, and frequency domains from the boundary data, reconstructed referenceblock, and received DCT block, respectively. When the completeblock is missing, the optimal solution becomes a linear combination of a block replaced by the corresponding block in the previous frame and a spatially interpolated block from boundary pixels. This method needsto go through an iterative process to restore damaged data when consecutiveblocks are corrupted by errors. The above concealment technique was further improved in [20, 21] by incorporating an adaptivespatial-temporal interpolation schemeand a multi-directional spatial interpolation scheme.

When a temporal concealment scheme is used, the picture quality in the moving area can be improved by incorporating a motion compensation technique The motion vector for a missing or corrupted macroblock can be estimated from the motion vectors of surrounding macroblocks. For example, the motion vector can be estimated based on the averaged motion vector from the macroblocks above and below the underlying block, as suggested in the M PEG-2 video standard. However, when the neighboring reference macroblocks are intra-coded, there are no motion vectors associated with these macroblocks. The M PEG-2 video coding standard allows transmission of the "concealment_motion_vectors" associated with intra-coded macroblocks, which can be used to estimate the motion vector for the missing or corrupted macroblock.

### 56.4.4 Scalable Coding for Error Concealment

When the requirement of error-freetransmission cannot be met, it may be useful to providedifferent protection of underlying data according to the visual importance of the compressed data. This will be useful for transmission media which have different delivery priorities or provide different levels of FEC protection for underlying data. The data that can be used to reconstruct basic pictures are usually treated as high-priority data while the data used to enhance the pictures are treated as lowpriority data. For these visually important data, high redundancy is used to offer more protection (or high priority in a cell-based transport system). Therefore, the high-priority data can always be reliably delivered. On the other hand, any errors in the low-priority data will only result in minor degradation. Therefore, if any error is detected in the low-priority data, the affected data can be discarded withoutsignificantly degradingthepicturequality. Nevertheless, if concealmenttechniques by spatial-temporal interpolation as described above can be applied to affected areas, this will further improve picture quality. The scal able source coding processes the underlying signal in a hierarchical fashion according to the spatial resolution, temporal resolution, or picture signal-to-noise ratio, and organizes the compressed data into layers so that a lower-level data set can be used to reconstruct a basic video sequence and the quality can be improved by adding higher levels. M any coding systems can offer the scalable coding feature if the underlying data is carefully partitioned [22, 23]. The M PEG-2 video coding standard also offers scalable extension to accommodate spatial, temporal, and SNR scalability.

### 56.5 Terrestrial Broadcasting

In conventional analogTV standards, in order to allow low-costTV receivers to acquirethecarrier and subcarrier frequencies easily, the transmitted analog signals always contain these two frequencies in high strength, which arethe potential cause for co-channel and adjacent-channel interferences. This problem becomes moreprominent in theterrestrial broadcasting environment, wherethetransmitter of an undesired signal (adjacent channel) may be much closer than that of a desired signal. The strong undesired signal may interfere with the desired weak signal. Therefore, some of the terrestrial broadcasting channels (taboo channels) are prohibited in the same coverage area in order to reduce the potential interference. In digital TV transmission, thepower spectrum of the signal is widespread over the allocated spectrum, which substantially reduces the potential interference. On the other hand, the bandwidth efficiency of digital coding may significantly increase the capacity of terrestrial broadcasting. Therefore, digital video coding is a very attractive alternative to solving the channel congestion problem in major cities.

### 56.5.1 Multipath Interference

Onenotoriousimpairment of theterrestrial broadcasting channel isthemultipath interference, which manifestsas theghost effect in received pictures. For digital transmission, themulti-path interference will causesignal distortion and degradesystem performance. An effectiveway to copewith multipath interference is to use adaptive equalization, which can restore the impaired signal by using a known training data sequence. The GA HDTV system for terrestrial broadcasting adopted this method to overcome the multipath problem [9]. A very different approach—Coded Orthogonal Frequency Division M ultiplexing (COFDM ) - has been advocated in Europe for terrestrial broadcasting [10]. TheCOFDM technology employs multiple carriers to transport parallel data so that the data ratefor each carrier is very low. TheCOFDM system is carefully designed to ensurethat the symbol duration for each carrier is longer than the multipath delay. Consequently, the effect of multipath interference will be significantly reduced. The carrier spacing of the COFDM system is carefully arranged so that each subcarrier is orthogonal to the other subcarriers, which achieves high spectrum efficiency. A performancesimulation of COFDM for terrestrial broadcasting was reported in [24], which indicated that COFDM is a viablealternativeto digital transmission of 20 M bpsin a $6-\mathrm{M} \mathrm{Hz}$ terrestrial channel.

### 56.5.2 Multi-Resolution Transmission

In terrestrial broadcasting, the carrier-to-noiseratio (CNR) of thereceived signal decreases gradually when the distancebetween a receiver and thetransmitter increases. In an analogtransmission system, the picture quality usually degrades gracefully when the CNR decreases. In a digital transmission system, a lower CNR will result in a higher BER and the decoded picture contaminated by errors may become unusablewhen theBER exceeds a certain threshold. A techniqueto extend the coverage area of terrestrial broadcasting is to use scalable source coding in conjunction with multiresolution (MR) channel coding [25, 26]. In MR modulation, the constellation of the modulated signal is carefully organized in a hierarchical fashion so that a low-density modulation can be derived from the constellation with high protection while a high-density modulation can be achieved by further demodulation of the received signal. An example of MR modulation using QAM (Quadrature Amplitude Modulation) is shown in Fig. 56.4, where the nonuniform constellation represents 4QAM /16-QAM M R modulation. The scalable source coding processes the underlying signal in a hierarchical fashion according to the spatial resolution, temporal resolution, or picture signal-tonoise ratio, and organizes the compressed data in layers so that a lower-level data set can be used to reconstruct a basic video sequence and the quality can be improved by adding more levels. The M PEG-2 video coding standard also offers scalable extension to accommodate spatial, temporal,
and SNR scalability. In light of the fact that M PEG-2-based systems are being widely used for digital satelliteTV broadcasting and being adopted by theDigital Audio-Visual InteractiveCouncil (DAVIC) for the set-top box standard, M PEG-2-based scalablecoding in conjunction with theM R modulation likely will be used to offer graceful degradation in terrestrial broadcasting if it is desired.


FIGURE 56.4: The constellation of a M R modulation for a 4-QAM/16-QAM.

### 56.6 Satellite Transmission

Satellite video broadcasting provides an effective way for point-to-multipoint video distribution. It hasbeen widely used in video distribution to cableheadendsand to satelliteTV RO (TV ReceiveOnly) users for years. Due to recent development in high-powered Kuband satellite transponders, satellite video broadcasting to small home antennas becomes feasible. The cost of consumer satellite receive systems, including receive dish antenna/LNB and Integrated Receiver/Decoder (IRD) falls below U.S. $\$ 600$ today and is expected to decline gradually. Furthermore, due to advances in digital video compression technology, the capacity of the satellite transponder has been increased substantially. Today, digital TV with 100 or more channels per satellite is being broadcast in North America.

In an analog satellite transmission system, the baseband video signal is FM modulated and transmitted from an uplink site to geo-stationary satellite. The signal is received by the satellite and retransmitted downward at a different frequency. At a receivesite, the signal is received by the receive antenna, block frequency converted to a lower frequency band, and carried through a coax cable to an indoor IRD unit. A simplified system is shown in Fig. 56.5.

Due to constraint on the power limit, the satellite transmitters are normally operated in the saturated mode, which introduces system nonlinearity and causes waveform distortion. Theavailable signal-to-noise ratio for satellitechannelsisusually much lower than that for cablechannels. In order to overcomethenonlinearity aswell asto improvethesignal-to-noiseratio, theFM techniqueisalways used for analog TV transmission over satellites. For Ku-band applications, a $27-\mathrm{M} \mathrm{Hz}$ bandwidth is normally allocated to carry one analog TV signal.

For digital transmission over satellite, the QPSK (Quadrature Phase Shift Keying) modulation is the most popular technique. The QAM (Quadrature Amplitude M odulation) technique, which requires a linear system response, is not suitable for satellite applications. In the North American region, the Ku-band DBS uses the $12 / 14 \mathrm{GHz}$ frequency band ( 14 GHz for uplink and 12 GHz for downlink), which allows the subscribers to use a smaller dish antenna. H owever, the Ku-band link is more susceptible to rain fading than the C-band link and, therefore, more margin for rain fading is required for the Ku-band link. Dueto thetypical Iow signal-to-noiseratio availablefor satellitelinks, powerful codingtechniquesare required in order to achieveahigh-qualitylink. For an M PEG-2 video


FIGURE 56.5: A satellite video transmission system.
stream at $10 \mathrm{Mbit} / \mathrm{s}$, an average of 1-h error-freetransmission will require a $B E R$ of $2.778 \times 10^{-11}$.
Satellite link has been notorious for its nonlinearily and relatively low carrier-to-noise ratio. Due to the nonlinearity, any amplitude modulation technique is discouraged in satellite environment. Without forward error correction coding, typical satellite links can only achieve a BER around $10^{-2}$ to $10^{-5}$. ThisBER isfar from thetargeted quality of servicefor compressed digital video. Asdiscussed earlier, concatenated inner and outer codes arevery effective for satellite communications, which can reduce the BER to below $10^{-12}$ from $10^{-4}$.

Recently, European Broadcasting Union (EBU) launched a project intended to set a standard for digital video transmission over satellite, cable, and SatelliteM aster AntennaTV (SM ATV) channels. A draft standard [27] was published by EBU/European TelecommunicationsStandards Institute(ETSI ). This draft specifies a powerful error correction scheme based on concatenation of convolutional and Reed-Solomon (RS) codes as shown in Fig. 56.3. Theconvolutional codecan beconfigured to operate at different rates, including $1 / 2,2 / 3,3 / 4,5 / 6,7 / 8$, and 1 to optimize the performance for transponder power and bandwidth. At thereceive end, Viterbi decoding with soft-decision is often used to decode the convolutional code. By using the convolutional code alone, a BER between $10^{-3}$ and $10^{-8}$ may be achieved for typical satellite links. H owever, this is still not adequate for real-time digital video applications.

In order to further improve the BER performance, an outer code using the Reed-Solomon code is applied to correct errors remaining uncorrected by theconvolutional code. Channel errors generated at the output of Viterbi decoder tend to occur in bursts. The Reed-Solomon code operates on byteoriented data and is effective in correcting burst errors. To improve the effectiveness of the RS code, an interleaver is usually used between the convolutional codeand theRS code. By using the $(204,188)$ RScodeand a convolutional interleaver of depth 12, theBER of $2 \cdot 10^{-4}$ for the convolutional codecan beimproved to around $10^{-11}$. A recent report [28] showed that aBER around $10^{-11}$ can be achieved for typical high-powered DBS with bit rates ranging from 23 to 41 M bit/s by using concatenate convolutional and RS codes.

### 56.7 ATM Transmission of Video

ATM is a cell-based transport technology that multiplexes fixed-length cells from a variety of sources to a variety of remote locations. Each ATM cell consists of a 5 -byte header and 48 -byte payload. The routing, flow control and payload type information is carried in the header, which is then protected by a 1-byte error correction code. H owever, unlikethe packet data communication, ATM
is a connection-oriented protocol. Connections, either permanent, semi-temporary, or permanent, between ATM usersareestablished beforedata exchangescommence. Theheader information in each cell determines to which port at an ATM switch the cell should be routed. This substantially reduces the processing complexity required in a switching equipment. The flexibility of ATM technology allows both constant rate and variable rate services to be easily offered through the network. Also, it allowsmultimedia services, such asvideo, voice, and data of different characteristics to bemultiplexed into a single stream and delivered to customers.

### 56.7.1 ATM Adaptation Layer for Digital Video

In order to carry data units other than the 48-octets payload size in ATM cells, an adaptation layer is needed. The ATM Adaptation Layer (AAL) provides for segmentation and reassembly (SAR) of higher-layer data units and detection of errors in transmission. Five AALs are specified in ITU-T Recommendation, I.363. AAL1 is intended for constant bit rate services while AAL2 is intended for variable bit rate services with a required timing relationship between the source and destination. AAL3/4 is intended for variable bit rate services that require bursty bandwidth. AAL5 is a simple and efficient adaptation layer intended to reduce the complexity and overhead of AAL3/4. Both AAL1 and AAL5 have been seriously considered as a candidate for real-time digital video applications. However, the AAL5 was adopted by the ATM Forum as the standard for Audiovisual Multimedia Services (AM S) [29].

The standard process of ATM is undertaken by several international standard bodies such as ATM Forum, and International Telecommunication Union-Transmission (ITU-T) Study Groups (SG) 9, 13, and 15. For digital television transmission, the M PEG-2 transport standard seems to be the sole format being considered. M PEG-2 transport standard relies on frequent and low-jitter delivery of transport stream (TS) packets containing PCR (Presentation Clock References) to recover the 27MHz clock at the receiving end. There are several key parameters in designing an AAL for digital video, which include packaging efficiency, complexity, error handling capability and performance, and PCR jitter. When AAL1 is employed, each M PEG-2 TS packet is mapped into 4 ATM cells as shown in Fig. 56.6(a). A 1-byteAAL1 header is inserted into the first payload byte of each ATM cell. The AAL1 header contains a sequence number field and a sequence number protection field. The AAL1 uses the synchronous residual time stamp (SRTS) method to support source clock recovery.

The AAL5 specified in [29] maps $N$ M PEG-2 Single Program TS (SPTS) packets into an AAL5SDU (service data unit) unless there are fewer than $N$ TS packets left in the sequence. In the case when there are fewer than $N$ packets left in the SPTS, the last AAL5-SDU contains all the remaining packets. The default value for $N$ is 2 , which results in a default SDU size of 376 bytes. This default SDU along with an 8-byte trail fits nicely into the payloads of 8 ATM cells, as shown in Fig. 56.6(b). The trailer contains a 2-byte alignment field, a 2-byte length indicator field, and a 4-byteCRC field. For constant bit rate transmission, the M PEG-2 SPTS is considered as a constant packet rate (CPR) stream of information, which implies that the interarrival time between packets of the M PEG-2 TS is constant. In order to ensure satisfactory timing recovery, the time interval of the last byte containing the PCR should be constant.

The AAL5 is meant for both constant bit rate and variable bit rate applications while the AAL1 is mainly intended for constant bit rate applications. The AAL5 contains a 4-byte CRC field and a 2-byte length indicator field to check the payload integrity. On the other hand, the AAL1 only offers sequence integrity to detect lost cells. Themost attractive factor of AAL5 is the widesupport of major service and equipment vendors.


FIGURE 56.6: M apping M PEG-2 TS packets into AAL PDU. (a) AAL-1 and (b) AAL5.

### 56.7.2 Cell Loss Protection

In the ATM environment, cells may be corrupted due to transmission errors or lost due to traffic congestion. The transmission bit error rate usually is very small for fiber-based systems. H owever, the cell loss due to congestion seems to be unavoidable in order to increase link utilization efficiency. Depending on how compressed data is mapped into ATM cells, the loss of a single cell may corrupt a number of cells. In theATM header, there is 1-bit information to indicatethe delivery priority of the underlying payload. This priority bit can be used to cope with the cell loss issue. To take advantage of the priority bit, the coding systems will have to separate the compressed data into high- and lowpriority layers and to pack the data into cells with a corresponding priority indicator. When network congestion occurs, these cells labeled with low priority are subject to discarding at the switch. Since the low-priority cells carry visually less important information, the impairments in thereconstructed low-priority data will be less objectionable. Some two-layer coding techniques were proposed for M PEG-2 video and have shown significant improvement over a single-layer coding under cell loss circumstance $[20,21]$.
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### 57.1 Introduction

Static images and dynamic image sequences are the projection of time-varying three dimensional real world scenes onto a two-dimensional plane. As a result of this planar projection, depth information of objects in the scene is generally lost. Only by cues such as shadow, relative size and sharpness, interposition, perspective factors, and object motion, can we form an impression of the depth organization of the real world scene.

In a wide variety of image processing applications, explicit depth information is required in addition to the scene's gray value information (representing intensities, color, densities, etc.) [2, 4, 7]. Examples of such applicationsarefound in 3-D vision (robotvision, photogrammetry, remotesensing systems); in medical imaging (computer tomography, magnetic resonance imaging, microsurgery); in remote handling of objects, for instance in inaccessible industrial plants or in space exploration; and in visual communications aiming at virtual presence (conferencing, education, virtual travel and shopping, virtual reality). In each of these cases, depth information is essential for accurate image analysis or for enhancing the realism. In remote sensing the terrain's elevation needs to be accurately determined for map production, in remote handling an operator needs to have precise knowledge of the three-dimensional organization of the area to avoid collisions and misplacements, and in visual communications the quality and ease of information exchange significantly benefits from the high degree of realism provided by scenes with depth.

Depth in real world scenes can be explicitly measured by a number of range sensing devices such as by laser range sensors, structured light, or ultrasound. Often it is, however, undesirable or unnecessary to have separate systems for acquiring the intensity and the depth information because

[^52]of the relative low resolution of the range sensing devices and because of the question of how to fuse information from different types of sensors.

An often used alternative to acquire depth information is to record the real world scene from different perspective viewpoints. In this way, multiple images or (preferably time-synchronized) image sequences are obtained that implicitly contain the scene's depth information. In the case that multiple views of a single scene are taken without any specific relation between the spatial positions of the viewpoints, such recordings are called multiview images. Generally speaking, when recordings are obtained from an increasing number of different viewpoints, the 3-D surfaces and/or interior structures of the real world scene can be reconstructed more accurately. Theterms stereoscopic image and stereoscopic image sequence are reserved for the special case that two perspective viewpoints are recorded or computed such that they can be viewed by a human observer to produce the effect of natural depth perception (see Fig. 57.1). Therefore, the two views are required to be recorded under specific constraints such as the cameras' separation, convergence angle, and alignment [8]. Stereoscopic images are not truly 3-D images since they merely contain information about the 2-D projected real world surfaces plus the depth information at the perspective viewpoints. They are, therefore, sometimes called 2.5-D images.


FIGURE 57.1: Illustration of system for stereoscopic image (sequence) recording, processing, transmission, and display.

In the broadest meaning of the word, a digital stereoscopic system contains the following components: stereoscopic camera setup, depth analysis of the digitized and recorded views, compression, transmission or storage, decompression, preprocessing prior to display, and, finally, thestereoscopic display system. Theemphasishereis on theimage processing components of this stereoscopic system; that is, depth analysis, compression, and preprocessing prior to thestereoscopic display. Nonetheless, we first briefly review the perceptual basis for stereoscopic systems and techniques for stereoscopic recording and display in Section 57.2. The issue of depth or disparity analysis of stereoscopic images is discussed in Section 57.3, followed by the application of compression techniques to stereoscopic images in Section 57.4. Finally, Section 57.5 considers the issue of stereoscopic image interpolation as a preprocessing step required for multiviewpoint stereoscopic display systems.

### 57.2 Acquisition and Display of Stereoscopic Images

The human perception of depth is brought about by the hardly understood brain process of fusing two planar images obtained from slightly different perspective viewpoints. Due to the different viewpoint of each eye, a small horizontal shift exists, called disparity, between corresponding image points in the left and right view images on the retinas. In stereoscopic vision, the objectsto which the eyes are focused and accommodated have zero disparity, while objects to the front and to the back have negative and positive disparity, respectively, as is illustrated in Figure 57.2. The differences in
disparity are interpreted by the brain as differences in depth $\Delta Z$.


FIGURE 57.2: Stereoscopic vision, resulting in different disparities depending on depth.

In order to be able to perceive depth using recorded images, a stereoscopic camera is required which consists of two camerasthat capturetwo different, horizontally shifted perspective viewpoints. This results in a shift (or disparity) of objects in the recorded scene between the left and the right view depending on their depth. In most cases, the interaxial separation or baseline $B$ between the two lenses of the stereoscopic camera is in the same order as the eye distance $E$ ( 6 to 8 cm ). In a simple camera model, the optical axes are assumed to be parallel. The depth $Z$ and disparity $d$ are then related as follows:

$$
\begin{equation*}
d=\lambda \frac{B}{\lambda-Z}, \tag{57.1}
\end{equation*}
$$

where $\lambda$ is the focal length of the cameras. Fig. 57.3(a) illustrates this relation for a camera with $B=0.1 \mathrm{~m}$ and $\lambda=0.05 \mathrm{~m}$. A more complicated camera model takes into account the convergence of the camera axes with angle $\beta$. The resulting relation between depth and disparity, which is a much more elaborate expression in this case, is illustrated in Fig. 57.3(b) for the same camera parameters and $\beta=1^{\circ}$. It shows that, in this case, the disparity is not only dependent on the depth $Z$ of an object, but also on thehorizontal object position $X$. Furthermore, a converging camera configuration also leads to small vertical disparity components, which are, however, often ignored in subsequent processing of thestereoscopic data. Figures. 57.4(a) and (b) show as an examplea pair of stereoscopic images encountered in video communications.

When recording stereoscopic image sequences, the camera setup should be such that, when displaying the stereoscopic images, the resulting shifts between corresponding points in the left and right view images on the display screen allow for comfortableviewing. If the observer is at a distance $Z_{s}$ from the screen, then the observed depth $Z_{\mathrm{obs}}$ and displayed disparity $d$ are related as:

$$
\begin{equation*}
Z_{\mathrm{obs}}=Z_{s} \frac{E}{E-d} . \tag{57.2}
\end{equation*}
$$

In the case that the camera position and focusing are changing dynamically, as is the case, for instance, in stereoscopic television production where the stereoscopic camera may be zooming, the camera geometry is controlled by a set of production rules. If the recorded images are to be used for multiviewpoint stereoscopic display, a larger interaxial lens separation needs to be used, sometimes even up to 1 m . In any case, the camera setup should be geometrically calibrated such that the two cameras capture the same part of the real world scene. Furthermore, the two cameras and A/D converters need to be electronically calibrated to avoid unbalances in gray value of corresponding points in the left and right view image.


FIGURE 57.3: (a) Disparity as a function of depth for a sample parallel camera configuration; (b) disparity for a sample converging camera configuration.

The stereoscopic image pair should be presented such that each perspective viewpoint is seen only by one of the eyes. M ost practical state-of-the-art systems require viewers to wear special viewing glasses [6]. In a time-parallel display system, the left and right view images are presented simultaneously to the viewer. The views are separated by passive viewing glasses such as red-green viewing glasses requiring the left and right view to be displayed in red and green, respectively, or polarized viewing glasses requiring different polarization of the two views. In a time sequential stereoscopic display, the left and right view images are multiplexed in time and displayed at a double field rate, for instance 100 or 120 Hz . The views are separated by means of the active synchronized shuttered glasses that open and close the left and right eyeglasses depending on the viewpoint being shown. Alternatively, lenticular display screens can be used to create spatial interference patterns such that the left and right view images are projected directly into the viewer's eyes. This avoids the need of wearing viewing glasses.

### 57.3 Disparity Estimation

The key difference between planar and stereoscopic images and image sequences is that the latter implicitly contains depth information in theform of disparity between the left and right view images. N ot only is the presence of disparity information essential to the ability of humans to perceive depth, disparity can also be exploited for automated depth segmentation of real world scenes, and for compression and interpolation of stereoscopic images or image sequences [1].


FIGURE 57.4: Theleft (a) and right (b) view imagefrom a stereoscopic imagepair. (c) Disparity field in the stereoscopic image pair represented as gray values (black is foreground, gray is background, white is occlusion).

To be ableto exploit disparity information in a stereoscopic pair in image processing applications, the relation between the contents of theleft view image and theright view image has to beestablished, yielding the di sparity (vector) field. The disparity field indicates for each point in the left view image the relative shift of the corresponding point in the right view image and vice versa. Since some parts of one view image may not be visible in the alternate view image due to occlusion, not all points in the image pair can be assigned a disparity vector.

Disparity estimation isessentially a correspondenceproblem. Thecorrespondencebetween thetwo images can bedetermined by either matching features or by operating on or matching of small patches of gray values. Featurematching requires as a preprocessingstep theextraction of appropriatefeatures from the images, such as object edges and corners. After obtaining the features, the correspondence problem is first solved for the spatial locations at which the features occur, from which next the full disparity field can be deduced by, for instance, interpolation or segmentation procedures. Featurebased disparity estimation is especially useful in the analysis of scenes for robot vision applications[4, 11].

Disparity field estimation byoperating directly on theimagegray valueinformation isnot unlikethe problem of motion estimation [11, 12]. Thefirst differenceisthat disparity vectors are approximately horizontally oriented. Deviationsfrom thehorizontal orientation arecaused bytheconvergenceof the camera axes and by differences between the camera optics. Usually vertical disparity components are either ignored or rectified. A second differenceisthat disparity vectors can takeon a much larger range of values within a single image pair. Furthermore, the disparity field may have large discontinuities associated with objects neighboring in the planar projection but having a very much different depth. In those regions of the stereoscopic image pair where one finds large discontinuities in the disparity
field due to abrupt depth changes, large regions of occlusion will be present. Estimation methods for disparity fields must therefore be able not only to find the correspondence between information in the left and right view images, but must also be able to detect and handle discontinuities and occlusions[1].

M ost disparity estimation al gorithmsused in stereoscopic communications rely on matching small patches of gray values from one view to the gray values in the alternate view. The matching of this small patch is not carried out in the entire alternate image, but only within a relatively small search region to limit the computational complexity. Standard methods typically use a rectangular match block of relatively small size (e.g., $8 \times 8$ pixels), as illustrated in Fig. 57.5. The relative horizontal


FIGURE 57.5: Block matching disparity estimation procedureby comparing a match block from the left image to the blocks within a horizontally oriented search region in the right image.
shift between a match block and the block within the search region of the alternate image that results in the smallest value of a criterion function used is then assigned as disparity vector to the center of that match block. Often used criterion functions are the sum of squares and the sum of the absolutes values of the differences between the gray values in the match block and the block being considered in the search region $[3,12]$.

The above procedure is carried out for all pixels, first matching theblocks from the left view image to theright view image, then viceversa. From thecombination of thetwo resulting disparity fields and the values of the criterion function, the final disparity field is computed, and occluding areas in the stereoscopic image pair are detected. For instance, one way of detecting occlusions is a local abrupt increase of the criterion function, indicating that no acceptable correspondence between the two image pairs could be found locally. Fig. 57.4(c) illustrates the result of a disparity estimation process as an image in which different gray values correspond to different disparities (and thus depth), and in which "white" indicates occluding regions that can be seen in the left view image but that cannot be seen in the right view image.

M oreadvanced versions of theaboveblock matchingdi sparity estimator usehierarchical or recursive approaches to improve the consistency or smoothness of the resulting disparity field, or are based on theoptical flow model often used in motion estimation. Other approaches use preprocessing steps to determine the dominant disparity values that are then used as candidate solutions during the actual estimation procedure. Finally, most recent approaches use advanced $M$ arkov random field models for the disparity field and/or they make use of more complicated cost functions such as the disparity space image. These approaches typically require exhaustive optimization procedures but they have the potential of accurately estimating large discontinuities and of precisely detecting the presence of occluding regions [1].

In image analysis problems, disparity estimation is often considered in combination with the segmentation of the stereoscopic image pair. Joint disparity estimation and texture segmentation
methods partition the image pair into spatially homogeneous regions of approximately equal depth. Disparity estimation in image sequences is typically carried out independently on successive frame pairs. Nevertheless, the need for temporal consistency of successive disparity fields often requires temporal dependencies to be exploited by postprocessing of the disparity fields. If an image sequence is recorded as an interlaced video signal, disparity estimation should be carried out on theindividual fields instead of frames to avoid confusion between motion displacements and disparity.

### 57.4 Compression of Stereoscopic Images

Compression of digital images and image sequences is necessary to limit the required transmission bandwidth or storage capacity [3,5]. One of the compression principles underlying the JPEG and M PEG standards is to avoid transmitting or storing gray value information that is predictable from the signal's spatial or temporal past, i.e., information that is redundant. In both JPEG and MPEG, this principleis exploited by a spatial DPCM system, whilein M PEG motion-compensated temporal prediction is also used to exploit temporal redundancies.

When dealing with stereoscopic image pairs, a third dimension of redundancy appears, namely the mutual predictability of the two perspective views [9]. Although the left and right view images are not identical, gray value information in, for instance, the left view image is highly predictable from the right view image if the horizontal shift of corresponding points, i.e., the disparity, is taken into account. Thus, instead of transmitting or storing both views of a stereoscopic image pair, only the right view image is retained, together with the disparity field. Since the construction of the left view image from the right view is not perfect due to errors in the estimated disparity field and due to presence of occluding areas and perspective differences, some information of the disparitycompensated prediction error of the left view (i.e., the difference between the predicted gray values and the actual gray values in the left view image) also needs to be retained. Figure 57.6 shows the disparity-compensated prediction and the disparity-compensated prediction error of the left view image from Fig. 57.4(a) using the right view image in Fig. 57.4(b) and the disparity field in Fig. 57.4(c). In most cases, the sum of the bit rates needed for coding the disparity vector field and the disparitycompensated prediction error is much smaller than the bit rate needed for the left view image when compressed without disparity compensation.


FIGURE 57.6: (a) Disparity-compensated prediction and (b) disparity-compensated prediction error of the left view image (scaled for maximal visibility) in Fig. 57.4. Black areas indicate a large error.

In image sequence, left view images can be compressed efficiently by carrying out motioncompensated prediction from previous left view images, by disparity-compensated prediction from the corresponding right view image, or by a combination of the two by choosing for motioncompensation or disparity-compensation on a block-by-block basis, as illustrated in Fig. 57.7(a). Basically this is a direct extension of the M PEG compression standard with an additional prediction mode for the left view image sequence. The effect of this additional (disparity-compensated) prediction mode is that the variance of the prediction error of the left view image sequence is further decreased [seeFig. 57.7(b)], meaning that morecompression of theleft view sequenceis possiblethan when independently compressing the two views of the stereoscopic sequence. Figure 57.8 schematically shows the architecture of a disparity- and motion-compensated encoder for stereoscopic video.

### 57.5 Intermediate Viewpoint Interpolation

The system illustrated in Fig. 57.1 assumes that the stereoscopic image captured by the cameras is directly displayed at the receiver's end. One of the shortcomings of such a two-channel stereoscopic system is that shape and depth distortion occur when the stereoscopic images are viewed from an off-center position. Furthermore, since the cameras are in a fixed position, the viewer's (horizontal) movements do not provide additional information about, for instance, objects that are partly occluded. The lack of this "look around" capability especially is a limiting factor in the truly realistic visualization of a recorded real world scene.

In a multi-channel or multiview stereoscopicsystem, multipleviewpoints of thesamereal world scene areavailable. Thestereoscopic display then showsonly thosetwo perspectiveviews which correspond as well as possible with the viewer's position. To this end some form of tracking the viewer's position is necessary. The additional viewpointscould be obtained by installing more cameras at a wide range of possible viewpoints. On grounds of complexity and costs the number of cameras will typically be limited to three to five, meaning that not all possible positions of the viewer are covered in this way. If, because of the viewer's position, a view of the scene is needed from an unavailable camera position, a virtual camera or intermediate viewpoint must be constructed from the available camera viewpoints (see Fig. 57.9).

Theconstruction of intermediate viewpoints is an interpolation problem, which has much in common with the problem of video standards conversion [11]. In its most simple form, the interpolated viewpoint is merely a weighted average between the images from the nearest two camera viewpoints, which are called the key images. Such a straightforward averaging ignores the presence of disparity between the key images, yielding a highly blurred and essentially useless result [see Fig. 57.10(a)]. If, however, the disparity vector field between the two key images has been estimated and the areas of occlusions are known, the interpolation can be carried out along the disparity axis, such that the disparity information in the interpolated image corresponds exactly to the virtual camera position. For the points where a correspondence exists between the two key images, this construction process is called disparity-compensated interpolation, while for the occluding regions extrapolation has to be carried out from the key images [10]. Figure 57.10(b) illustrates the result of intermediate viewpoint interpolation on the stereoscopic image pair in Figs. 57.4(a) and (b).

(b)

FIGURE 57.7: (a) Principle of joint disparity- and motion-compensated prediction for the left view of a stereoscopic image sequence; (b) variance of the prediction error of the left view image sequence when usingmotion-compensation, disparity-compensation, or joint motion-disparity compensation on a block-by-block basis.


FIGURE 57.8: Architecture of a disparity- and motion-compensated encoder for stereoscopic video.


FIGURE 57.9: M ultiview stereoscopic system with interpolated intermediateviewpoint (virtual camera).


FIGURE 57.10: Interpolation of an intermediateviewpoint image of thestereoscopic pair in Fig. 57.4: (a) without and (b) with taking into account the disparity information between the key frames.
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Image processing has moved into the mainstream, not only of the engineering world, but of society in general. Personal computers are now capable of handling large graphics and images with ease, and fast networks and modems transfer images in a fraction of the time required just a few years ago. Image manipulation software is a common item on PCs, and CD-ROM s filled with images and multimedia databases are standard fare in the realm of electronic publishing. Furthermore, the development of areas such as data compression, neural networks and pattern recognition, computer vision, and multimedia systems have all contributed to the use of and interest in image processing. Likewise, thegrowth of image processing as an engineering disciplinehas fueled interest in theseother areas. As a result of this symbiotic growth, image processing has increasingly become a standard tool in the repertoire of the engineer.

Because of the popularity of image processing, a largearray of tools has emerged for accomplishing various image processing tasks. In addition, a variety of image databases has been created to address the needs of various specialty areas. In this article, we will survey some of the tools available for accomplishing basic image processing tasks and indicate where they may be obtained. Furthermore, wewill describeand providepointersto someof themost generally useful images and imagedatabases. Thegoal is to identify a basic collection of images and softwarethat will beof use to the nonspecialist. It should also be of useto the specialist who needs a general tool in an area outsidehis or her specialty.

### 58.1 Image Processing Software

Image processing has becomesuch a broad area that it issometimes difficult to distinguish what might be considered an image processing package from other software systems. The boundaries among the areas of computer graphics, data visualization, and image processing have become blurred. Furthermore, to discuss or even to list all the image processing software available would require many pages and would not be particularly useful to the nonspecialist. Therefore, we emphasize a representative set of image processing software packages that embody core capabilities in scientific image processing applications. Core capabilities, in our view, include the following:

- Image utilities: These include display, manipulation, and file conversion. Images come in such a variety of formats that a package for converting images from one format to another is essential. Furthermore, basic display and manipulation (cropping, rotating, etc.) are essential for almost any image processing task. The ability to edit images using cut-and-paste, draw, and annotate operations is also useful in many cases.
- Image filtering and transformation: These are necessary capabilities for most scientific applications of image processing. Convolution, median filtering, FFTs, morphological operations, scaling, and other image functions form the core of many scientific image processing algorithms.
- Image compression: Anyone who works with images long enough will learn that they requirealarge amount of storagespace. A number of standard imagecompression utilities areavailablefor storing images in compressed form and for retrieving compressed images from image databases.
- Image analysis: Scientific image processing applications often have the goal of deriving information from an image. Simple image analysis tools such as edge detection and segmentation are powerful methods for gleaning important visual information.
- Programming and data analysis environment: While many image processing packages have a wide variety of functions, a whole new level of utility and flexibility arises when theimage processing functions arebuilt around a programming and/or data analysis environment. Programming environments allow for tailoring image processing techniques to the specific task, developing new algorithms, and interfacing image processing tasks with other scientific data analysis and numerical computational techniques.

Other capabilities include higher-level object recognition and other computer vision tasks, visualization and rendering techniques, computed imaging such as medical image reconstruction, and morphing and other special effects of the digital darkroom and the film industry. These areas require highly specialized software and/or very specialized skills to apply the methods and are not likely to be part of the image processing world of the nonspecialist.

Thepackagesto bediscussed hereencompass as a group all of the coreimage processing capabilities mentioned above. Because these packages offer such a wide variety and mix of functions, they defy simple categorization. We have chosen to group the packages into three categories: general image utilities, specialized utilities, and programming/analysis environments. Keep in mind, however, that the distinctions among these groups is blurry at best. We have chosen to emphasize packages that are freely distributable and available on the Internet because these can be obtained and used with a minimum of expense and hassle.

### 58.1.1 General Image Utilities

## netpbm

pbmplus is a set of tools that allows the user to convert to and from a large number of common image formats. The package has its own intermediate formats so that the conversion routines can be written to convert to or from one of these formats. The user can then convert to and from any combination of formats by going through one of the intermediate formats. Functions are also provided to convert from different color resolutions, such as from color to grayscale. Several other functions do basic image manipulation such as cropping, rotating, and smoothing. The source is available from
ftp://ftp.wustl.edu/graphics/graphics/packages/NetPBM/.
xv is an X11 utility that combines several important image handling functions. It can display images in a wide variety of display formats, including binary, 8-bit, and 24-bit. It allows the user to manipulate the colormap both in RGB and HSV space. It crops, resizes, smooths, rotates, detects edges, and produces other special effects. In addition, it reads and writes a large variety of image formats, so it can serve as a format conversion utility. Until recently, xv has been freely distributable. The latest version, however, is shareware and requires a small fee to become a registered user. The source is available from
http://www.trilon.com/xv.

## NCSA Image

NCSA Image is available in versions for the Mac, DOS, and Unix (X11). The Unix version is called ximage. ximage allows the user to display color images. It can also display the actual data in the form of a spreadsheet. A number of other display options are available. Like xv, it allows for manipulation of the colormap in a variety of ways. In addition, the user may display multipleimages as an animated sequence, either from disk or server memory. The functionality of NCSA Image is augmented by other programs available from NCSA, including DataSlice for visualization tasks and Reformat for converting image formats. The source is available from NCSA by ftp at ftp://ftp.ncsa.uiuc.edu/Visualization/Image/.

## ImageMagick

ImageM agick is an X11 package for display and interactive image manipulation. It reads and writes a large number of standard formats, does standard operations such as cropping and rotating as well as more specialized editing operations such as cutting, pasting, color filling, annotating, and drawing. Separate utilities are provided for grabbing images from a display, for converting, combining, resizing, blurring, adding borders, and doing many other operations. The source is available by ftp from
ftp://ftp.x.org/contrib/applications/ImageM agick/.

## NIH Image

NIH Image is available only in a M acintosh version. However, the popularity of NIH Image among Mac users and the breadth of features justify inclusion of the package in this survey. It reads/writes a small number of image formats, acquires images using compatible frame grabbers, and displays. It allows image manipulation such as flipping, rotating, and resizing; and editing such as drawing and annotating. It has a number of built-in enhancement and filtering functions: contrast enhancement, smoothing, sharpening, median filtering, and convolution. It supports a number of analysis operations such as edge detection and measurement of area, mean, centroid, and perimeter of user-defined regions of interest. It also performs automated particle analysis. In addition, the user can animate a set of images. NIH Image has a Pascal-like macro capability and the ability to add precompiled plug-in modules. The source is available from NIH by ftp at ftp://zippy.nimh.nih.gov/pub/nih-image/.

## Labolmage

Labolmage is an X11 package for mouse- and menu-driven interactive image processing. It reads/writes a special format as well asSun raster format and di splays grayscaleand RGB and provides dithering. Basic filtering operations are possible, as well as enhancement tasks such as background subtraction and histogram equalization. It computes various measures such as histograms, image statistics, and image power. Region outlining and object counting can be done as well. Images can
bemodified interactively at the pixel level, and an expert system is availablefor region segmentation. Labol mage has a macro capability for combining operations. Labol mage can be obtained from http://cuiwww.unige.ch/ftp/sgaico/research/geneve/vision/labo.html.

## Paint Shop Pro

Paint Shop Pro is a Windows-based packagefor creating, displaying, and manipulating images. It has a large number of image editing features, including painting, photo retouching, and color enhancement. It reads and writes a large number of formats. It includes several standard image processing filters and geometrical transformations. It can be obtained from http://www.jasc.com/psp.html. It is shareware and costs $\$ 69$.

### 58.1.2 Specialized Image Utilities

## Compression

JPEG is a standard for image compression developed by theJoint Photographic ExpertsGroup. Free, portableC codethat implementsJPEG compression and decompression has been developed by theIndependentJPEG Group, avolunteer organization. It isavailablefrom ftp://ftp.uu.net/graphics/jpeg. The downloadable package contains source and documentation. The code converts between JPEG and several other common image formats. A lossless JPEG implementation can be obtained from ftp://ftp.cs.cornell.edu/pub/multimed/.

A fractal image compression program is available from ftp://inls.ucsd.edu/pub/young-fractal/. The package contains source for both compression and decompression. A number of other fractal compression programs are also available and can befound in the sci.fractal FAQ at ftp://rtfm.mit.edu/pub/usenet/news.answers/sci/fractals-faq.

JBIG is a standard for binary image compression developed by the Joint Binary Images Group. A JBIG coder/decoder can be obtained from ftp://nic.funet.fi/pub/graphics/misc/test-images/.

M PEG is astandard for video/audio compression developed by theM ovingPicturesExpertsGroup. A set of M PEG tools is available from ftp://mm-ftp.cs.berkeley.edu/pub/multimedia/mpeg/. These tools allow for encoding, decoding (playing), and analyzing the M PEG data.
H. 261 and H. 263 are standards for video compression for videophone applications. An H. 261 coder/decoder is availablefrom ftp://havefun.stanford.edu/pub/p64/. An H . 263 video coder/decoder is available from http://www.fou.telenor.no/brukere/DVC/h263_software/.

## Computer Vision

Vista is an X11-based image processing environment specifically designed for computer vision applications. It allows a variety of display and manipulation options. It has a library that lets the user easily create applications with menus, mouse interaction, and display options. Vista defines a very flexible data format that represents a variety of images, collections of images, or other objects. It also has the ability to add new objects or new image attributes without changing existing softwareor data files. It does edge detection and linking, optical flow estimation and camera calibration, and viewing of images and edge vectors. Vista includes routines for common image processing operations such as convolution, FFTs, simple enhancement tasks, scaling, cropping, and rotating. Vista is available from
http://www.cs.ubc.ca/nest/lci/vista/vista.html.

### 58.1.3 Programming/Analysis Environments

## Khoros

Khoros is a comprehensive software development and data analysis environment. It allows the user to perform a large variety of image and signal processing and visualization tasks. A graphical programming environment called Cantata allows the user to construct programs visually using a data flowgraph approach. It has a user interface design tool with automatic code generation for writing customized applications. Software objects (programs) are accessible from the command line, from within Cantata, and in libraries.

A large set of standard numerical and statistical algorithms are available within Khoros. Common image processing operations such as FFTs, convolution, median filtering, and morphological operators are available. In addition, a variety of image display and geometrical manipulation programs, animation, and colormap editing are included. Khoros has a very general data model that allows for images of up to five dimensions.

Khoros is free-access software - it is available for downloading free of charge but cannot be distributed without alicense. It can beobtained from Khoral Research, Inc., at ftp://ftp.khoral.com/pub/. Note that the Khoros distribution is quite large and requires significant disk space.

## MATLAB

MATLAB is a general numerical analysis and visualization environment. Matrices are the underlying data structure in M ATLAB, and this structure lends itself well to image processing applications. All data in MATLAB is represented as double precision, which makes the calculations more precise and interaction more convenient. H owever, it may also mean that M ATLAB uses more memory and processing time than necessary.

A large number of numerical algorithms and visualization options are available with the standard package. The Image Processing Toolbox provides a great deal of added functionality for image processingapplications. Itreads/writesseveral of themost common imageformats; doesconvolution, FFTs, median filtering, histogram equalization, morphological operations, two-dimensional filter design, general nonlinear filtering, colormap manipulation, and basic geometrical manipulation. It al so allows for a variety of display options, including surface warping and movies.

M ATLAB is an interactive environment, which makes interactive image processing and manipulation convenient. One can also add functionality by creating scripts or functions that use M ATLAB's functions and other user-added functions. Additionally, one can add functions that have been written in C or Fortran. Conversely, C or Fortran programs can call M ATLAB and M ATLAB library functions. M ATLAB is commercial software. M ore information on M ATLAB and how to obtain it can be found through the homepage of The M athworks, Inc., at http://www.mathworks.com/.

## PV-Wave

PV-Waveisageneral graphical/visualization and numerical analysisenvironment. It can handle images of arbitrary dimensionality - 2-D, 3-D, and so on. The user can specify the data type of each data structure, which allows for flexibility but may be inconvenient for interactive work.

PV-Wave contains a large collection of visualization and rendering options, including colormap manipulation, volume rendering, and animation. In addition, the IM SL library is available through PV-Wave. Basic image processing operations such as convolution, FFTs, median filtering, morphological operations, and contrast enhancement are included.

Like M ATLAB, PV-Wave is an interactive environment. One can create scripts or functions from the PV-Wave language to add functionality. It can also call C or Fortran functions. PV-Wave can be invoked from within C or Fortran too. PV-Wave is commercial software. M ore information on PV-Wave can befound through the homepage of Visual Numerics, Inc., at http://www.vni.com/.

### 58.2 Image Databases

A huge number of image databases and archives are available on the Internet now, and more are continually being added. These databases serve various purposes. For the practicing engineer, the primary value of an image database is for developing, testing, evaluating, or comparing image processing and manipulation algorithms. Standard images provide a benchmark for comparing various algorithms. Furthermore, standard test images can be selected so that their characteristics are particularly suited to demonstrating the strengths and weaknesses of particular types of image processing techniques. In some areas of image processing no real standards exist, although de facto standards have arisen. In the discussion that follows, we provide pointers to some standard images, some de facto standards, and a few other databases that might provide images of value to algorithm work in image processing. We have deliberately steered away from images whose copyright is known to prohibit use for research purposes. However, some of the images in the list have certain copyright restrictions. Be sure to check any auxiliary information provided with the images before assuming that they are public domain.

The images listed arein a variety of formats and may require conversion using one of the packages discussed previously such as netpbm. We list the databases according to two categories: (1) form and (2) content. By form, we mean that the images are organized according to the form of theimage - color, stereo, sequence, etc. By content, we mean that the images are grouped according to the image content - faces, fingerprints, etc.

### 58.2.1 Images by Form

## Binary Images

A set of standard CCITT fax test images has been made availablefor testing compression schemes. These are binary images that have come from scanning actual documents. They can be found at ftp://nic.funet.fi/pub/graphics/misc/test-images/ under ccitt[1-8].pbm.gz.

## Grayscale Images

A collection of grayscaleimagescan beobtained from ftp://ipl.rpi.edu/pub/image/still/canon/gray/. A compilation of de facto standard images can be found at http://www.sys.uea.ac.uk/Research/ResGroups/SIP/images_ftp/index.html. Note that the Lena image is copyrighted and should not be used in publications.

## Color Images

A set of test imagesthat wereused by theJ PEG committeein the development of theJPEG algorithm are available from ftp://ipl.rpi.edu/pub/image/still/jpeg/bgr/.
These are 24 -bit RGB images. Other 24 -bit color images can be found at ftp://ipl.rpi.edu/pub/image/still/canon/bgr/.
A set of miscellaneous images in JPEG and Kodak CD format can be found at http://www.kodak.com/digitall mages/samples/samples.shtml.

## Image Sequences

Image sequences may be intended for study of computer vision applications or video coding. A huge set of sequences for computer vision applications are archived at http://www.ius.cs.cmu.edu/idb/.
A set of sequences commonly used for video coding applications can be found at ftp://ipl.rpi.edu/pub/image/sequence/.

## Stereo Image Pairs

Stereo image pairs are available from http://www.ius.cs.cmu.edu/idb/.

## Texture Images

A large set of texture images can be found at
http://www-white.media.mit.edu/vismod/imagery/VisionTexture/vistex.html.
These images includetextures from various angles and under different lighting conditions.

## Face Images

TheU SENIX FACES database contains hundreds of face images in various formats. The database is archived at ftp://ftp.uu.net/published/usenix/faces/.

## Fingerprint Images

Fingerprint images can be obtained from ftp://sequoyah.ncsl.nist.gov/pub/databases/data/.

## Medical Images

A variety of medical images areavailable over the Internet. An excellent collection of CT, M RI, and cryosection images of the human body has been made availableby theN ational Library of M edicine's TheVisual Human Project. Samples of these images can be acquired at http://www.nlm.nih.gov/research/visible/visible_human.html.
A collection of over 3500 images that cover an entire human body is available via ftp and on tape by signing a license agreement.

MRI and CT volume images are available from ftp://omicron.cs.unc.edu/pub/projects/softlab.v/CHVRTD/. PET images and other modalities can be found in gopher://gopher.austin.unimelb.edu.au/11/images/petimages.

## Astronomical Images

A collection of astronomical images can be found at https//www.univ-rennesl.fr/ASTRO/astro.english.html. Hubble telescope imagery can be obtained from http://archive.stsci.edu/archive.html.

## Range Images

Range images are available from http://www.eecs.wsu.edu/îrl/3DDB/RID/, along with a list of other sources of range imagery, and also from http://marathon.csee.usf.edu/range/D ataBase.html.

The tools and databases discussed here should provide a convenient set of capabilities for the nonspecialist. The capabilities that are readily available are not static, however. Image processing will continue to become more and more mainstream, so we expect to see the development of image processing tools representing greater variety and sophistication. The advent of the World Wide Web will also stimulatefurther development and publishing of image databases on the Internet. Therefore, image processing capabilities will continue to grow and will be more readily available. The items discussed here are only a small sample of what will be available as time goes on.
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### 59.1 Introduction

Video processing has been a rapidly evolving field for telecommunications, computer, and media industries. In particular, for real time video compression applications a growing economical significance is expected for the next years. Besides digital TV broadcasting and videophone, services such as multimedia education, teleshopping, or video mail will become audiovisual mass applications.

To facilitate worldwide interchange of digitally encoded audiovisual data, there is a demand for international standards, defining coding methods, and transmission formats. International standardization committees have been working on the specification of several compression schemes. The Joint Photographic Experts Group (JPEG) of the International Standards Organization (ISO) has specified an algorithm for compression of still images [4]. TheITU proposed theH . 261 standard for video telephony and video conference [1]. The M otion Pictures Experts Group (M PEG) of ISO has completed its first standard M PEG-1, which will be used for interactive video and provides a picture quality comparable to VCR quality [2]. M PEG made substantial progress for the second phase of standards M PEG-2, which will provide audiovisual quality of both broadcast TV and HDTV [3]. Besides the availability of international standards, the successful introduction of the named services depends on the availability of VLSI components, supporting a cost efficient implementation of video compression applications. In the following, we give a short overview of recent coding schemes and discuss implementation alternatives. Furthermore, the efficiency estimation of architectural alternatives is discussed and implementation examples of dedicated and programmable architectures are presented.

### 59.2 Recent Coding Schemes

Recent video coding standards are based on a hybrid coding schemethat combines transform coding and predictive coding techniques. An overview of these hybrid encoding schemes is depicted in Fig. 59.1.


FIGURE 59.1: Hybrid encoding and decoding scheme.

The encoding scheme consists of the tasks motion estimation, typically based on blockmatching algorithms, computation of the prediction error, discrete cosinetransform (DCT), quantization (Q), variable length coding (VLC), inverse quantization ( $\mathrm{Q}^{-1}$ ), and inverse discrete cosine transform (IDCT or DCT-1). Thereconstructed image data are stored in an image memory for further predictions. The decoder performs the tasks variable length decoding (VLC ${ }^{-1}$ ), inverse quantization, and motion compensated reconstruction.

Generally, video processing algorithms can be classified in terms of regularity of computation and data access. This classification leads to three classes of algorithms:

- Low-Level Algorithms - These algorithms are based on a predefined sequence of operations and a predefined amount of data at the input and output. The processing sequence of low-level algorithmsis predefined and does not depend on thevalues of data processed. Typical examples of low-level algorithms are block matching or transforms such as the DCT.
- M edium-Level Algorithms - The sequence and number of operations of medium-level algorithmsdepend on thedata. Typically, the amount of input data ispredefined, whereas theamount of output data varies accordingto theinput data values. With respect to hybrid coding schemes, examples for these algorithms are quantization, inverse quantization, or variable length coding.
- High-Level Algorithms - High-level algorithms are associated with a variable amount of input and output data and a data-dependent sequence of operations. As for medium-
level algorithms, the sequence of operations is highly data dependent. Control tasks of the hybrid coding scheme can be assigned to this class.
Since hybrid coding schemes are applied for different video source rates, the required absolute processing power varies in the range from a few hundred M OPS (M ega O perations Per Second) for video signals in QCIF format to several GOPS (Giga Operations Per Second) for processing of TV or HDTV signals. Nevertheless, the relative computational power of each al gorithmic class is nearly independent of the processed video format. In case of hybrid coding applications, approximately $90 \%$ of the overall processing power is required for low-level algorithms. The amount of medium-level tasks is about 7\% and nearly $3 \%$ is required for high-level algorithms.


### 59.3 Architectural Altematives

In terms of a VLSI implementation of hybrid coding applications, two major requirements can be identified. First, the high computational power requirements have to be provided by the hardware. Second, low manufacturing cost of video processing components is essential for theeconomic success of an architecture. Additionally, implementation size and architectural flexibility have to be taken into account.

Implementations of video processing applicationscan either bebased on standard processorsfrom workstationsor PCs or on specialized video signal processors. Themajor advantage of standard processorsistheir availability. Application of these architectures for implementation of video processing hardware does not require the time consuming design of new VLSI components. The disadvantage of this implementation strategy is the insufficient processing power of recent standard processors. Video processing applications would still require the implementation of cost intensive multiprocessor systems to meet the computational requirements. To achieve compact implementations, video processing hardware has to be based on video signal processors, adapted to the requirements of the envisaged application field.

Basically, two architectural approaches for the implementations of specialized video processing components can be distinguished. Dedicated architectures aim at an efficient implementation of one specific algorithm or application. Due to the restriction of the application field, the architecture of dedicated components can be optimized by an intensive adaptation of the architecture to the requirements of the envisaged application, e.g., arithmetic operations that have to be supported, processing power, or communication bandwidth. Thus, this strategy will generally lead to compact implementations. The major disadvantage of dedicated architecture is the associated low flexibility. Dedicated components can only be applied for one or a few applications. In contrast to dedicated approaches with limited functionality, programmable architectures enable the processing of different algorithms under software control. The particular advantage of programmable architectures is the increased flexibility. Changes of architectural requirements, e.g., due to changes of algorithms or an extension of the aimed application field, can be handled by software changes. Thus, a generally cost-intensive redesign of thehardwarecan beavoided. M oreover, sinceprogrammable architectures cover a wider range of applications, they can be used for low-volume applications, where the design of function specific VLSI chips is not an economical solution.

For both architectural approaches, the computational requirements of video processing applications demand for the exploitation of the algorithm-inherent independence of basic arithmetic operations to be performed. Independent operations can be processed concurrently, which enables the decrease of processing time and thus an increased through-put rate. For the architectural implementation of concurrency, two basic strategies can be distinguished: pipelining and parallel processing.

In case of pipelining several tasks, operations or parts of operations are processed in subsequent steps in different hardware modules. Depending on the selected granularity level for the implemen-
tation of pipelining, intermediate data of each step are stored in registers, register chains, FIFOs, or dual-port memories. Assuming a processing time of $T_{P}$ for a non-pipelined processor module and $T_{D, I M}$ for the delay of intermediate memories, we get in the ideal case the following estimation for the throughput-rate $R_{T, \text {,ipe }}$ of a pipelined architecture applying $N_{\text {Pipe }}$ pipeline stages:

$$
\begin{equation*}
R_{T, \text { Pipe }}=\frac{1}{\frac{T_{P}}{N_{\text {Pipe }}}+T_{D, I M}}=\frac{N_{\text {Pipe }}}{T_{P}+N_{\text {Pipe }} \cdot T_{D, I M}} \tag{59.1}
\end{equation*}
$$

From this follows that the major limiting factor for the maximum applicable degree of pipelining is the access delay of these intermediate memories.

The alternative to pipelining is the implementation of parallel units, processing independent data concurrently. Parallel processing can be applied on operation level as well as on task level. Assuming the ideal case, this strategy leads to a linear increase of processing power and we get:

$$
\begin{equation*}
R_{T, \mathrm{Par}}=\frac{N_{\mathrm{Par}}}{T_{P}} \tag{59.2}
\end{equation*}
$$

where $N_{\text {Par }}=$ number of parallel units.
Generally, both alternatives are applied for the implementation of high-performance video processing components. In the following sections, the exploitation of algorithmic properties and the application of architectural concurrency is discussed considering the hybrid coding schemes.

### 59.4 Efficiency Estimation of Altemative VLSI Implementations

Basically, architectural efficiency can be defined by the ratio of performance over cost. To achieve a figure of merit for architectural efficiency we assume in the following that performance of a VLSI architecture can be expressed by the achieved throughput rate $R_{T}$ and the cost is equivalent to the required silicon area $A_{S i}$ for the implementation of the architecture:

$$
\begin{equation*}
E=\frac{R_{T}}{A_{S i}} \tag{59.3}
\end{equation*}
$$

Besides thearchitecture, efficiency mainly depends on the applied semiconductor technology and the design-style (semi-custom, full-custom). Therefore, a realistic efficiency estimation has to consider the gains provided by the progress in semiconductor technology. A sensibleway is the normalization of the architectural parameters according to a reference technology. In the following we assume a referenceprocess with agrid length $\lambda_{0}=1.0$ micron. For normalization of silicon area, thefollowing equation can be applied:

$$
\begin{equation*}
A_{S i, 0}=A_{S i}\left(\frac{\lambda_{0}}{\lambda}\right)^{2} \tag{59.4}
\end{equation*}
$$

where the index 0 is used for the system with reference gate length $\lambda_{0}$.
According to [7] the normalization of throughput can be performed by:

$$
\begin{equation*}
R_{T, 0}=R_{T}\left(\frac{\lambda}{\lambda_{0}}\right)^{1.6} \tag{59.5}
\end{equation*}
$$

From Eqs. (59.3), (59.4), and (59.5), thenormalization for the architectural efficiency can bederived:

$$
\begin{equation*}
E_{0}=\frac{R_{T, 0}}{A_{S i, 0}}=\frac{R_{T}}{A_{S i}}\left(\frac{\lambda}{\lambda_{0}}\right)^{3.6} \tag{59.6}
\end{equation*}
$$

$E$ can beused for theselection of the best architectural approach out of several alternatives. M oreover, assuming a constant efficiency for a specific architectural approach leads to a linear relationship of throughput rateand silicon area and this relationship can beapplied for theestimation of the required silicon areafor aspecific application. Dueto thepower of 3.6 in Equ. (59.6), thechosen semiconductor technology for implementation of a specific application has a significant impact on the architectural efficiency.

In the following, examples of dedicated and programmable architectures for video processing applications are presented. Additionally, the discussed efficiency measure is applied to achieve a figure of merit for silicon area estimation.

### 59.5 Dedicated Architectures

Due to their algorithmic regularity and the high processing power required for the discrete cosine transform and motion estimation, these algorithms are the first candidates for a dedicated implementation. As typical examples, alternatives for a dedicated implementation of these algorithms are discussed in the following.

The discrete cosine transform (DCT) is a real-valued frequency transform similar to the Discrete Fourier transform (DFT). When applied to an image block of size $L \times L$, the two dimensional DCT (2D-DCT) can be expressed as follows:

$$
\begin{align*}
Y_{k, l} & =\sum_{i=0}^{L-1} \sum_{j=0}^{L-1} x_{i, j} \cdot C_{i, k} \cdot C_{j, l}  \tag{59.7}\\
\text { where } \quad C_{n, m} & = \begin{cases}\frac{1}{\sqrt{2}} & \text { for } m=0 \\
\cos \left[\frac{(2 n+1) m \pi}{2 L}\right] & \text { otherwise }\end{cases}
\end{align*}
$$

with
$(i, j)=$ coordinates of the pixels in the initial block
$(k, l)=$ coordinates of the coefficients in the transformed block
$x_{i, j}=$ value of the pixel in the initial block
$Y_{k, l}=$ value of the coefficient in the transformed block
Computing a 2D DCT of size $L \times L$ directly according to Eq . (59.7) requires $\mathrm{L}^{4}$ multiplications and $\mathrm{L}^{4}$ additions.

The required processing power for the implementation of theDCT can be reduced by theexploitation of the arithmetic properties of the algorithm. Thetwo-dimensional DCT can be separated into two one-dimensional DCTs according to Eq. (59.8)

$$
\begin{equation*}
Y_{k, l}=\sum_{i=0}^{L-1} C_{i, k} \cdot\left[\sum_{j=0}^{L-1} x_{i, j} \cdot C_{j, l}\right] \tag{59.8}
\end{equation*}
$$

The implementation of the separated DCT requires $2 L^{3}$ multiplications and $2 L^{3}$ additions. As an example, the DCT implementation according to [9] is depicted in Fig. 59.2. This architecture is based on two one-dimensional processing arrays. Since this architecture is based on a pipelined multiplier/accumulator implementation in carry-save technique, vector merging adders are located at the output of each array. The results of the 1D-DCT have to be reordered for the second 1D-DCT stage. For this purpose, a transposition memory is used. Since both one-dimensional processor arrays require identical DCT coefficients, these coefficients are stored in a common ROM .


FIGURE 59.2: Separated DCT implementation according to [9].

M oving from a mathematical definition to an algorithm that can minimize the number of calculations required is a problem of particular interest in the case of transforms such as the DCT. The 1D-DCT can also be expressed by the matrix-vector product :

$$
\begin{equation*}
[\mathbf{Y}]=[\mathbf{C}][\mathbf{X}] \tag{59.9}
\end{equation*}
$$

where $[\mathbf{C}]$ is an $L \times L$ matrix and $[\mathbf{X}]$ and $[\mathbf{Y}] 8$-point input and output vectors. As an example, with $\theta=\mathrm{p} / 16$, the 8 -points DCT matrix can be computed as denoted in Eq. (59.10)

M oregenerally, thematrices in Eqs. (59.11) and (59.12) can be decomposed in a number of simpler matrices, the composition of which can be expressed as a flowgraph. M any fast algorithms have been proposed. Figure 59.3 illustrates the flowgraph of the B.G. Lee's algorithms, which is commonly used [10]. Several implementations using fast flow-graphs have been reported [11, 12].

Another approach that hasbeen extensively used isbased on thetechniqueof distributed arithmetic. Distributed arithmetic is an efficient way to compute the DCT totally or partially as scalar products. To illustrate the approach, let us compute a scalar product between two length-M vectors $C$ and $X$ :

$$
\begin{equation*}
Y=\sum_{i=0}^{M-1} c_{i} \cdot x_{i} \text { with } x_{i}=-x_{i, 0}+\sum_{j=1}^{B-1} x_{i, j} \cdot 2^{-j} \tag{59.13}
\end{equation*}
$$

where $\left\{c_{i}\right\}$ are N -bit constants and $\left\{x_{i}\right\}$ are coded in B bits in 2 s complement. Then Eq. (59.13) can berewritten as:

$$
\begin{equation*}
Y=\sum_{j=0}^{B-1} C_{j} \cdot 2^{-j} \text { with } C_{j \neq 0}=\sum_{i=0}^{M-1} c_{i} x_{i, j} \text { and } C_{0}=-\sum_{i=0}^{M-1} c_{i} x_{i, 0} \tag{59.14}
\end{equation*}
$$



FIGURE 59.3: Lee FDCT flowgraph for theone-dimensional 8-points DCT [10].

Thechange of summing order in $i$ and $j$ characterizes the distributed arithmetic schemein which the initial multiplications aredistributed to another computation pattern. Sincetheterm $C_{j}$ has only $2^{M}$ possible values (which depend on the $x_{i, j}$ values), it is possible to store these $2^{M}$ possible values in a ROM. An input set of M bits $\left\{x_{0, j}, x_{1, j}, x_{2, j}, \ldots, x_{M-1, j}\right\}$ is used as an address, allowing retrieval of the $C_{j}$ value. These intermediate results are accumulated in B clock cycles, for producing one $Y$ value. Figure 59.4 shows a typical architecture for the computation of a $M$ input inner product. The inverter and the MUX are used for inverting the final output of the ROM in order to compute $C_{0}$.


FIGURE 59.4: Architecture of a M input inner product using distributed arithmetic.

Figure59.5illustratestwo typical uses of distributed arithmetic for computingaDCT. Figure59.5(a) implements thescalar products described by thematrix of Eq. (59.10). Figure59.5(b) takes advantage of a first stage of additions and substractions and the scalar products described by the matrices of Eq. (59.11) and Eq. (59.12).

Properties of several dedicated DCT implementations have been reported in [6]. Figure 59.6 shows the silicon area as a function of the throughput rate for selected design examples. The design parametersarenormalized to afictive $1.0 \mu \mathrm{~m}$ CM O Sprocess accordingto thediscussed normalization strategy. As a figure of merit, a linear relationship of throughput rate and required silicon area can be derived:

$$
\begin{equation*}
\alpha_{T, 0} \approx 0.5 \mathrm{~mm}^{2} / \mathrm{M} \mathrm{pel} / \mathrm{s} \tag{59.15}
\end{equation*}
$$

Equation (59.15) can be applied for the silicon area estimation of DCT circuits. For example, assuming TV signals according to the CCIR-601 format and a frame rate of 25 Hz , the source rate


FIGURE 59.5: Architecture of an 8-point one-dimensional DCT using distributed arithmetic. (a) Pure distributed arithmetic. (b) M ixed D.A.: first stage of flowgraph decomposition products of 8 points followed by 2 times 4 scalar products of 4 points.
equals $20.7 \mathrm{M} \mathrm{pel} / \mathrm{s}$. As a figure of merit from Eq. (59.15) a normalized silicon area of about $10.4 \mathrm{~mm}^{2}$ can bederived. For HDTV signals the video source rate equals 110.6 M pel/s and approximately 55.3 $\mathrm{mm}^{2}$ silicon area is required for theimplementation of theDCT. Assuming an economically sensible maximum chip size of about $100 \mathrm{~mm}^{2}$ to $150 \mathrm{~mm}^{2}$, we can conclude that the implementation of the DCT does not necessarily require the realization of a dedicated DCT chip and the DCT core can be combined with several other on-chip modules that perform additional tasks of the video coding scheme.

For motion estimation several techniques have been proposed in the past. Today, the most important technique for motion estimation is block matching, introduced by [21]. Block matching is based on the matching of blocks between the current and a reference image. This can be done by a full (or exhaustive) search within a search window, but several other approaches have been


FIGURE 59.6: Normalized silicon area and throughput for dedicated DCT circuits.
reported in order to reduce the computation requirements by using an "intelligent" or "directed" search [17, 18, 19, 23, 25, 26, 27].

In case of an exhaustive search block matching algorithm, ablock of size $N \times N$ pels of the current image (reference block, denoted $X$ ) is matched with all the blocks located within a search window (candidate blocks, denoted $Y$ ) The maximum displacement will be denoted by $w$. The matching criterium generally consists in computing the mean absolute difference (MAD) between the blocks. Let $x(i, j)$ be the pixels of the reference block and $y(i, j)$ the pixels of the candidate block. The matching distance (or distortion) $D$ is computed according to Eq. (59.16). The indexes $m$ and $n$ indicatethe position of the candidateblock within the search window. The distortion $D$ is computed for all the $(2 w+1)^{2}$ possible positions of the candidateblock within the search window [Eq. (59.16)] and the block corresponding to the minimum distortion is used for prediction. The position of this block within the search window is represented by the motion vector $\mathbf{v}$ (59.17).

$$
\begin{align*}
D(m, n) & =\sum_{i=0}^{N-1} \sum_{j=0}^{N-1}|x(i, j)-y(i+m, j+n)|  \tag{59.16}\\
\mathbf{v} & =\left.\left[\begin{array}{l}
m \\
n
\end{array}\right]\right|_{D_{\min }} \tag{59.17}
\end{align*}
$$

The operations involved for computing $D(m, n)$ and DMIN are associative. Thus, the order for exploring the index spaces $(i, j)$ and ( $m, n$ ) are arbitrary and the block matching algorithm can be described by several different dependence graphs. As an example, Fig. 59.7 shows a possible dependence graph (DG) for $w=1$ and $N=4$. In this figure, AD denotes an absolute difference and an addition, M denotes a minimum value computation.


FIGURE 59.7: Dependence graphs of the block matching algorithm. The computation of $\mathbf{v}(X, Y)$ and $D(m, n)$ are performed by 2D linear DGs.

The dependence graph for computing $D(m, n)$ is directly mapped into a 2-D array of processing elements (PE), while the dependence graph for computing $\mathbf{v}(X, Y)$ is mapped into time (59.8). In other words, block matching is performed by a sequential exploration of the search area, while the computation of each distortion is performed in parallel. Each of the AD nodes of the DG is implemented by an AD processing element (AD-PE). The AD-PE stores the value of $x(i, j)$ and receives the value of $y(m+i, n+j)$ corresponding to the current position of the reference block in the search window. It performs the subtraction and the absolute value computation, and adds the
result to the partial result coming from the upper PE. The partial results are added on columns and a linear array of adders performs the horizontal summation of the row sums, and computes $D(m, n)$. For each position $(n, m)$ of the reference block, the M-PE checks if the distortion $D(m, n)$ is smaller than the previous smaller distortion value, and, in this case, updates the register which keeps the previous smaller distortion value.

To transform this naive architecture into a realistic implementation, two problems must be solved: (1) a reduction of the cycle time and (2) the I/O management.

1. The architecture of Fig. 59.8 implicitly supposes that the computation of $D(m, n)$ can be done combinatorially in one cycletime. While this is theoretically possible, the resulting cycle time would be very large and would increase as 2 N . Thus, a pipeline scheme is generally added.
2. This architecture also supposes that each of the AD-PE receives a new value of $y(m+$ $i, n+j$ ) at each clock cycle.


FIGURE 59.8: Principle of the 2-D block-based architecture.

Since transmitting the $N^{2}$ values from an external memory is clearly impossible, advantage must betaken from the fact that these values belong to the search window. A portion of the search window of size $N^{*}(2 w+N)$ is stored in the circuit, in a 2-D bank of shift registers able to shift in the up, down, and right direction. Each of theAD-PEshas one of theseregisters and can, at each cycle, obtain the value of $y(m+i, n+j)$ that it needs. To update this register bank, a new column of $2 w+N$ pixels of the search area is serially entered in the circuit and is inserted in the bank of registers. A mechanism must also be provided for loading a new reference with a low I/O overhead: a double buffering of $x(i, j)$ is required, with the pixels $x^{\prime}(i, j)$ of a new referenceblock serially loaded during the computation of the current reference block (Fig. 59.9).

Figure 59.10 showsthenormalized computational ratevs. normalized chip areafor block matching circuits. Since one MAD operation consists of three basic ALU operations (SUB, ABS, ADD), for a 1.0 micron CM OS process, we can derive from this figure that:

$$
\begin{equation*}
\alpha_{T, 0} \approx 30 \mathrm{~mm}^{2}+1.9 \mathrm{~mm}^{2} / \mathrm{GOPS} \tag{59.18}
\end{equation*}
$$

The first term of this expression indicates that the block matching algorithm requires a large storage area (storage of parts of the actual and previous frame), which cannot be reduced even when the


FIGURE 59.9: Practical implementation of the 2-D block-based architecture.
throughput is reduced. The second term corresponds to the linear dependency on computation throughput. The second term has the same amount as that determined for the DCT for GADDS because the three types of operations for the matching require approximately the same expense of additions.

From equation Eq. (59.18), the silicon area required for the dedicated implementation of the exhaustive search block matching strategy for a displacement of $\pm w$ pels can be derived by:

$$
\begin{equation*}
\alpha_{T, 0} \approx 0.0057 \cdot(2 w+1)^{2} \cdot R_{S}+30 \mathrm{~mm}^{2} \tag{59.19}
\end{equation*}
$$

According to Eq. (59.19), a dedicated implementation of exhaustive search block matching for telecommunication applications based on a source rate of $R_{S}=1.01 \mathrm{M} \mathrm{pel} / \mathrm{s}$ (CIF format, 10 Hz frame rate) and a maximum displacement of $w=15$, the required silicon area can be estimated to $35.5 \mathrm{~mm}^{2}$. For TV ( $R_{S}=10.4 \mathrm{M} \mathrm{pel} / \mathrm{s}$ ) the silicon area for $w=31$ can be estimated to 265 $\mathrm{mm}^{2}$. Estimating the required silicon area for HDTV signals and $w=31$ leads to $1280 \mathrm{~mm}^{2}$ for


FIGURE 59.10: Normalized silicon area and computational rate for dedicated motion estimation architectures.
the fictive $1.0 \mu \mathrm{~m}$ CM OS process. From this follows that the implementation for TV and HDTV applications will require the realization of a dedicated block matching chip. Assuming a recent 0.5 $\mu \mathrm{m}$ semiconductor processes the core size estimation leads to about $22 \mathrm{~mm}^{2}$ for TV signals and 106 $\mathrm{mm}^{2}$ for HDTV signals.

To reduce the high computational complexity required for exhaustive search block matching, two strategies can be applied:

1. Decrease of the number of candidate blocks.
2. Decrease of the pels per block by subsampling of the image data.

Typically, (1) is implemented by search strategies in successive steps. As an example, a modified scheme according to the original proposal of [25] will be discussed. In this scheme, the best match $\mathbf{v}_{s-1}$ in the previous step $s-1$ is improved in the present step s by comparison with displacements $\pm \Delta_{s}$. The displacement vector $\mathbf{v}_{s}$ for each step $s$ is calculated according to

$$
D_{s}\left(m_{s}, n_{s}\right)=\sum_{i=0}^{N-1} \sum_{j=0}^{N-1}\left|x(i, j)-y\left(i+m_{s}+q \cdot \Delta_{s}, j+n_{s}+q \cdot \Delta_{s}\right)\right|
$$

with $\quad q \in\{-1,0,1\}$

$$
\begin{aligned}
& {\left[\begin{array}{l}
m_{s} \\
n_{s}
\end{array}\right]=\mathbf{v}_{s-1}} \\
& {\left[\begin{array}{l}
m_{s} \\
n_{s}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \quad \text { for } s>0} \\
&
\end{aligned}
$$

and

$$
\mathbf{v}_{s}=\left.\left[\begin{array}{l}
m_{s}  \tag{59.20}\\
n_{s}
\end{array}\right]\right|_{D_{s, \min }}
$$

$\Delta_{s}$ depends on the maximum displacement $w$ and the number of search steps $N_{s}$. Typically, when $w=2^{k}-1, N_{s}$ is set to $k=\log _{2}(w+1)$ and $\Delta_{s}=2^{k-s+1}$. For example, for $w=15$, four steps with $\Delta_{s}=8,4,2,1$ are performed. This strategy reduces the number of candidate blocks from $(2 w+1)^{2}$ in case of exhaustive search to $1+8 * \log _{2}(w+1)$, e.g., for $w=15$ the number of candidateblocks is reduced from 961 to 33 which leads to a reduction of processing power by a factor of 29. For large block sizes $N$, the number of operations for the match can be further reduced by combining the search strategy with subsampling in the first steps. Architectures for block matching based on hierarchical search strategies are presented in [20, 22, 24, 30].

### 59.6 Programmable Architectures

According to the three ways for architectural optimization, adaptation, pipelining, and parallel processing, three architectural classes for the implementation of video signal processors can be distinguished:

- Intensive Pipelined Architectures - These architectures are typically scalar architectures that achieve high clock frequencies of several hundreds of M Hz due to the exploitation of pipelining.
- Parallel Data Paths - These architectures exploit data distribution for the increase of computational power. Several parallel data paths are implemented on one processor die, which leads in the ideal case to a linear increase of supported computational power. The number of parallel data paths is limited by the semiconductor process, since an increase of silicon area leads to a decrease of hardware yield.
- Coprocessor Architectures - Coprocessors are known from general processor designs and are often used for specific tasks, e.g., floating point operations. Theidea of the adaptation to specific tasks and increase of computational power without an increase of the required semiconductor area has been applied by several designs. Due to their high regularity and the high processing power requirements, low-level tasks are the most promising candidates for an adapted implementation. The main disadvantage of this architectural approach is the decrease of flexibility by an increase of adaptation.


### 59.6.1 Intensi ve Pipelined Architectures

Applying pipelining for the increase of clock frequency leads to an increased latency of the circuit. For algorithms that require a data dependent control flow, this fact might limit the performance gain. Additionally, increasing arithmetic processing power leads to an increase of data access rate. Generally, the required data access rate cannot be provided by external memories. The gap between provided external and required internal data access rate increases for processor architectures with high clock frequency. To provide the high data access rate, the amount of internal memory which provides a low access time has to be increased for high-performance signal processors. M oreover, it is unfeasible to apply pipelining to speed-up on-chip memory. Thus, the minimum memory access time is another limiting factor for the maximum degree of pipelining. At least speed optimization is a time consuming task of the design process, which has to be performed for every new technology generation.

Examples for video processors with high clock frequency are the S-VSP [39] and the VSP3 [40]. Due to intensive pipelining, an internal clock frequency of up to 300 MHz can be achieved. The VSP3 consists of two parallel data paths, the Pipelined Arithmetic Logic Unit (PAU) and Pipelined Convolution Unit (PCU ) (Fig. 59.11). The relatively large on-chip data memory of size 114 kbit is split into seven blocks, six data memories and one FIFO memory for external data exchange. Each of the six data memories is provided with an address generation unit (AGU), which provides the addressing modes "block", "DCT", and "zig-zag". Controlling is performed by a Sequence Control Unit (SCU) which involves a 1024x32bit instruction memory. A Host Interface Unit (HIU) and a Timing Control Unit (TCU) for the derivation of the internal clock frequency are integrated onto the VSP3 core.

The entire VSP3 core consists of 1.27 million transistors, implemented based on a 0.5 micron BiCM OS technology on a $16.5 \times 17.0-\mathrm{mm}^{2}$ die. The VSP3 performs the processing of the CCITTH. 261 tasks (neglecting Huffman coding) for one macroblock in $45 \mu$ s. Since realtime processing of 30 Hz -CIF signals requires a processing time of less than $85 \mu \mathrm{~s}$ for one macroblock, a H. 261 coder can be implemented based on one VSP3.

### 59.6.2 Parallel Data Paths

In the previous section, pipelining was presented as a strategy for processing power enhancement. Applying pipelining leads to a subdivision of a logic operation into sub-operations, which are processed in parallel with increased processing speed. An alternative to pipelining is the distribution of data among functional units. Applying this strategy leadsto an implementation of parallel data paths. Typically, each data path is connected to an on-chip memory which provides the access distributed image segments.

Generally, two types of controlling strategies for parallel data paths can be distinguished. An M IM D concept provides a private control unit for each data path, whereas SIM D-based controlling provides a single common controller for parallel data paths. Compared to SIM D, the advantage of MIMD is a greater flexibility and a higher performance for complex algorithms with highly data dependent control flow. On the other hand, M IM D requires a significantly increased silicon area.


FIGURE 59.11: VSP3 architecture [40].

Additionally, the access rate to the program memory is increased, since several controllers have to be provided with program data. M oreover, a software-based synchronization of the data paths is more complex. In case of an SIM D concept synchronization is performed implicitly by the hardware.

Sinceactual hybrid codingschemes requirealargeamount of processing power for tasksthat require a data independent control flow, a single control unit for the parallel data path provides sufficient processor performance. The controlling strategy has to provide the execution of algorithms that require a data dependent control flow, e.g., quantization. A simple concept for the implementation of a data dependent control flow is to disable the execution of instruction in dependence of the local data path status. In this case, the data path utilization might be significantly decreased, since several of the parallel data path idle while others perform the processing of image data. An alternative is a hierarchical controlling concept. In this case, each data path is provided with a small local control unit with limited functionality and theglobal controller initiates the execution of control sequences of the local data path controllers. To reducethe required chip area for this controlling concept, the local controller can be reduced to a small instruction memory. Addressing of this memory is performed by the global control unit.

An example of a video processor based on parallel identical data path with a hierarchical controlling concept is the IDSP [42] (Fig. 59.12). The IDSP processor includes four pipelined data processing units (DPU0-DPU3), three parallel I/O ports (PIO0-PIO2), one $8 \times 16$-bit register file, five dualported memory blocks of size $512 \times 16$-bit each, an address generation unit for the data memories, and a program sequencer with $512 \times 32$-bit instruction memory and $32 \times 32$-bit boot ROM.

The data processing units consist of a three-stage pipeline structure based on a ALU, multiplier, and an accumulator. This data path structure is well suited for L1 and L2 norm calculations and convolution-like algorithms. The four parallel data paths support a peak computational power of 300 M OPS at a typical clock frequency of 25 MHz . The data required for parallel processing are supplied by four cache memories (CM 0-CM 3) and a work memory (WM ). Address generation for


FIGURE 59.12: IDSP architecture[42].
these memories is performed by an address generation unit (AU) which supports address sequences such as block scan, bit reverse, and butterfly. The three parallel I/O units contain a data I/O port, an address generation unit, and a DM A control processor (DM AC).

The IDSP integrates 910,000 transistors in $15.2 \times 15.2 \mathrm{~mm}^{2}$ using an 0.8 micron BiCM OS technology. For a full-CIF H. 261 video codec four IDSP are required.

Another example of an SIM D-based video signal processor architecture based on identical parallel data paths is the HiPAR-DSP [44] (Fig. 59.13). The processor core consists of 16 RISC data paths, controlled by a common VLIW instruction word. The data paths contain a multiplier/accumulator unit, a shift/round unit, an ALU, and a $16 \times 16$ bit register file. Each data path is connected to a private data cache. To support the characteristic data access pattern of several image processing tasks efficiently, a shared memory with parallel data access is integrated on-chip and provides parallel and conflict-free access to the data stored in this memory. The supported access patterns are "matrix", "vector" and "scalar". D ata exchange with external devices is supported by an on chip DM A unit and a hypercube interface.

At present, a prototype of the HiPAR-DSP, based on four parallel data paths, is implemented. This chip will be manufactured in a 0.6 micron CM OS technology and will require a silicon area of about $180 \mathrm{~mm}^{2}$. One processor chip is sufficient for realtime decoding of video signals, according to M PEG-2 M ain Profile at M ain Level. For encoding an external motion estimator is required.

In contrast to SIMD-based HiPAR-DSP architecture, the TM S320C80 (M VP) is based on an MIM D approach [43]. The M VP consists of four parallel processors (PP) and one master processor (Fig. 59.14). The processors are connected to 50-kbyte on-chip data memory via a global crossbar interconnection network. A DM A controller provides the data transfer to an external data memory and video I/O is supported by an on-chip video interface.

The master processor is a general-purpose RISC processor with an integral IEEE-compatible floating-point unit (FPU). The processor has a 32-bit instruction word and can load or store 8-, $16-$, 32-, and 64-bit data sizes. The master processor includes a $32 \times 32$-bit general purpose register file. The master processor is intended to operate as the main supervisor and distributor of tasks within the chip and is also responsible for the communication with external processors. Due to the integrated FPU, the master processor will perform tasks such as audio signal processing and 3-D graphics transformation.


FIGURE 59.13: Architecture of the HiPAR-DSP [44].

The parallel processors architecture has been designed to perform typical DSP algorithms, e.g., filtering, DCT, and to support bit and pixel manipulations for graphics applications. The parallel processors contain two address units, a program flow control unit, and a data unit with 32-bit ALU, $16 \times 16$-bit multiplier, and a barrel rotator.

TheM VP hasbeen designed usinga 0.5 micron CM OStechnology. Dueto thesupported flexibility, about four million transistors on a chip area of $324 \mathrm{~mm}^{2}$ are required. A computational power of 2 GOPS is supported. A singleM VP is ableto encodeCIF-30Hz video signals accordingto the M PEG-1 standard.

### 59.6.3 Coprocessor Concept

M ost programmable architectures for video processing applications achieve an increase of processing power by an adaptation of the architecture to the algorithmic requirements. A feasible approach is the combination of a flexible programmable processor module with one or more adapted modules. This approach leads to an increase of processing power for specific algorithms and leads a significant decrease of required silicon area. The decrease of silicon area is caused by two effects. At first, the implementation of therequired arithmetic operationscan beoptimized, which leadsto an areareduction. Second, dedicated modules require significantly less hardware expense for module controlling, e.g., for program memory.

Typically, computation intensivetasks, such as DCT, block matching, or variablelength coding, are candidates for an adapted or even dedicated implementation. Besides the adaptation to one specific task, mapping of several different tasks onto one adapted processor module might be advantageous. For example, mapping successivetasks, such as DCT, quantization, inversequantization, IDCT, onto the same module reduces the internal communication overhead.

Coprocessor architectures that are based on highly adapted coprocessors achieve high computational power on a small chip area. The main disadvantage of these architectures is the limited flexibility. Changes of the envisaged applications might lead to an unbalanced utilization of the processor modules and therefore to a limitation of the effective processing power of the chip.

Applying the coprocessor concept opens up a variety of feasible architecture approaches, which


FIGURE 59.14: TM S320C80 (M VP) [43].
differ in achievable processing power and flexibility of the architecture. In the following several architectures arepresented, which clarify thewidevariety of sensible approaches for video compression based on a coprocessor concept. Most of these architectures aim at an efficient implementation of hybrid coding schemes. As a consequence, these architectures arebased on highly adapted coprocessors.

A chip set for video coding has been proposed in [8]. This chip set consists of four devices: two encoder options(the AV P1300E and AVP1400E), the AV P1400D decoder, and the AV P1400C system controller. The AVP1300E has been designed for H. 261 and M PEG-1 frame-based encoding. Full M PEG-1 encoding (I-frame, P-frame, and B-frame) is supported by the AVP1400E. In the following, the architecture of the encoder chips is presented in more detail.

The AVP1300E combines function oriented modules, mask programmable modules, and user programmable modules (Fig. 59.15). It consists of a dedicated motion estimator for exhaustive search block matching with a search area of $+/-15$ pels. The variable length encoder unit contains an ALU, a register array, a coefficient RAM, and a tableROM . Instructionsfor theVLE unit are stored in a program ROM. Special instructions for conditional switching, run-length coding, and variable-to-fixed-length conversion are supported. The remaining tasks of the encoder loop, i.e., DCT/IDCT, quantization, and inverse quantization, are performed in two modules called SIMD processor and quantization processor (QP). The SIM D processor consists of six parallel processors each with ALU, multiplier-accumulator units. Program information for this module is again stored in a ROM memory. The QP's instructions are stored in a $1024 \times 28$-bit RAM. This module contains 16 -bit ALU, a multiplier, and a register file of size $144 \times 16$-bit. Data communication with external DRAM s is supported by a memory management unit (MMAFC). Additionally, the processor scheduling is performed by a global controller (GC).

Dueto theadaptation of the architectureto specific tasks of thehybrid coding scheme, a singlechip of size $132 \mathrm{~mm}^{2}$ (at 0.9 micron CM OS technology) supports the encoding of CIF-30H z video signals according to the H .261 standard, including the computation intensive exhaustive search motion estimation strategy. An overview of the complete chipset is given in [33].

TheAxPe640V [37] is another typical exampleof thecoprocessor approach (Fig. 59.16). To provide high flexibility for a broad range of video processing algorithms, the two processor modules arefully user programmable. A scalar RISC core supportsthe processing of tasks with data dependent control


FIGURE 59.15: AVP encoder architecture[8].
flow, whereasthetypically more computation intensive low level tasks with data independent control flow can be executed by a parallel SIM D module.

The RISC core functions as a master processor for global control and for processing of tasks such as variable length encoding and quantization. To improve the performance for typical video coding schemes, the data path of the RISC core has been adapted to the requirements of quantization and variable length coding, by an extension of the basic instruction set. A program RAM of size is placed on-chip and can be loaded from an external PROM during start-up. The SIMD oriented arithmetic processing unit (APU) contains four parallel datapaths with a subtracter-complementermultiplier pipeline. The intermediate results of the arithmetic pipelines arefed into a multi-operand accumulator with shift/limit circuitry. The results of the APU can be stored in the internal local memory or read out to the external data output bus.

Sinceboth RISC coreand APU includea privateprogram RAM and address generation units, these processor modules are able to work in parallel on different tasks. This M IM D-like concept enables an execution of two tasks in parallel, e.g., DCT and quantization.

The AxPe640V is currently available in a $66-\mathrm{M} \mathrm{Hz}$ version, designed in a 0.8 micron CM OS technology. A QCIF-10HzH. 261 codec can be realized with a singlechip. To achievehigher computation power several AxPe640V can be combined to a multiprocessor system. For example, threeAxPe640V are required for an implementation of a CIF-10 z codec.


FIGURE 59.16: AxPe640V architecture[37].

The examples presented above clarify the wide range of architectural approaches for the VLSI implementation of video coding schemes. The applied strategies are influenced by several demands, especially the desired flexibility of the architecture and maximum cost for realization and manufacturing. Dueto the high computational requirements of real time video coding, most of the presented architectures apply a coprocessor concept with flexible programmable modules in combination with
modules that are more or less adapted to specific tasks of the hybrid coding scheme. An overview of programmable architectures for video coding applications is given in [6].

Equations (59.4) and (59.5) can be applied for the comparison of programmable architectures. The result of this comparison is shown in Fig. 59.17, using the coding scheme according to ITU recommendation H. 261 as a benchmark. Assuming a linear dependency between throughput rate


FIGURE 59.17: Normalized silicon area and throughput (frame rate) for adapted and flexible programmable architectures for a H 261 codec.
and silicon area, a linear relationship corresponds to constant architectural efficiency, indicated by the two grey lines in Fig. 59.17. According to these lines, two groups of architectural classes can be identified. Thefirst group consistsof adapted architectures, optimized for hybrid coding applications. Thearchitecturescontain oneor moreadapted modulesfor computation intensivetasks, such asDCT or block matching. It is obvious that the application field of these architectures is limited to a small range of applications. Thislimitation is avoided by themembers of the second group of architectures. M ost of these architectures do not contain function specific circuitry for specific tasks of the hybrid coding scheme. Thus, they can be applied for wider variety of applications without a significant loss of sustained computational power. On the other hand, these architectures are associated with a decreased architectural efficiency compared to the first group of proposed architectures: Adapted architectures achieve an efficiency gain of about 6 to 7 .

For atypical video phoneapplication aframerate of 10 Hz can beassumed. For this application the required normalized silicon area of about $130 \mathrm{~mm}^{2}$ is required for adapted programmable approaches and approximately $950 \mathrm{~mm}^{2}$ are required for flexible programmable architectures. For a rough
estimation of the required silicon area for an M PEG-2 decoder, we assume that the algorithmic complexity of an M PEG-2 decoder for CCIR-601 signals is about half the complexity of an H. 261 codec. Additionally, it has to be taken into account that the number of pixels per frame is about 5.3 times larger for CCIR signals than for CIF signals. From this the normalized implementation size of an M PEG-2 decoder for CCIR-601 signals and a frame rate of 25 Hz can be estimated to $870 \mathrm{~mm}^{2}$ for an adapted architecture and $6333 \mathrm{~mm}^{2}$ for flexible programmable architecture. Scaling these figures according to the defined scaling rules, a silicon area of about $71 \mathrm{~mm}^{2}$ and $520 \mathrm{~mm}^{2}$ can be estimated for an implementation based on an $0.5 \mu \mathrm{~m}$ CM OS process. Thus, the realization of video coding hardware for TV or HDTV based on flexible programmable processors still requires several monolithic components.

### 59.7 Conclusion

Theproperties of recent hybrid codingschemes in termsofVLSI implementation havebeen presented. Architectural alternatives for the dedicated realization of the DCT and block matching have been discussed. Architectures of programmablevideo signal processorshavebeen presented and compared in terms of architectural efficiency. It has been shown that adapted circuits achieve a six to seven times higher efficiency than flexible programmable circuits. This efficiency gap might decrease for future coding schemes associated with a higher amount of medium- and high-level algorithms. Due to their flexibility, programmablearchitectures will become more and more attractivefor futureVLSI implementations of video compression schemes.
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ASENSOR ARRAY SYSTEM consists of a number of spatially-distributed elements, such as dipoles, hydrophones, geophones or microphones, followed by receivers and a processor. The array samples propagating wavefields in time and space. The receivers and the processor vary in mode of implementation and complexity according to the types of signals encountered, desired operation, and the adaptability of the array. For example, the array may be narrowband or wideband and the processor may be for determining the directions of the sources of signals or for beamforming to reject interfering signals and to enhance the quality of the desired signal in a communication system. The broad range of applications and the multifaceted nature of technical challenges for modern array signal processing have provided a fertile ground for contributions by and collaborations among researchers and practitioners from many disciplines, particularly those from the signal processing, statistics, and numerical linear algebra communities.

Thefollowing chapters present a sampling of the latest theory, algorithms, and applications related to array signal processing. The range of topics and algorithms include some which have been in use for more than a decade as well as some which are results of active current research. The sections on applications give examples of current areas of significant research and development.

M odern array signal processing often requires the use of the formalism of complex variables in modeling received signals and noise. Chapter 60 provides an introduction to complex random processes which are useful for bandpass communication systems and arrays. A classical use for arrays of sensors is to exploit the differences in the location (direction) of sources of transmitted signals to perform spatial filtering. Such techniques are reviewed in Chapter 61.

Another common use of arrays is the estimation of informative parameters about the wavefields impinging on the sensors. Themost common parameter of interest is the direction of arrival (DOA) of a wave. Subspace techniques have been advanced as means of estimating the DOAs of sources, which are very close to each other, with high accuracy. The large number of developments in such techniques is reflected in the topics covered in Chapters 62 to 66 . Chapter 62 gives a general overview of subspace processing for direction finding, while Chapter 63 discusses a particular type of subspace algorithm which is extended to sensing of azimuth and elevation angles with planar arrays. M ost estimatorsassumeknowledgeof theneeded statistical characteristicsof themeasurement noise. This requirement is relaxed in the approach given in Chapter 64. Chapter 65 extends the capabilities of traditional sensors to those which can measure the complete electric and magnetic field components and provides estimators which exploit such information. When signal sources move, or when computational requirements for real-time processing prohibit batch estimation of the subspaces, computationally efficient adaptivesubspaceupdatingtechniques arecalled for. Chapter 66 presents many of the recent techniques which have been developed for this purpose. Before subspace methods are used for estimating the parameters of the waves received by an array, it is necessary to determine the number of sources which generatethewaves. This aspect of the problem, often termed detection, is discussed in Chapter 67.

An important area of application for arrays is in the field of communications, particularly as it
pertains to emerging mobile and cellular systems. Chapter 68 gives an overview of a number of techniques for improving the reception of signalsin mobile systems, whileChapter 69 considers problems which arise in beamforming in the presence of multipath signals-a common occurrence in mobile communications. Chapter 70 discusses radar systems which employ sensor arrays, thereby providing the opportunity for space-time signal processing for improved resolution and target detection.
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### 60.1 Introduction

M uch of modern digital signal processing isconcerned with theextraction of information from signals which arenoisy, or which behaverandomly whilestill revealingsomeattributeor parameter of a system or environment under observation. The term in popular use now for this kind of computation is statistical signal processing, and much of this Handbook is devoted to this very subject. Statistical signal processing isclassical statistical inferenceapplied to problems of interest to electrical engineers, with the added twist that answers are often required in "real time", perhaps seconds or less. Thus, computational algorithms are often studied hand-in-hand with statistics.

One thing that separates the phenomena electrical engineers study from that of agronomists, economists, or biologists, is that the data they process are very often complex; that is, the data points come in pairs of the form $x+j y$, where $x$ is called the real part, $y$ the imaginary part, and $j=\sqrt{-1}$. Complex numbers are entirely a human intellectual creation: there are no complex physical measurable quantities such as time, voltage, current, money, employment, crop yield, drug efficacy, or anything else. However, it is possible to attribute to physical phenomena an underlying mathematical model that associates complex causes with real results. Paradoxically, theintroduction of a complex-number-based theory can often simplify mathematical models.


FIGURE 60.1: Quadrature demodulator.

Beyond their use in the development of analytical models, complex numbers often appear as actual data in some information processing systems. For representation and computation purposes, a complex number is nothing morethan an ordered pair of real numbers. Onejust mentally attaches the " $j$ " to one of the two numbers, then carries out the arithmetic or signal processing that this interpretation of the data implies.

One of the most well-known systems in electrical engineering that generates complex data from real measurements is the quadrature, or IQ, demodulator, shown in Fig. 60.1. The theory behind this system is as follows. A real bandpass signal, with bandwidth small compared to its center frequency, has the form

$$
\begin{equation*}
s(t)=A(t) \cos \left(\omega_{c} t+\phi(t)\right) \tag{60.1}
\end{equation*}
$$

where $\omega_{c}$ is the center frequency, and $A(t)$ and $\phi(t)$ are the amplitude and angle modulation, respectively. By viewing $A(t)$ and $\phi(t)$ together as the polar coordinates for a complex function $g(t)$, i.e.,

$$
\begin{equation*}
g(t)=A(t) e^{j \phi(t)}, \tag{60.2}
\end{equation*}
$$

we imagine that there is an underlying complex modulation driving the generation of $s(t)$, and thus

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{g(t) e^{j \omega_{c} t}\right\} . \tag{60.3}
\end{equation*}
$$

Again, $s(t)$ is physically measurable, while $g(t)$ isamathematical creation. However, theintroduction of $g(t)$ does much to simplify and unify the theory of bandpass communication. It is often the case that information to betransmitted via an electronic communication channel can be mapped directly into the magnitude and phase, or the real and imaginary parts, of $g(t)$. Likewise, it is possible to demodulate $s(t)$, and thus "retrieve" the complex function $g(t)$ and the information it represents. This is the purpose of the quadrature demodulator shown in Fig. 60.1. In Section 60.2 we will examine in some detail the operation of this demodulator, but for now note that it has one real input and two real outputs, which are interpreted as thereal and imaginary parts of an information-bearing complex signal.
Any application of statistical inference requires the development of a probabilistic model for the received or measured data. This means that weimaginethe data to be a "realization" of a multivariate random variable, or a stochastic process, which is governed by some underlying probability space of which we have incompleteknowledge. Thus, the purpose of this section is to give an introduction to probabilistic modelsfor complex data. Thetopicscovered are2nd-order stochastic processesand their complex representations, the multivariate complex Gaussian distribution, and related distributions which appear in statistical tests. Special attention will bepaid to a particular class of random variables, called circular complex random variables. Circularity is a type of symmetry in the distributions of the real and imaginary parts of complex random variables and stochastic processes, which can be
physically motivated in many applications and is almost always assumed in the statistical signal processing literature. Complex representations for signals and the assumption of circularity are particularly useful in the processing of data or signals from an array of sensors, such as radar antennas. The reader will find them used throughout this chapter of the Handbook.

### 60.2 Complex Envelope Representations of Real Bandpass Stochastic Processes

### 60.2.1 Representations of Deterministic Signals

The motivation for using complex numbers to represent real phenomena, such as radar or communication signals, may be best understood by first considering the complex envelope of a real deterministic finite-energy signal.

Let $s(t)$ bea real signal with a well-defined Fourier transform $S(\omega)$. We say that $s(t)$ is bandlimited if the support of $S(\omega)$ is finite, that is,

$$
\begin{align*}
S(\omega) & =0 & & \omega \notin B  \tag{60.4}\\
& \neq 0 & & \omega \in B
\end{align*}
$$

where $B$ is the frequency band of the signal, usually a finite union of intervals on the $\omega$-axis such as

$$
\begin{equation*}
B=\left[-\omega_{2},-\omega_{1}\right] \cup\left[\omega_{1}, \omega_{2}\right] . \tag{60.5}
\end{equation*}
$$

The Fourier transform of such a signal is illustrated in Fig. 60.2.


FIGURE 60.2: Fourier transform of a bandpass signal.

Since $s(t)$ is real, the Fourier transform $S(\omega)$ exhibits conjugate symmetry, i.e., $S(-\omega)=S^{*}(\omega)$. This implies that knowledge of $S(\omega)$, for $\omega \geq 0$ only, is sufficient to uniquely identify $s(t)$.

Thecomplex envelope of $s(t)$, which we denote $g(t)$, is a frequency-shifted version of the complex signal whose Fourier transform is $S(\omega)$ for positive $\omega$, and 0 for negative $\omega$. It is found by the operation indicated graphically by the diagram in Fig. 60.3, which could bewritten

$$
\begin{equation*}
g(t)=\operatorname{LPF}\left\{2 s(t) e^{-j \omega_{c} t}\right\} \tag{60.6}
\end{equation*}
$$

$\omega_{c}$ isthecenter frequency of theband $B$, and "LPF" represents an ideal lowpassfilter whosebandwidth is greater than half the bandwidth of $s(t)$, but much less than $2 \omega_{c}$. The Fourier transform of $g(t)$ is given by

$$
\begin{align*}
G(\omega) & =2 S\left(\omega-\omega_{c}\right) \quad|\omega|<B W  \tag{60.7}\\
& =0 \quad \text { otherwise } .
\end{align*}
$$



$$
2 \mathrm{e}^{-\mathrm{j} \omega_{\mathrm{c}} \mathrm{t}}
$$

FIGURE 60.3: Quadrature demodulator.


FIGURE 60.4: Fourier transform of the complex representation.

The Fourier transform of $g(t)$, for $s(t)$ as given in Fig. 60.2, is shown in Fig. 60.4.
The inverse operation which gives $s(t)$ from $g(t)$ is

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{g(t) e^{j \omega_{c} t}\right\} \tag{60.8}
\end{equation*}
$$

Our interest in $g(t)$ stems from the information it represents. Real bandpass processes can be written in the form

$$
\begin{equation*}
s(t)=A(t) \cos \left(\omega_{c} t+\phi(t)\right) \tag{60.9}
\end{equation*}
$$

where $A(t)$ and $\phi(t)$ are slowly varying functions relative to the unmodulated carrier $\cos \left(\omega_{c} t\right)$, and carry information about the signal source. From the complex envelope representation (60.3), we know that

$$
\begin{equation*}
g(t)=A(t) e^{j \phi(t)} \tag{60.10}
\end{equation*}
$$

and hence $g(t)$, in its polar form, is a direct representation of the information-bearing part of the signal.

In what follows we will outline a basic theory of complex representations for real stochastic processes, instead of the deterministic signals discussed above. We will consider representations of second-order stochastic processes, those with finite variances and correlations and well-defined spectral properties. Two classes of signals will be treated separately: those with finite energy (such as radar signals) and those with finite power (such as radio communication signals).

### 60.2.2 Finite-Energy Second-Order Stochastic Processes

Let $\mathbf{x}(t)$ be a real, second-order stochastic process, with the defining property

$$
\begin{equation*}
E\left\{\mathbf{x}^{2}(t)\right\}<\infty, \quad \text { all } t \tag{60.11}
\end{equation*}
$$

Furthermore, let $\mathbf{x}(t)$ be finite-energy, by which we mean

$$
\begin{equation*}
\int_{-\infty}^{\infty} E\left\{\mathbf{x}^{2}(t)\right\} d t<\infty \tag{60.12}
\end{equation*}
$$

The autocorrelation function for $\mathbf{x}(t)$ is defined as

$$
\begin{equation*}
R_{\mathbf{x} \mathbf{x}}\left(t_{1}, t_{2}\right)=E\left\{\mathbf{x}\left(t_{1}\right) \mathbf{x}\left(t_{2}\right)\right\} \tag{60.13}
\end{equation*}
$$

and from (60.11) and theCauchy-Schwartz inequality we know that $R_{\mathbf{x x}}$ is finitefor all $t_{1}, t_{2}$.
The bi-frequency energy spectral density function is

$$
\begin{equation*}
S_{\mathbf{x x}}\left(\omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{\mathbf{x x}}\left(t_{1}, t_{2}\right) e^{-j \omega_{1} t_{1}} e^{+j \omega_{2} t_{2}} d t_{1} d t_{2} \tag{60.14}
\end{equation*}
$$

It is assumed that $S_{\mathbf{x x}}\left(\omega_{1}, \omega_{2}\right)$ exists and is well defined. In an advanced treatment of stochastic processes (e.g., Loeve[1]) it can be shown that $S_{\mathbf{x x}}\left(\omega_{1}, \omega_{2}\right)$ exists if and only if the Fourier transform of $\mathbf{x}(t)$ exists with probability 1 ; in this case, the process is said to be harmonizable.

If $\mathbf{x}(t)$ is the input to a linear time invariant system $\mathbf{H}$, and $\mathbf{y}(t)$ is the output process, as shown in Fig. 60.5, then $\mathbf{y}(t)$ is also a second-order finite-energy stochastic process. The bi-frequency energy


FIGURE 60.5: LTI system with stochastic input and output.
spectral density of $\mathbf{y}(t)$ is

$$
\begin{equation*}
S_{\mathbf{y y}}\left(\omega_{1}, \omega_{2}\right)=H\left(\omega_{1}\right) H^{*}\left(\omega_{2}\right) S_{\mathbf{x x}}\left(\omega_{1}, \omega_{2}\right) \tag{60.15}
\end{equation*}
$$

This last result aids in a natural interpretation of the function $S_{\mathbf{x x}}(\omega, \omega)$, which we denote as the energy spectral density. For any process, the total energy $E_{\mathbf{x}}$ is given by

$$
\begin{equation*}
E_{\mathbf{x}}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} S_{\mathbf{x x}}(\omega, \omega) d \omega . \tag{60.16}
\end{equation*}
$$

If we pass $\mathbf{x}(t)$ through an ideal filter whose frequency response is 1 in the band $B$ and 0 elsewhere, then the total energy in the output process is

$$
\begin{equation*}
E_{\mathbf{y}}=\frac{1}{2 \pi} \int_{B} S_{\mathbf{x x}}(\omega, \omega) d \omega . \tag{60.17}
\end{equation*}
$$

This says that the energy in the stochastic process $\mathbf{x}(t)$ can be partitioned into different frequency bands, and the energy in each band is found by integrating $S_{\mathbf{x x}}(\omega, \omega)$ over the band.

We can define a bandpass stochastic process, with band $B$, as one that passes undistorted through an ideal filter $\mathbf{H}$ whose frequency response is 1 within the frequency band and 0 elsewhere. M ore precisely, if $\mathbf{x}(t)$ is the input to an ideal filter $\mathbf{H}$, and the output process $\mathbf{y}(t)$ is equivalent to $\mathbf{x}(t)$ in the mean-square sense, that is

$$
\begin{equation*}
E\left\{(\mathbf{x}(t)-\mathbf{y}(t))^{2}\right\}=0 \quad \text { all } t \tag{60.18}
\end{equation*}
$$

then we say that $\mathbf{x}(t)$ is a bandpass process with frequency band equal to the passband of $\mathbf{H}$. This is equivalent to saying that the integral of $S_{\mathbf{x x}}\left(\omega_{1}, \omega_{2}\right)$ outside of the region $\omega_{1}, \omega_{2} \in B$ is 0 .

### 60.2.3 Second-Order Complex Stochastic Processes

A complex stochastic process $\mathbf{z}(t)$ is one given by

$$
\begin{equation*}
\mathbf{z}(t)=\mathbf{x}(t)+j \mathbf{y}(t) \tag{60.19}
\end{equation*}
$$

where the real and imaginary parts, $\mathbf{x}(t)$ and $\mathbf{y}(t)$, respectively, are any two stochastic processes defined on a common probability space. A finite-energy, second-order complex stochastic process is one in which $\mathbf{x}(t)$ and $\mathbf{y}(t)$ are both finite-energy, second-order processes, and thus have all the properties given above. Furthermore, because the two processes have a joint distribution, we can define the cross-correlation function

$$
\begin{equation*}
R_{\mathbf{x y}}\left(t_{1}, t_{2}\right)=E\left\{\mathbf{x}\left(t_{1}\right) \mathbf{y}\left(t_{2}\right)\right\} \tag{60.20}
\end{equation*}
$$

By far the most widely used class of second-order complex processes in signal processing is the class of circular complex processes. A circular complex stochastic process is one with the following two defining properties:

$$
\begin{equation*}
R_{\mathbf{x x}}\left(t_{1}, t_{2}\right)=R_{\mathbf{y y}}\left(t_{1}, t_{2}\right) \tag{60.21}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\mathbf{x y}}\left(t_{1}, t_{2}\right)=-R_{\mathbf{y x}}\left(t_{1}, t_{2}\right) \quad \text { all } t_{1}, t_{2} . \tag{60.22}
\end{equation*}
$$

From Eqs. (60.21) and (60.22) we have that

$$
\begin{equation*}
E\left\{\mathbf{z}\left(t_{1}\right) \mathbf{z}^{*}\left(t_{2}\right)\right\}=2 R_{\mathbf{x} \mathbf{x}}\left(t_{1}, t_{2}\right)+2 j R_{\mathbf{y x}}\left(t_{1}, t_{2}\right) \tag{60.23}
\end{equation*}
$$

and furthermore

$$
\begin{equation*}
E\left\{\mathbf{z}\left(t_{1}\right) \mathbf{z}\left(t_{2}\right)\right\}=0 \tag{60.24}
\end{equation*}
$$

for all $t_{1}, t_{2}$. This implies that all of the joint second-order statistics for the complex process $\mathbf{z}(t)$ are represented in thefunction

$$
\begin{equation*}
R_{\mathbf{z z}}\left(t_{1}, t_{2}\right)=E\left\{\mathbf{z}\left(t_{1}\right) \mathbf{z}^{*}\left(t_{2}\right)\right\} \tag{60.25}
\end{equation*}
$$

which we define unambiguously as the autocorrelation function for $\mathbf{z}(t)$. Likewise, the bi-frequency spectral density function for $\mathbf{z}(t)$ is given by

$$
\begin{equation*}
S_{\mathbf{z z}}\left(\omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{\mathbf{z z}}\left(t_{1}, t_{2}\right) e^{-j \omega_{1} t_{1}} e^{+j \omega_{2} t_{2}} d t_{1} d t_{2} \tag{60.26}
\end{equation*}
$$

Thefunctions $R_{\mathbf{z z}}\left(t_{1}, t_{2}\right)$ and $S_{\mathbf{z z}}\left(\omega_{1}, \omega_{2}\right)$ exhibit Hermitian symmetry, i.e.,

$$
\begin{equation*}
R_{\mathbf{z z}}\left(t_{1}, t_{2}\right)=R_{\mathbf{z z}}^{*}\left(t_{2}, t_{1}\right) \tag{60.27}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathbf{z z}}\left(\omega_{1}, \omega_{2}\right)=S_{\mathbf{z z}}^{*}\left(\omega_{2}, \omega_{1}\right) \tag{60.28}
\end{equation*}
$$

However, there is no requirement that $S_{\mathbf{z z}}\left(\omega_{1}, \omega_{2}\right)$ exhibit the conjugate symmetry for positive and negative frequencies, given in Eq. (60.6), as is the case for real stochastic processes.

Other properties of real second-order stochastic processes given above carry over to complex processes. Namely, if $\mathbf{H}$ is a linear time-invariant system with arbitrary complex impulse response $h(t)$, frequency response $H(\omega)$, and complex input $\mathbf{z}(t)$, then the complex output $\mathbf{w}(t)$ satisfies

$$
\begin{equation*}
S_{\mathbf{w w}}\left(\omega_{1}, \omega_{2}\right)=H\left(\omega_{1}\right) H^{*}\left(\omega_{2}\right) S_{\mathbf{z z}}\left(\omega_{1}, \omega_{2}\right) \tag{60.29}
\end{equation*}
$$

A bandpass circular complex stochastic process is one with finite spectral support in some arbitrary frequency band $B$.

Complex stochastic processes undergo a frequency translation when multiplied by a deterministic complex exponential. If $\mathbf{z}(t)$ is circular, then

$$
\begin{equation*}
\mathbf{w}(t)=e^{j \omega_{c} t} \mathbf{z}(t) \tag{60.30}
\end{equation*}
$$

is also circular, and has bi-frequency energy spectral density function

$$
\begin{equation*}
S_{\mathbf{w w}}\left(\omega_{1}, \omega_{2}\right)=S_{\mathbf{z z}}\left(\omega_{1}-\omega_{c}, \omega_{2}-\omega_{c}\right) \tag{60.31}
\end{equation*}
$$

### 60.2.4 Complex Representations of Finite-Energy Second-Order Stochastic Processes

Let $\mathbf{s}(t)$ be a bandpass finite-energy second-order stochastic process, as defined in Section 60.2.2. The complex representation of $\mathbf{s}(t)$ is found by the same down-conversion and filtering operation described for deterministic signals:

$$
\begin{equation*}
\mathbf{g}(t)=\operatorname{LPF}\left\{2 \mathbf{s}(t) e^{-j \omega_{c} t}\right\} \tag{60.32}
\end{equation*}
$$

Thelowpassfilter in Eq. (60.32) is an ideal filter that passesthebaseband components of thefrequencyshifted signal, and attenuates the components centered at frequency $-2 \omega_{c}$.

The inverse operation for Eq. (60.32) is given by

$$
\begin{equation*}
\hat{\mathbf{s}}(t)=\operatorname{Re}\left\{\mathbf{g}(t) e^{j \omega_{c} t}\right\} \tag{60.33}
\end{equation*}
$$

Because the operation in Eq. (60.32) involves the integral of a stochastic process, which we define using mean-square stochastic convergence, we cannot say that $\mathbf{s}(t)$ is identically equal to $\hat{\mathbf{s}}(t)$ in the manner that we do for deterministic signals. However, it can be shown that $\mathbf{s}(t)$ and $\hat{\mathbf{s}}(t)$ are equivalent in the mean-square sense, that is,

$$
\begin{equation*}
E\left\{(\mathbf{s}(t)-\hat{\mathbf{s}}(t))^{2}\right\}=0 \quad \text { all } t \tag{60.34}
\end{equation*}
$$

With this interpretation, we say that $\mathbf{g}(t)$ is the unique complex envelope representation for $\mathbf{s}(t)$.
The assumption of circularity of the complex representation is widespread in many signal processing applications. There is an equivalent condition which can be placed on the real bandpass signal that guarantees its complex representation has this circularity property. This condition can befound indirectly by starting with a circular $\mathbf{g}(t)$ and looking at the $\mathbf{s}(t)$ which results.

Let $\mathbf{g}(t)$ be an arbitrary lowpass circular complex finite-energy second-order stochastic process. The frequency-shifted version of this process is

$$
\begin{equation*}
\mathbf{p}(t)=\mathbf{g}(t) e^{+j \omega_{c} t} \tag{60.35}
\end{equation*}
$$

and the real part of this is

$$
\begin{equation*}
\mathbf{s}(t)=\frac{1}{2}\left(\mathbf{p}(t)+\mathbf{p}^{*}(t)\right) . \tag{60.36}
\end{equation*}
$$

By the definition of circularity, $\mathbf{p}(t)$ and $\mathbf{p}^{*}(t)$ are orthogonal processes $\left(E\left\{\mathbf{p}\left(t_{1}\right)\left(\mathbf{p}^{*}\left(t_{2}\right)\right)^{*}=0\right\}\right)$ and from this we have

$$
\begin{align*}
S_{\mathbf{s s}}\left(\omega_{1}, \omega_{2}\right) & =\frac{1}{4}\left(S_{\mathbf{p p}}\left(\omega_{1}, \omega_{2}\right)+S_{\mathbf{p}^{*} \mathbf{p}^{*}}\left(\omega_{1}, \omega_{2}\right)\right.  \tag{60.37}\\
& =\frac{1}{4}\left(S_{\mathbf{g g}}\left(\omega_{1}-\omega_{c}, \omega_{2}-\omega_{c}\right)+S_{\mathbf{g g}}^{*}\left(-\omega_{1}-\omega_{c},-\omega_{2}-\omega_{c}\right)\right)
\end{align*}
$$

Since $\mathbf{g}(t)$ is a baseband signal, the first term in Eq. (60.37) has spectral support in the first quadrant in the ( $\omega_{1}, \omega_{2}$ ) plane, where both $\omega_{1}$ and $\omega_{2}$ are positive, and the second term has spectral support only for both frequencies negative. This situation is illustrated in Fig. 60.6.


FIGURE 60.6: Spectral support for bandpass process with circular complex representation.

It has been shown that a necessary condition for $\mathbf{s}(t)$ to have a circular complex envelope representation is that it have spectral support only in the first and third quadrants of the ( $\omega_{1}, \omega_{2}$ ) plane. This condition is also sufficient: if $\mathbf{g}(t)$ is not circular, then the $\mathbf{s}(t)$ which results from the operation in Eq. (60.33) will have non-zero spectral components in the second and fourth quadrants of the ( $\omega_{1}, \omega_{2}$ ) plane, and this contradicts the mean-square equivalence of $\mathbf{s}(t)$ and $\hat{\mathbf{s}}(t)$.

An interesting class of processes with spectral support only in the first and third quadrants is the class of processes whose autocorrelation function is separable in the following way:

$$
\begin{equation*}
R_{\mathbf{5 S}}\left(t_{1}, t_{2}\right)=R_{1}\left(t_{1}-t_{2}\right) R_{2}\left(\frac{t_{1}+t_{2}}{2}\right) \tag{60.38}
\end{equation*}
$$

For these processes, the bi-frequency energy spectral density separates in a like manner:

$$
\begin{equation*}
S_{\mathbf{s s}}\left(\omega_{1}, \omega_{2}\right)=S_{1}\left(\omega_{1}-\omega_{2}\right) S_{2}\left(\frac{\omega_{1}+\omega_{2}}{2}\right) \tag{60.39}
\end{equation*}
$$



FIGURE 60.7: Spectral support for bandpass process with separable autocorrelation.

In fact, $S_{1}$ is the Fourier transform of $R_{2}$ and vice versa. If $S_{1}$ is a lowpass function, and $S_{2}$ is a bandpass function, then the resulting product has spectral support illustrated in Fig. 60.7.

The assumption of circularity in the complex representation can often be physically motivated. For example, in a radar system, if the reflected electromagnetic wave undergoes a phase shift, or if the reflector position cannot be resolved to less than a wavelength, or if the reflection is due to a sum of reflections at slightly different path lengths, then the absolute phase of the return signal is considered random and uniformly distributed. Usually it is not the absolute phase of the received signal which is of interest; rather, it is the relative phase of the signal value at two different points in time, or of two different signals at the same instance in time. In many radar systems, particularly those used for direction-of-arrival estimation or delay-Doppler imaging, this relative phase is central to the signal processing objective.

### 60.2.5 Finite-Power Stochastic Processes

The second major class of second-order processes we wish to consider is the class of finite power signals. A finite power signal $\mathbf{x}(t)$ as one whose mean-square value exists, as in Eq. (60.4), but whose total energy, as defined in Eq. (60.12), is infinite. Furthermore, we require that the time-averaged mean-square value, given by

$$
\begin{equation*}
P_{\mathbf{x}}=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} R_{\mathbf{x x}}(t, t) d t \tag{60.40}
\end{equation*}
$$

exist and befinite. $P_{\mathbf{x}}$ is called the power of the process $\mathbf{x}(t)$.
Themost commonly invoked stochastic process of thistypein communications and signal processing isthe wide sense-stationary process, one whose autocorrelation function $R_{\mathbf{x x}}\left(t_{1}, t_{2}\right)$ is a function of the time difference $t_{1}-t_{2}$ only. In this case, the mean-square value is constant and is equal to the average power. Such a process is used to model a communication signal that transmits for a long period of time, and for which the beginning and end of transmission are considered unimportant.

A wide-sense-stationary (w.s.s.) process may be considered to be the limiting case of a particular type of finite-energy process, namely a process with separable autocorrelation as described by Eqs. (60.38) and (60.39). If in Eq. (60.38) thefunction $R_{2}\left(\frac{t_{1}+t_{2}}{2}\right)$ is equal to a constant, then the process is w.s.s. with second-order properties determined by thefunction $R_{1}\left(t_{1}-t_{2}\right)$. Thebi-frequency energy spectral density function is

$$
\begin{equation*}
S_{\mathbf{x x}}\left(\omega_{1}, \omega_{2}\right)=2 \pi \delta\left(\omega_{1}-\omega_{2}\right) S_{2}\left(\frac{\omega_{1}+\omega_{2}}{2}\right) \tag{60.41}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{2}(\omega)=\int_{-\infty}^{\infty} R_{1}(\tau) e^{-j \omega \tau} d \tau \tag{60.42}
\end{equation*}
$$

This last pair of equationsmotivates usto describethe second-order properties of $\mathbf{x}(t)$ with functions of oneargument instead of two, namelytheautocorrelation function $R_{\mathbf{x x}}(\tau)$ and itsFourier transform $S_{\mathbf{x x}}(\omega)$, known as the power spectral density. From basic Fourier transform properties we have

$$
\begin{equation*}
P_{\mathbf{x}}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} S_{\mathbf{x x}}(\omega) d \omega . \tag{60.43}
\end{equation*}
$$

If w.s.s. $\mathbf{x}(t)$ is the input to a linear time-invariant system with frequency response $H(\omega)$ and output $\mathbf{y}(t)$, then it is not difficult to show that

1. $\mathbf{y}(t)$ is wide-sense-stationary, and
2. $S_{\mathbf{y y}}(\omega)=|H(\omega)|^{2} S_{\mathbf{x x}}(\omega)$.

These last results, combined with Eq. (60.43), lead to a natural interpretation of the power spectral density function. If $\mathbf{x}(t)$ is the input to an ideal bandpass filter with passband $B$, then thetotal power of the filter output is

$$
\begin{equation*}
P_{\mathbf{y}}=\frac{1}{2 \pi} \int_{B} S_{\mathbf{x}}(\omega) d \omega \tag{60.44}
\end{equation*}
$$

This shows how the total power in the process $\mathbf{x}(t)$ can be attributed to components in different spectral bands.

### 60.2.6 Complex Wide-Sense-Stationary Processes

Two real stochastic processes $\mathbf{x}(t)$ and $\mathbf{y}(t)$, defined on a common probability space, are said to be jointly wide-sense-stationary if:

1. Both $\mathbf{x}(t)$ and $\mathbf{y}(t)$ are w.s.s., and
2. The cross-correlation $R_{\mathbf{x y}}\left(t_{1}, t_{2}\right)=E\left\{\mathbf{x}\left(t_{1}\right) \mathbf{y}\left(t_{2}\right)\right\}$ is a function of $t_{1}-t_{2}$ only.

For jointly w.s.s. processes, the cross-correlation function is normally written with a single argument, e.g., $R_{\mathbf{x y}}(\tau)$, with $\tau=t_{1}-t_{2}$. From the definition we see that

$$
\begin{equation*}
R_{\mathbf{x y}}(\tau)=R_{\mathbf{y x}}(-\tau) \tag{60.45}
\end{equation*}
$$

A complex wide-sense-stationary stochastic process $\mathbf{z}(t)$ is one that can be written

$$
\begin{equation*}
\mathbf{z}(t)=\mathbf{x}(t)+j \mathbf{y}(t) \tag{60.46}
\end{equation*}
$$

where $\mathbf{x}(t)$ and $\mathbf{y}(t)$ are jointly wide-sense stationary. A circular complex w.s.s. process is one in which

$$
\begin{equation*}
R_{\mathbf{x x}}(\tau)=R_{\mathbf{y y}}(\tau) \tag{60.47}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\mathbf{x y}}(\tau)=-R_{\mathbf{y x}}(\tau) \quad \text { all } \tau \tag{60.48}
\end{equation*}
$$

The reader is cautioned not to confuse the meanings of Eqs. (60.45) and (60.48).
For circular complex w.s.s. processes, it is easy to show that

$$
\begin{equation*}
E\left\{\mathbf{z}\left(t_{1}\right) \mathbf{z}\left(t_{2}\right)\right\}=0 \tag{60.49}
\end{equation*}
$$

for all $t_{1}, t_{2}$, and therefore the function

$$
\begin{align*}
R_{\mathbf{z z}}\left(t_{1}, t_{2}\right) & =E\left\{\mathbf{z}\left(t_{1}\right) \mathbf{z}^{*}\left(t_{2}\right)\right\}  \tag{60.50}\\
& =2 R_{\mathbf{x x}}\left(t_{1}, t_{2}\right)+2 j R_{\mathbf{y} \mathbf{x}}\left(t_{1}, t_{2}\right)
\end{align*}
$$

defines all the second-order properties of $\mathbf{z}(t)$. All thequantities involved in Eq. (60.50) arefunctions of $\tau=t_{1}-t_{2}$ only, and thus the single-argument function $R_{z z}(\tau)$ is defined as the autocorrelation function for $\mathbf{z}(t)$.

The power spectral density for $\mathbf{z}(t)$ is

$$
\begin{equation*}
S_{\mathbf{z z}}(\omega)=\int_{-\infty}^{\infty} R_{\mathbf{z z}}(\tau) e^{-j \omega \tau} d \tau \tag{60.51}
\end{equation*}
$$

$R_{\mathbf{z z}}(\tau)$ exhibits conjugate symmetry $\left(R_{\mathbf{z z}}(\tau)=R_{\mathbf{z z}}^{*}(-\tau)\right) ; S_{\mathbf{z z}}(\omega)$ is non-negative but otherwise has no symmetry constraints.

If $\mathbf{z}(t)$ is the input to a complex linear time invariant system with frequency response $H(\omega)$, then the output process $\mathbf{w}(t)$ is wide-sense-stationarity with power spectral density

$$
\begin{equation*}
S_{\mathrm{ww}}(\omega)=|H(\omega)|^{2} S_{\mathrm{zz}}(\omega) \tag{60.52}
\end{equation*}
$$

A bandpass w.s.s. process is one with finite (possible asymmetric) support in frequency.
If $\mathbf{z}(t)$ is a circular w.s.s. process, then

$$
\begin{equation*}
\mathbf{w}(t)=e^{j \omega_{c} t} \mathbf{z}(t) \tag{60.53}
\end{equation*}
$$

is also circular, and has power spectral density

$$
\begin{equation*}
S_{\mathbf{w w}}(\omega)=S_{\mathbf{z z}}\left(\omega-\omega_{c}\right) \tag{60.54}
\end{equation*}
$$

### 60.2.7 Complex Representations of Real Wide-Sense-Stationary Signals

Let $\mathbf{s}(t)$ be a real bandpass w.s.s. stochastic process. The complex representation for $\mathbf{s}(t)$ is given by the now-familiar expression

$$
\begin{equation*}
\mathbf{g}(t)=\operatorname{LPF}\left\{2 \mathbf{s}(t) e^{-j \omega_{c} t}\right\} \tag{60.55}
\end{equation*}
$$

with inverse relationship

$$
\begin{equation*}
\hat{\mathbf{s}}(t)=\operatorname{Re}\left\{\mathbf{g}(t) e^{j \omega_{c} t}\right\} \tag{60.56}
\end{equation*}
$$

In Eqs. (60.55) and (60.56), $\omega_{c}$ is the center frequency for the passband of $\mathbf{s}(t)$, and the lowpass filter has bandwidth greater than that of $\mathbf{s}(t)$ but much less than $2 \omega_{c}$. $\mathbf{s}(t)$ and $\hat{\mathbf{s}}(t)$ are equivalent in the mean-square sense, implying that $\mathbf{g}(t)$ is the unique complex envelope representation for $\mathbf{s}(t)$.

For arbitrary real w.s.s. $\mathbf{s}(t)$, the circularity of the complex representation comes without any additional conditions like the ones imposed for finite-energy signals. If w.s.s. $\mathbf{s}(t)$ is the input to a quadrature demodulator, then the output signals $\mathbf{x}(t)$ and $\mathbf{y}(t)$ are jointly w.s.s., and the complex process

$$
\begin{equation*}
\mathbf{g}(t)=\mathbf{x}(t)+j \mathbf{y}(t) \tag{60.57}
\end{equation*}
$$

is circular. There are various ways of showing this, with the simplest probably being a proof by contradiction. If $\mathbf{g}(t)$ is a complex process that is not circular, then the process $\operatorname{Re}\left\{\mathbf{g}(t) e^{j \omega_{c} t}\right\}$ can be shown to have an autocorrelation function with nonzero terms which are a function of $t_{1}+t_{2}$, and thus it cannot be w.s.s.

Communication signals are often modeled as w.s.s. stochastic processes. The stationarity results from the fact that the carrier phase, as seen at the receiver, is unknown and considered random, due to lack of knowledge about the transmitter and path length. This in turn leads to a circularity assumption on the complex modulation.

In many communication and surveillance systems, the quadrature demodulator is an actual electronic subsystem which generates a pair of signals interpreted directly as a complex representation of a bandpass signal. Often these signals are sampled, providing complex digital data for further digital signal processing. In array signal processing, there are multiple such receivers, one behind each sensor or antenna in a multi-sensor system. Data from an array of receivers is then modeled as a vector of complex random variables. In the next section, we consider multivariate distributions for such complex data.

### 60.3 The Multivariate Complex Gaussian Density Function

The discussions of Section 60.2 centered on the second-order (correlation) properties of real and complex stochastic processes, but to this point nothing has been said about joint probability distributions for these processes. In this section, we consider the distribution of samples from a complex process in which the real and imaginary parts are Gaussian distributed. The key concept of this section is that the assumption of circularity on a complex stochastic process (or any collection of complex random variables) leads to a compact form of the density function which can be written directly as a function of a complex argument $z$ rather than its real and imaginary parts.

From a data processing point-of-view, a collection of $N$ complex numbers is simply a collection of $2 N$ real numbers, with a certain mathematical significance attached to the $N$ numbers we call the "real parts" and the other $N$ numbers we call the "imaginary parts". Likewise, a collection of $N$ complex random variables is really just a collection of $2 N$ real random variables with some joint distribution in $\mathbb{R}^{2 N}$. Because these random variables have an interpretation as real and imaginary parts of some complex numbers, and because the 2 N -dimensional distribution may have certain symmetries such as those resulting from circularity, it is often natural and intuitive to express joint densities and distributionsusing a notation which makesexplicit the complex nature of the quantities involved. In this section we develop such a density for the case where the random variables have a Gaussian distribution and are samples of a circular complex stochastic process.

Let $\mathbf{z}_{i}, i=1 . . N$ bea collection of complex numbers that wewish to model probabilistically. Write

$$
\begin{equation*}
\mathbf{z}_{i}=\mathbf{x}_{i}+j \mathbf{y}_{i} \tag{60.58}
\end{equation*}
$$

and consider the vector of numbers $\left[\mathbf{x}_{1}, \mathbf{y}_{1}, \ldots, \mathbf{x}_{N}, \mathbf{y}_{N}\right]^{T}$ as a set of $2 N$ random variables with a distribution over $\mathbb{R}^{2 N}$. Suppose further that the vector $\left[\mathbf{x}_{1}, \mathbf{y}_{1}, . ., \mathbf{x}_{N}, \mathbf{y}_{N}\right]^{T}$ is subject to the usual multivariate Gaussian distribution with $2 N \times 1$ mean vector $\mu$ and $2 N \times 2 N$ covariance matrix $\mathbf{R}$. For compactness, denote the entire random vector with the symbol $\mathbf{x}$. The density function is

$$
\begin{equation*}
f_{\mathbf{X}}(x)=(2 \pi)^{\frac{-2 N}{2}}(\operatorname{det} \mathbf{R})^{\frac{-1}{2}} e^{-\frac{x^{\top} \mathbf{R}^{-1} x}{2}} . \tag{60.59}
\end{equation*}
$$

We seek a way of expressing the density function of Eq. (60.59) directly in terms of the complex variable $z$, i.e., a density of the form $f_{\mathbf{z}}(z)$. In so doing it is important to keep in mind what such a density represents. $f_{\mathbf{z}}(z)$ will be a non-negative real-valued function $f: \mathbb{C}^{N} \rightarrow \mathbb{R}^{+}$, with the
property that

$$
\begin{equation*}
\int_{\mathbb{C}^{N}} f_{\mathbf{z}}(z) d z=1 . \tag{60.60}
\end{equation*}
$$

The probability that $\mathbf{z} \in A$, where $A$ is some subset of $\mathbb{C}^{N}$, is given by

$$
\begin{equation*}
P(A)=\int_{A} f_{\mathbf{z}}(z) d z . \tag{60.61}
\end{equation*}
$$

The differential element $d z$ is understood to be

$$
\begin{equation*}
d z=d x_{1} d y_{1} d x_{2} d y_{2} . . d x_{N} d y_{N} . \tag{60.62}
\end{equation*}
$$

Themost general form of the complex multivariate Gaussian density is in fact given by Eq. (60.59), and further simplification requires further assumptions. Circularity of the underlying complex process is one such key assumption, and it is now imposed. To keep the following development simple, it is assumed that the mean vector $\mu$ is 0 . The resullts for nonzero $\mu$ arenot difficult to obtain by extension.
Consider the four real random variables $\mathbf{x}_{i}, \mathbf{y}_{i}, \mathbf{x}_{k}, \mathbf{y}_{k}$. If these numbers represent the samples of a circular complex stochastic process, then we can express the $4 \times 4$ covariance as

$$
E\left\{\left[\begin{array}{l}
\mathbf{x}_{i}  \tag{60.63}\\
\mathbf{y}_{i} \\
\mathbf{x}_{k} \\
\mathbf{y}_{k}
\end{array}\right]\left[\mathbf{x}_{i} \mathbf{y}_{i} \mathbf{x}_{k} \mathbf{y}_{k}\right]\right\}=\frac{1}{2}\left[\begin{array}{cc:cc}
\alpha_{i i} & 0 & \alpha_{i k} & -\beta_{i k} \\
0 & \alpha_{i i} & \beta_{i k} & \alpha_{i k} \\
-\alpha_{k i} & -\beta_{k i} & \alpha_{k k} & 0 \\
\beta_{k i} & \alpha_{k i} & 0 & \alpha_{k k}
\end{array}\right]
$$

where

$$
\begin{equation*}
\alpha_{i k}=2 E\left\{\mathbf{x}_{i} \mathbf{x}_{k}\right\}=2 E\left\{\mathbf{y}_{i} \mathbf{y}_{k}\right\} \tag{60.64}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{i k}=-2 E\left\{\mathbf{x}_{i} \mathbf{y}_{k}\right\}=+2 E\left\{\mathbf{x}_{k} \mathbf{y}_{i}\right\} . \tag{60.65}
\end{equation*}
$$

Extending this to the full $2 N \times 2 N$ covariance matrix $\mathbf{R}$, we have

The key thing to notice about the matrix in Eq. (60.66) is that, because of its special structure, it is completely specified by $N^{2}$ real quantities: one for each of the $2 \times 2$ diagonal blocks, and two for each of the $2 \times 2$ upper off-diagonal blocks. This is in contrast to the $N(2 N+1)$ free parameters onefinds in an unconstrained $2 N \times 2 N$ real Hermitian matrix.

Consider now the complex random variables $\mathbf{z}_{i}$ and $\mathbf{z}_{k}$. We have that

$$
\begin{align*}
E\left\{\mathbf{z}_{i} \mathbf{z}_{i}^{*}\right\} & =E\left\{\left(\mathbf{x}_{i}+j \mathbf{y}_{i}\right)\left(\mathbf{x}_{i}-j \mathbf{y}_{i}\right)\right\}  \tag{60.67}\\
& =E\left\{\mathbf{x}_{i}^{2}+\mathbf{y}_{i}^{2}\right\}=\alpha_{i i}
\end{align*}
$$

and

$$
\begin{align*}
E\left\{\mathbf{z}_{i} \mathbf{z}_{k}^{*}\right\} & =E\left\{\left(\mathbf{x}_{i}+j \mathbf{y}_{i}\right)\left(\mathbf{x}_{k}-j \mathbf{y}_{k}\right)\right\}  \tag{60.68}\\
& =E\left\{\mathbf{x}_{i} \mathbf{x}_{k}+\mathbf{y}_{i} \mathbf{y}_{k}-j \mathbf{x}_{k} \mathbf{y}_{i}+j \mathbf{x}_{i} \mathbf{y}_{k}\right\} \\
& =\alpha_{i k}+j \beta_{i k}
\end{align*}
$$

Similarly

$$
\begin{equation*}
E\left\{\mathbf{z}_{k} \mathbf{z}_{i}^{*}\right\}=\alpha_{i k}-j \beta_{i k} \tag{60.69}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left\{\mathbf{z}_{k} \mathbf{z}_{k}^{*}\right\}=\alpha_{k k} . \tag{60.70}
\end{equation*}
$$

Using Eqs. (60.66) through (60.70), it is possible to write the following $N \times N$ complex Hermitian matrix:

$$
E\left\{\mathbf{z z} \mathbf{Z}^{\mathrm{H}}\right\}=\left[\begin{array}{ccccccc}
\alpha_{11} & \mid & \alpha_{12}+j \beta_{12} & \mid & . . & \mid & \alpha_{1 N}+j \beta_{1 N}  \tag{60.71}\\
--- & - & --- & - & --- & - & --- \\
\alpha_{21}+j \beta_{21} & \mid & \alpha_{22} & \mid & \ldots & \mid & \alpha_{2 N}+j \beta_{2 N} \\
--- & - & -- & - & --- & - & --- \\
\cdot & \mid & \cdot & \mid & \cdot & \mid & \cdot \\
\cdot & \mid & \cdot & \mid & \cdot & \mid & \cdot \\
\cdot & \mid & \cdot & \mid & \cdot & \mid & \cdot \\
--- & - & --- & - & --- & - & --- \\
\alpha_{N 1}+j \beta_{N 1} & \mid & \alpha_{N 2}+j \beta_{N 2} & \mid & . . & \mid & \alpha_{N N}
\end{array}\right] .
$$

Note that this complex matrix has exactly the same $N^{2}$ free parameters as did the $2 N \times 2 N$ real matrix $\mathbf{R}$ in Eq. (60.66), and thus it tells us everything there is to know about the joint distribution of the real and imaginary components of $\mathbf{z}$. Under the symmetry constraints imposed on $\mathbf{R}$, we can define

$$
\begin{equation*}
\mathbf{C}=E\left\{\mathbf{z z}^{\mathrm{H}}\right\} \tag{60.72}
\end{equation*}
$$

and call this matrix the covariance matrix for $\mathbf{z}$. In the 0 -mean Gaussian case, this matrix parameter uniquely identifies the multivariate distribution for $\mathbf{z}$.

The derivation of the density function $f_{\mathbf{z}}(z)$ rests on a set of relationships between the $2 N \times 1$ real vector $\mathbf{x}$, and its $N \times 1$ complex counterpart $\mathbf{z}$. We say that $\mathbf{x}$ and $\mathbf{z}$ are isomorphic to one another, and denote this with the symbol

$$
\begin{equation*}
\mathbf{z} \approx \mathbf{x} \tag{60.73}
\end{equation*}
$$

Likewise we say that the $2 N \times 2 N$ real matrix $\mathbf{R}$, given in Eq. (60.66), and the $N \times N$ complex matrix C , given in Eq. (60.71) are isomorphic to one another, or

$$
\begin{equation*}
\mathbf{C} \approx \mathbf{R} . \tag{60.74}
\end{equation*}
$$

The development of the complex Gaussian density function $f_{\mathbf{z}}(z)$ is based on three claims based on these isomorphisms.

Proposition 1. If $\mathbf{z} \approx \mathbf{x}$, and $\mathbf{R} \approx \mathbf{C}$, then

$$
\begin{equation*}
\mathbf{x}^{\top}(2 \mathbf{R}) \mathbf{x}=\mathbf{z}^{\mathrm{H}} \mathbf{C z} . \tag{60.75}
\end{equation*}
$$

Proposition 2. If $\mathbf{R} \approx \mathbf{C}$, then

$$
\begin{equation*}
\frac{1}{4} \mathbf{R}^{-1} \approx \mathbf{C}^{-1} \tag{60.76}
\end{equation*}
$$

Proposition 3. If $\mathbf{R} \approx \mathbf{C}$, then

$$
\begin{equation*}
\operatorname{det} \mathbf{R}=|\operatorname{det} \mathbf{C}|^{2}\left(\frac{1}{2}\right)^{2 N} \tag{60.77}
\end{equation*}
$$

The density function $f_{\mathbf{z}}(z)$ is found by substituting the results from Propositions 1 through 3 directly into the density function $f_{\mathbf{x}}(x)$. This is possible because the mapping from $\mathbf{z}$ to $\mathbf{x}$ is one-toone and onto, and the Jacobian is 1 [see Eq. (60.62)]. We have

$$
\begin{align*}
f_{\mathbf{z}}(z) & =(2 \pi)^{\frac{-2 N}{2}}(\operatorname{det} \mathbf{R})^{\frac{-1}{2}} e^{-\frac{x^{\top} \mathbf{R}^{-1} x}{2}}  \tag{60.78}\\
& =\left(\frac{1}{2}\right)^{-N}(2 \pi)^{-N}(\operatorname{det} \mathbf{C})^{-1} e^{-z^{H} \mathbf{C}^{-1} z} . \\
& =\pi^{-N}(\operatorname{det} \mathbf{C})^{-1} e^{-z^{H} \mathbf{C}^{-1} z} . \tag{60.79}
\end{align*}
$$

At this point it is straightforward to introduce a non-zero mean $\mu$, which is the complex vector isomorphic to the mean of the real random vector $\mathbf{x}$. The resulting density is

$$
\begin{equation*}
f_{\mathbf{z}}(z)=\pi^{-N}(\operatorname{det} \mathbf{C})^{-1} e^{-(z-\mu)^{\mathrm{H}} \mathbf{C}^{-1}(z-\mu)} \tag{60.80}
\end{equation*}
$$

The density function in Eq. (60.80) is commonly referred to as the complex Gaussian density function, although in truth onecould bemoregeneral and have an arbitrary 2 N -dimension Gaussian distribution on the real and imaginary components of $\mathbf{z}$. It is important to recognize that the use of Eq. (60.80) implies those symmetries in the real covariance of $\mathbf{x}$ implied by circularity of the underlying complex process. This symmetry is expressed by some authors in the equation

$$
\begin{equation*}
E\left\{\mathbf{z z}^{\top}\right\}=\mathbf{0} \tag{60.81}
\end{equation*}
$$

wherethe superscript " $T$ " indicates transposition without complex conjugation. This comes directly from Eqs. (60.24) and (60.49).

For many, the functional form of the complex Gaussian density in Eq. (60.80) is actually simpler and cleaner than its N -dimensional real counterpart, due to elimination of the various factors of 2 which complicate it. This density is the starting point for virtually all of the multivariate analysis of complex data seen in the current signal and array processing literature.

### 60.4 Related Distributions

In many problems of interest in statistical signal processing, the raw data may be complex and subject to a complex Gaussian distribution described in the density function in Eq. (60.80). The processing may take the form of the computation of a test statistic for use in a hypothesis test. The density functionsfor thesetest statistics arethen used to determine probabilities of falsealarm and/or detection. Thus, it is worthwhile to study certain distributions that are closely related to the complex Gaussian in this way.

In this section we will describeand givethefunctional form for four densities related to thecomplex Gaussian: the complex $\chi^{2}$, the complex $F$, the complex $\beta$, and the complex $t$. Only the "central" versions of these distributions will be given, i.e., those based on 0 -mean Gaussian data. The central distributions are usually associated with the null hypothesis in a detection problem and are used to compute probabilities of false alarm. The non-central densities, used in computing probabilities of detection, do not exist in closed form but can be easily tabulated.

### 60.4.1 Complex Chi-Squared Distribution

One very common type of detection problem in radar problems is the "signal present" vs. "signal absent" decision problem. Often under the "signal absent" hypothesis, thedata is zero-mean complex Gaussian, with known covariance, whereas under the "signal present" hypothesis the mean is nonzero, but perhapsunknown or subject to someuncertainty. A common test under thesecircumstances is to compute the sum of squared magnitudes of the data points (after pre-whitening, if appropriate) and compare this to a threshold. The resulting test statistic has a $\chi^{2}$-squared distribution.

Let $\mathbf{z}_{1} . . \mathbf{z}_{N}$ be $N$ complex Gaussian random variables, independent and identically distributed with mean 0 and variance 1 (meaning that the covariance matrix for the $\mathbf{z}$ vector is I). Define the real non-negative random variable $\mathbf{q}$ according to

$$
\begin{equation*}
\mathbf{q}=\sum_{i}^{N}\left|\mathbf{z}_{i}\right|^{2} \tag{60.82}
\end{equation*}
$$

Then the density function for $\mathbf{q}$ is given by

$$
\begin{equation*}
f_{\mathbf{q}}(q)=\frac{1}{(N-1)!} q^{N-1} e^{-q} U(q) \tag{60.83}
\end{equation*}
$$

To establish this result, show that the density function for $\left|\mathbf{z}_{i}\right|^{2}$ is a simple exponential. Equation (60.83) is the $N$-fold convolution of this exponential density function with itself.

We often say that $\mathbf{q}$ is $\chi^{2}$ with $N$ complex degrees of freedom. A "complex degree of freedom" is like two real degrees of freedom. N ote, however, that Eq. (60.83) is not the usual $\chi^{2}$ density function with $2 N$ degrees of freedom. Each of the real variables going into the computation of $\mathbf{q}$ has variance $\frac{1}{2}$, not 1. $f_{\mathbf{q}}(q)$ is a gamma density with an integer parameter $N$, and, like the complex Gaussian density in Eq. (60.60), it is cleaner and simpler than its real counterpart.

### 60.4.2 Complex F Distribution

In some "signal present" vs. "signal absent" problems, the variance or covariance of the noise is not known under the null hypothesis, and must be estimated from some auxiliary data. Then the test statistic becomes the ratio of the sum of square magnitudes of the test data to the sum of square magnitudes of the auxiliary data. The resulting test statistic is subject to a particular form of the $F$-distribution.

Let $\mathbf{q}_{1}$ and $\mathbf{q}_{2}$ be two independent random variables subject to the $\chi^{2}$ distribution with $N$ and $M$ complex degrees of freedom, respectively. Define the real, nonnegative random variablef according to

$$
\begin{equation*}
\mathbf{f}=\frac{\mathbf{q}_{1}}{\mathbf{q}_{2}} \tag{60.84}
\end{equation*}
$$

The density function for $\mathbf{f}$ is

$$
\begin{equation*}
f_{\mathbf{f}}(f)=\frac{(N+M-1)!}{(N-1)!(M-1)!} \frac{f^{N-1}}{(1+f)^{N+M}} U(f) . \tag{60.85}
\end{equation*}
$$

We say that $\mathbf{f}$ is subject to an $F$-distribution with $N$ and $M$ complex degrees of freedom.

### 60.4.3 Complex Beta Distribution

An $F$-distributed random variable can be transformed in such a way that the resulting density has finite support. The random variable b, defined by

$$
\begin{equation*}
\mathbf{b}=\frac{1}{(1+\mathbf{f})} \tag{60.86}
\end{equation*}
$$

wheref is an $F$-distributed random variable, has this property. The density function is given by

$$
\begin{equation*}
f_{\mathbf{b}}(b)=\frac{(N+M-1)!}{(N-1)!(M-1)!} b^{M-1}(1-b)^{N-1} \tag{60.87}
\end{equation*}
$$

on the interval $0 \leq b \leq 1$, and is 0 elsewhere.
The random variable $\mathbf{b}$ is said to be beta-distributed, with $N$ and $M$ complex degrees of freedom.

### 60.4.4 Complex Student- $t$ Distribution

In the "signal present" vs. "signal absent" problem, if the signal is known exactly (including phase) then the optimal detector is a pre whitener followed by a matched filter. The resulting test statistic is complex Gaussian, and the detector partitions the complex planeinto two half-planes which become the decision regions for thetwo hypotheses. Now it may bethat thesignal is known, but the variance of thenoiseis not. In this case, theGaussian test statistic must be scaled by an estimate of the standard deviation, obtained as before from zero-mean auxiliary data. In this case the test statistic is said to have a complex $t$ (or Student- $t$ ) distribution. Of the four distributions discussed in this section, this is theonly onein which therandom variables themselves arecomplex: the $\chi^{2}, F$, and $\beta$ distributions all describe real random variables functionally dependent on complex Gaussians.

Let $\mathbf{z}$ and $\mathbf{q}$ be independent scalar random variables. $\mathbf{z}$ is complex Gaussian with mean 0 and variance 1 , and $\mathbf{q}$ is $\chi^{2}$ with $N$ complex degrees of freedom. Define the random variablet according to

$$
\begin{equation*}
\mathbf{t}=\frac{\mathbf{z}}{\sqrt{\mathbf{q} / N}} \tag{60.88}
\end{equation*}
$$

The density of $\mathbf{t}$ is then given by

$$
\begin{equation*}
f_{\mathbf{t}}(t)=\frac{1}{\pi\left(1+\frac{|t|^{2}}{N}\right)^{N+1}} \tag{60.89}
\end{equation*}
$$

This density is said to be "heavy-tailed" relative to the Gaussian, and this is a result in the uncertainty in the estimate of the standard deviation. Note that as $N \rightarrow \infty$, the denominator Eq. (60.88) approaches 1 (i.e., theestimate of thestandard deviation approachestruth) and thus $f_{\mathbf{t}}(t)$ approaches the Gaussian density $\pi^{-1} e^{-|t|^{2}}$ as expected.

### 60.5 Conclusion

In thischapter wehaveoutlined abasic theory of complex random variables and stochastic processes as they most often appear in statistical signal and array processing problems. The properties of complex representationsfor real bandpass signals wereemphasized, since this isthe most common application in electrical engineering where complex data appear. M odels for both finite-energy signals, such as radar pulses, and finite-power signals, such as communication signals, were developed. The key notion of circularity of complex stochastic processes was explored, along with the conditions that
a real stochastic process must satisfy in order for it to have a circular complex representation. The complex multivariate Gaussian distribution was developed, again building on the circularity of the underlying complex stochastic process. Finally, related distributions which often appear in statistical inference problems with complex Gaussian data were introduced.

The general topic of random variables and stochastic processes is fundamental to modern signal processing, and many good textbooks are available. Those by Papoulis [2], Leon-Garcia [3], and M elsa and Sage [4] are recommended. The original short paper deriving the complex multivariate Gaussian density function is by Wooding [5]; another derivation and related statistical analysis is given in Goodman [6], whosenameismoreoften cited in connection with complex random variables. The monograph by Miller [7] has a mathematical flavor, and covers complex stochastic processes, stochastic differential equations, parameter estimation, and least-squares problems. The paper by Neeser and M assey [8] treats circular (which they call "proper") complex stochastic processes and their application in information theory. There is a good discussion of complex random variables in Kay [9], which includes Cramer-Rao lower bounds and optimization of functions of complex variables. Kelly and Forsythe [10] is an advanced treatment of inference problems for complex multivariate data, and contains a number of appendices with valuable background information, including one on distributions related to the complex Gaussian.
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### 61.1 Introduction

Systems designed to receive spatially propagating signals often encounter the presence of interference signals. If the desired signal and interferersoccupy the sametemporal frequency band, then temporal filtering cannot be used to separatesignal from interference. H owever, desired and interfering signals often originate from different spatial locations. This spatial separation can be exploited to separate signal from interference using a spatial filter at the receiver.

A beamformer is a processor used in conjunction with an array of sensors to provide a versatile form of spatial filtering. The term beamforming derives from the fact that early spatial filters were designed to form pencil beams(seepolar plot in Fig. 61.5(c)) in order to receiveasignal radi ating from a specific location and attenuate signals from other locations. "Forming beams" seems to indicate radiation of energy; however, beamforming is applicable to either radiation or reception of energy. In this section we discuss formation of beams for reception, providing an overview of beamforming from asignal processingperspective. Dataindependent, statistically optimum, adaptive, and partially adaptive beamforming are discussed.

Implementing a temporal filter requires processing of data collected over a temporal aperture. Similarly, implementing a spatial filter requires processing of data collected over a spatial aperture. A single sensor such as an antenna, sonar transducer, or microphone collects impinging energy over a continuous aperture, providing spatial filtering by summing coherently waves that are in phase across the aperture while destructively combining waves that are not. An array of sensors provides a discrete sampling across its aperture. When the spatial sampling is discrete, the processor that performs the spatial filtering is termed a beamformer. Typically a beamformer linearly combines the spatially sampled time series from each sensor to obtain a scalar output time series in the same manner that an FIR filter linearly combines temporally sampled data. Two principal advantages of spatial sampling with an array of sensors are discussed below.

Spatial discrimination capability depends on the size of the spatial aperture; as the aperture increases, discrimination improves. The absolute aperture size is not important, rather its size in wavelengths is the critical parameter. A single physical antenna (continuous spatial aperture) capable of providing the requisite discrimination is often practical for high frequency signals because the wavelength is short. However, when low frequency signals are of interest, an array of sensors can often synthesize a much larger spatial aperture than that practical with a single physical antenna.
A second very significant advantage of using an array of sensors, relevant at any wavelength, is the spatial filtering versatility offered by discrete sampling. In many application areas, it is necessary to change the spatial filtering function in real time to maintain effective suppression of interfering signals. This change is easily implemented in a discretely sampled system by changing the way in which the beamformer linearly combines the sensor data. Changing the spatial filtering function of a continuous aperture antenna is impractical.

This section begins with the definition of basic terminology, notation, and concepts. Succeeding sections cover data-independent, statistically optimum, adaptive, and partially adaptive beamforming. We then conclude with a summary.

Throughout this section we use methods and techniques from FIR filtering to provide insight into various aspects of spatial filtering with beamformer. However, in some ways beamforming differs significantly from FIR filtering. For example, in beamforming a source of energy has several parameters that can be of interest: range, azimuth and elevation angles, polarization, and temporal frequency content. Differentsignal sareoften mutually correlated asaresult of multipath propagation. Thespatial samplingis often nonuniform and multidimensional. Uncertainty must often beincluded in characterization of individual sensor response and location, motivating development of robust beamforming techniques. These differences indicate that beamforming represents a more general problem than FIR filtering and, as a result, moregeneral design procedures and processing structures are common.

### 61.2 Basic Terminology and Concepts

In this section we introduceterminology and concepts employed throughout. We begin by defining the beamforming operation and discussing spatial filtering. Next weintroduce second order statistics of the array data, developing representations for the covariance of the data received at the array and discussing distinctions between narrowband and broadband beamforming. Last, we define various types of beamformers.

### 61.2.1 Beamforming and Spatial Filtering

Figure 61.1 depicts two beamformers. The first, which samples the propagating wave field in space, is typically used for processing narrowband signals. The output at time $k, y(k)$, is given by a linear
combination of the data at the $J$ sensors at time $k$ :

$$
\begin{equation*}
y(k)=\sum_{l=1}^{J} w_{l}^{*} x_{l}(k) \tag{61.1}
\end{equation*}
$$

where * represents complex conjugate. It is conventional to multiply the data by conjugates of the weights to simplify notation. We assume throughout that the data and weights are complex since in many applications a quadrature receiver is used at each sensor to generate in phase and quadrature (I and Q) data. Each sensor is assumed to have any necessary receiver electronics and an A/D converter if beamforming is performed digitally.


FIGURE 61.1: A beamformer forms a linear combination of the sensor outputs. In (a), sensor outputs are multiplied by complex weights and summed. This beamformer is typically used with narrowband signals. A common broadband beamformer is illustrated in (b).

The second beamformer in Fig. 61.1 samples the propagating wave field in both space and time and is often used when signals of significant frequency extent (broadband) areof interest. Theoutput in this case can be expressed as

$$
\begin{equation*}
y(k)=\sum_{l=1}^{J} \sum_{p=0}^{K-1} w_{l, p}^{*} x_{l}(k-p) \tag{66.2}
\end{equation*}
$$

where $K-1$ is the number of delays in each of the $J$ sensor channels. If the signal at each sensor is viewed as an input, then a beamformer represents a multi-input single output system.

It is convenient to develop notation that permits us to treat both beamformers in Fig. 61.1 simultaneously. Note that Eqs. (61.1) and (61.2) can be written as

$$
\begin{equation*}
y(k)=\mathbf{w}^{H} \mathbf{x}(k) \tag{61.3}
\end{equation*}
$$

by appropriately definingaweight vector $\mathbf{w}$ and datavector $\mathbf{x}(k)$. Weuselower and upper caseboldface to denote vector and matrix quantities, respectively, and let superscript $H$ represent Hermitian
(complex conjugate) transpose. Vectors are assumed to be column vectors. Assumethat $\mathbf{w}$ and $\mathbf{x}(k)$ are $N$ dimensional; thisimplies that $N=K J$ when referring to Eq. (61.2) and $N=J$ when referring to Eq. (61.1). Except for Section 61.5 on adaptivealgorithms, we will drop thetime index and assume that its presence is understood throughout the remainder of the paper. Thus, Eq. (61.3) is written as $y=\mathbf{w}^{H} \mathbf{x}$. M any of the techniques described in this section are applicable to continuous time as well as discrete time beamforming.

The frequency response of an FIR filter with tap weights $w_{p}^{*}, \quad 1 \leq p \leq J$ and a tap delay of $T$ seconds is given by

$$
\begin{equation*}
r(\omega)=\sum_{p=1}^{J} w_{p}^{*} e^{-j \omega T(p-1)} \tag{61.4}
\end{equation*}
$$

Alternatively

$$
\begin{equation*}
r(\omega)=\mathbf{w}^{H} \mathbf{d}(\omega) \tag{61.5}
\end{equation*}
$$

where $\mathbf{w}^{H}=\left[\begin{array}{lll}w_{1}^{*} & w_{2}^{*} & \ldots w_{J}^{*}\end{array}\right]$ and $\mathbf{d}(\omega)=\left[\begin{array}{lll}1 & e^{j \omega T} & e^{j \omega 2 T} \ldots e^{j \omega(J-1) T}\end{array}\right]^{H} . r(\omega)$ represents the response of thefilter ${ }^{1}$ to a complex sinusoid of frequency $\omega$ and $\mathbf{d}(\omega)$ is a vector describing the phase of the complex sinusoid at each tap in the FIR filter relative to the tap associated with $w_{1}$.

Similarly, beamformer responseisdefined astheamplitudeand phasepresented to a complex plane wave as a function of location and frequency. Location is, in general, a threedimensional quantity, but often we areonly concerned with one- or two-dimensional direction of arrival (DOA). Throughout the remainder of the section we do not consider range. Figure 61.2 illustrates the manner in which an array of sensors samples a spatially propagating signal. Assume that the signal is a complex plane wave with DOA $\theta$ and frequency $\omega$. For convenience let the phase be zero at the first sensor. This implies $x_{1}(k)=e^{j \omega k}$ and $x_{l}(k)=e^{j \omega\left[k-\Delta_{l}(\theta)\right]}, 2 \leq l \leq J . \Delta_{l}(\theta)$ represents the time delay due to propagation from the first to the $l$ th sensor. Substitution into Eq. (61.2) results in the beamformer output

$$
\begin{equation*}
y(k)=e^{j \omega k} \sum_{l=1}^{J} \sum_{p=0}^{K-1} w_{l, p}^{*} e^{-j \omega\left[\Delta_{l}(\theta)+p\right]}=e^{j \omega k} r(\theta \omega) \tag{61.6}
\end{equation*}
$$

where $\Delta_{1}(\theta)=0 . r(\theta, \omega)$ is the beamformer response and can be expressed in vector form as

$$
\begin{equation*}
r(\theta, \omega)=\mathbf{w}^{H} \mathbf{d}(\theta, \omega) \tag{61.7}
\end{equation*}
$$

The elements of $\mathbf{d}(\theta, \omega)$ correspond to the complex exponentials $e^{j \omega\left[\Delta_{l}(\theta)+p\right]}$. In general it can be expressed as

$$
\begin{equation*}
\mathbf{d}(\theta, \omega)=\left[1 e^{j \omega \tau_{2}(\theta)} e^{j \omega \tau_{3}(\theta)} \ldots e^{j \omega \tau_{N}(\theta)}\right]^{H} \tag{61.8}
\end{equation*}
$$

where the $\tau_{i}(\theta), 2 \leq i \leq N$ are the time delays due to propagation and any tap delays from the zero phase reference to the point at which the $i$ th weight is applied. We refer to $\mathbf{d}(\theta, \omega)$ as the array response vector. It is also known as the steering vector, direction vector, or array manifold vector. Nonideal sensor characteristics can be incorporated into $\mathbf{d}(\theta, \omega)$ by multiplying each phase shift by a function $a_{i}(\theta, \omega)$, which describes the associated sensor response as a function of frequency and direction.

The beampattern is defined as themagnitude squared of $r(\theta, \omega)$. N otethat each weight in $\mathbf{w}$ affects both the temporal and spatial response of the beamformer. Historically, use of FIR filters has been viewed as providing frequency dependent weights in each channel. This interpretation is somewhat
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FIGURE 61.2: An array with attached delay lines provides a spatial/temporal sampling of propagating sources. This figure illustrates this sampling of a signal propagating in plane waves from a source located at DOA $\theta$. With $J$ sensors and $K$ samples per sensor, at any instant in time the propagating source signal is sampled at $J K$ nonuniformly spaced points. $T(\theta)$, the time duration from the first sample of the first sensor to the last sample of the last sensor, is termed the temporal aperture of the observation of the source at $\theta$. As notation suggests, temporal aperture will be a function of DOA $\theta$. Plane wave propagation implies that at any time $k$ a propagating signal, received anywhere on a planar front perpendicular to a line drawn from the source to a point on the plane, has equal intensity. Propagation of the signal between two points in space is then characterized as pure delay. In this figure, $\Delta_{l}(\theta)$ represents thetime delay dueto planewave propagation from the 1st (reference) to the $l$ th sensor.
incompletesincethe coefficients in each filter also influencethe spatial filtering characteristics of the beamformer. As a multi-input single output system, the spatial and temporal filtering that occurs is a result of mutual interaction between spatial and temporal sampling.

The correspondence between FIR filtering and beamforming is closest when the beamformer operates at a single temporal frequency $\omega_{o}$ and the array geometry is linear and equi-spaced as illustrated in Fig. 61.3. Letting the sensor spacing be $d$, propagation velocity be $c$, and $\theta$ represent DOA relative to broadside (perpendicular to the array), we have $\tau_{i}(\theta)=(i-1)(d / c) \sin \theta$. In this caseweidentify therelationship between temporal frequency $\omega$ in $\mathbf{d}(\omega)$ (FIR filter) and direction $\theta$ in $\mathbf{d}\left(\theta, \omega_{o}\right)$ (beamformer) as $\omega=\omega_{o}(d / c) \sin \theta$. Thus, temporal frequency in an FIR filter corresponds to the sine of direction in a narrowband linear equi-spaced beamformer. Complete interchange of beamforming and FIR filtering methods is possible for this special case provided the mapping between frequency and direction is accounted for.

The vector notation introduced in (61.3) suggests a vector space interpretation of beamforming. This point of view is useful both in beamformer design and analysis. We use it herein consideration


FIGURE 61.3: The analogy between an equi-spaced omni-directional narrowband line array and a single-channel FIR filter is illustrated in this figure.
of spatial sampling and array geometry. The weight vector $\mathbf{w}$ and the array response vectors $\mathbf{d}(\theta, \omega)$ are vectors in an $N$-dimensional vector space. The angles between $\mathbf{w}$ and $\mathbf{d}(\theta, \omega)$ determine the response $r(\theta, \omega)$. For example, if for some $(\theta, \omega)$ the angle between $\mathbf{w}$ and $\mathbf{d}(\theta, \omega) 90^{\circ}$ (i.e., if $\mathbf{w}$ is orthogonal to $\mathbf{d}(\theta, \omega)$ ), then the response is zero. If the angle is close to $0^{\circ}$, then the response magnitude will be relatively large. The ability to discriminate between sources at different locations and/or frequencies, say $\left(\theta_{1}, \omega_{1}\right)$ and ( $\theta_{2}, \omega_{2}$ ), is determined by theanglebetween their array response vectors, $\mathbf{d}\left(\theta_{1}, \omega_{1}\right)$ and $\mathbf{d}\left(\theta_{2}, \omega_{2}\right)$.

The general effects of spatial sampling are similar to temporal sampling. Spatial aliasing correspondsto an ambiguity in sourcelocations. Theimplication isthat sources at different locations have the same array response vector, e.g., for narrowband sources $\mathbf{d}\left(\theta_{1}, \omega_{o}\right)$ and $\mathbf{d}\left(\theta_{2}, \omega_{o}\right)$. This can occur if the sensors are spaced too far apart. If the sensors are too close together, spatial discrimination suffers as a result of the smaller than necessary aperture; array response vectors are not well dispersed in the $N$ dimensional vector space. Another type of ambiguity occurs with broadband signals when a source at one location and frequency cannot be distinguished from a source at a different location and frequency, i.e., $\mathbf{d}\left(\theta_{1}, \omega_{1}\right)=\mathbf{d}\left(\theta_{2}, \omega_{2}\right)$. For example, this occurs in a linear equi-spaced array whenever $\omega_{1} \sin \theta_{1}=\omega_{2} \sin \theta_{2}$. (The addition of temporal samples at one sensor prevents this particular ambiguity.)

A primary focus of this section is on designing response via weight selection; however, (61.7) indicates that response is also a function of array geometry (and sensor characteristics if the ideal omnidirectional sensor model is invalid). In contrast with single channel filtering where A/D converters provide a uniform sampling in time, there is no compelling reason to space sensors regularly. Sensor locations provide additional degrees of freedom in designing a desired response and can be selected so that over the range of $(\theta, \omega)$ of interest the array response vectors are unambiguous and well dispersed in the $N$ dimensional vector space. Utilization of these degrees of freedom can become very complicated due to the multidimensional nature of spatial sampling and the nonlinear relationship between $r(\theta, \omega)$ and sensor locations.

### 61.2.2 Second Order Statistics

Evaluation of beamformer performance usually involves power or variance, so the second order statistics of the data play an important role. We assume the data received at the sensors are zero mean throughout this section. The variance or expected power of the beamformer output is given by $E\left\{|y|^{2}\right\}=\mathbf{w}^{H} E\left\{\mathbf{x} \mathbf{x}^{H}\right\} \mathbf{w}$. If the data are wide sense stationary, then $\mathbf{R}_{x}=E\left\{\mathbf{X} \mathbf{x}^{H}\right\}$, the data
covariance matrix, is independent of time. Although we often encounter nonstationary data, the wide sense stationary assumption is used in developing statistically optimal beamformers and in evaluating steady state performance.

Supposex representssamples from a uniformly sampled timeserieshaving a power spectral density $S(\omega)$ and no energy outside of the spectral band [ $\left.\omega_{a}, \omega_{b}\right]$. $\mathbf{R}_{x}$ can be expressed in terms of the power spectral density of the data using the Fourier transform relationship as

$$
\begin{equation*}
\mathbf{R}_{x}=\frac{1}{2 \pi} \int_{\omega_{a}}^{\omega_{b}} S(\omega) \mathbf{d}(\omega) \mathbf{d}^{H}(\omega) d \omega \tag{61.9}
\end{equation*}
$$

with $\mathbf{d}(\omega)$ as defined for (61.5). Now assume the array data $\mathbf{x}$ is due to a source located at direction $\theta$. In like manner to the time series case we can obtain the covariance matrix of the array data as

$$
\begin{equation*}
\mathbf{R}_{x}=\frac{1}{2 \pi} \int_{\omega_{a}}^{\omega_{b}} S(\omega) \mathbf{d}(\theta, \omega) \mathbf{d}^{H}(\theta, \omega) d \omega \tag{61.10}
\end{equation*}
$$

A source is said to be narrowband of frequency $\omega_{o}$ if $\mathbf{R}_{x}$ can be represented as the rank one outer product

$$
\begin{equation*}
\mathbf{R}_{x}=\sigma_{s}^{2} \mathbf{d}\left(\theta, \omega_{o}\right) \mathbf{d}^{H}\left(\theta, \omega_{o}\right) \tag{61.11}
\end{equation*}
$$

where $\sigma_{s}^{2}$ is the source variance or power.
The conditions under which a source can be considered narrowband depend on both the source bandwidth and the time over which the source is observed. To illustrate this, consider observing an amplitude modulated sinusoid or the output of a narrowband filter driven by white noise on an oscilloscope. If the signal bandwidth is small relative to the center frequency (i.e., if it has small fractional bandwidth), and the time intervals over which the signal is observed are short relative to the inverse of the signal bandwidth, then each observed waveform has the shape of a sinusoid. Note that as the observation time interval is increased, the bandwidth must decrease for the signal to remain sinusoidal in appearance. It turns out, based on statistical arguments, that the observation time bandwidth product (TBWP) is the fundamental parameter that determines whether a source can be viewed as narrowband (see Buckley [2]).

An array provides an effective temporal aperture over which a source is observed. Figure 61.2 illustrates this temporal aperture $T(\theta)$ for a source arriving from direction $\theta$. Clearly the TBWP is dependent on the sourceDOA. An array is considered narrowband if theobservation TBWP is much less than onefor all possible source directions.

Narrowband beamforming is conceptually simpler than broadband since one can ignorethetemporal frequency variable. This fact, coupled with interest in temporal frequency analysis for some applications, has motivated implementation of broadband beamformers with a narrowband decomposition structure, as illustrated in Fig. 61.4. The narrowband decomposition is often performed by taking a discreteFourier transform (DFT) of the data in each sensor channel using an FFT algorithm. The data across the array at each frequency of interest are processed by their own beamformer. This is usually termed frequency domain beamforming. The frequency domain beamformer outputs can be made equivalent to the DFT of the broadband beamformer output depicted in Fig. 61.1(b) with proper selection of beamformer weights and careful data partitioning.

### 61.2.3 Beamformer Classification

Beamformers can beclassified as either data independent or statistically optimum, depending on how the weights are chosen. The weights in a data independent beamformer do not depend on the array data and arechosen to present a specified responsefor all signal/interferencescenarios. Theweights in a statistically optimum beamformer are chosen based on the statistics of the array data to "optimize"


FIGURE 61.4: Beamforming is sometimes performed in the frequency domain when broadband signals are of interest. This figure illustrates transformation of the data at each sensor into the frequency domain. Weighted combinations of data at each frequency (bin) are performed. An inverse discrete Fourier transform produces the output time series.
the array response. In general, the statistically optimum beamformer places nulls in the directions of interfering sources in an attempt to maximize the signal-to-noise ratio at the beamformer output. A comparison between data independent and statistically optimum beamformers is illustrated in Fig. 61.5.

Thenext four sections cover data independent, statistically optimum, adaptive, and partially adaptive beamforming. Data independent beamformer design techniques are often used in statistically optimum beamforming (e.g., constraint design in linearly constrained minimum variance beamforming). The statistics of the array data are not usually known and may change over time so adaptive algorithms are typically employed to determine the weights. The adaptive algorithm is designed so the beamformer response converges to a statistically optimum solution. Partially adaptive beamformers reduce the adaptive algorithm computational load at the expense of a loss (designed to be small) in statistical optimality.

### 61.3 Data Independent Beamforming

The weights in a data independent beamformer are designed so the beamformer response approximates a desired response independent of the array data or data statistics. This design objective approximating a desired response - isthesameasthat for classical FIR filter design (see, for example, Parks and Burrus [8]). We shall exploit the analogies between beamforming and FIR filtering where possiblein developing an understanding of the design problem. Wealso discuss aspects of the design problem specific to beamforming.

The first part of this section discusses forming beams in a classical sense, i.e., approximating a desired response of unity at a point of direction and zero elsewhere. Methods for designing beamformers having more general forms of desired response are presented in the second part.

### 61.3.1 Classical Beamforming

Consider the problem of separating a single complex frequency component from other frequency components using the $J$ tap FIR filter illustrated in Fig. 61.3. If frequency $\omega_{o}$ is of interest, then the
desired frequency response is unity at $\omega_{o}$ and zero elsewhere. A common solution to this problem is to choose $\mathbf{w}$ as the vector $\mathbf{d}\left(\omega_{o}\right)$. This choice can be shown to beoptimal in terms of minimizing the squared error between the actual response and desired response. The actual response ischaracterized by a main lobe (or beam) and many sidelobes. Since $\mathbf{w}=\mathbf{d}\left(\omega_{o}\right)$, each element of $\mathbf{w}$ has unit magnitude. Tapering or windowing the amplitudes of the elements of w permits trading of main lobe or beam width against sidelobe levels to form the response into a desired shape. Let T be a $J$ by $J$ diagonal matrix with the real-valued taper weights as diagonal elements. Thetapered FIR filter weight vector is given by $\mathbf{T} \mathbf{d}\left(\omega_{o}\right)$. A detailed comparison of a large number of tapering functions is given in [5].

In spatial filtering one is often interested in receiving a signal arriving from a known location point $\theta_{o}$. Assuming the signal is narrowband (frequency $\omega_{o}$ ), a common choice for the beamformer weight vector is the array response vector $\mathbf{d}\left(\theta_{o}, \omega_{o}\right)$. The resulting array and beamformer is termed a phased array because the output of each sensor is phase shifted prior to summation. Figure 61.5(b) depictsthe magnitude of the actual response when $\mathbf{w}=\mathbf{T d}\left(\theta_{o}, \omega_{o}\right)$, where $\mathbf{T}$ implements a common Dolph-Chebyshev tapering function. As in the FIR filter discussed above, beam width and sidelobe levels are theimportant characteristics of theresponse. Amplitudetapering can beused to control the shape of the response, i.e., to form the beam. The equivalence of the narrowband linear equi-spaced array and FIR filter (seeFig. 61.3) implies that the sametechniques for choosing taper functions are applicableto either problem. M ethods for choosing tapering weights al so exist for moregeneral array configurations.

### 61.3.2 General Data Independent Response Design

Themethods discussed in this section apply to design of beamformers that approximate an arbitrary desired response. This is of interest in several different applications. For example, we may wish to receive any signal arriving from a range of directions, in which case the desired response is unity over the entire range. As another example, we may know that there is a strong source of interference arriving from a certain range of directions, in which case the desired response is zero in this range. These two examples are analogous to bandpass and bandstop FIR filtering. Although we are no longer "forming beams", it is conventional to refer to this type of spatial filter as a beamformer.

Consider choosing w so the actual response $r(\theta, \omega)=\mathbf{w}^{H} \mathbf{d}(\theta, \omega)$ approximates desired response $r_{d}(\theta, \omega)$. Ad hoc techniques similar to those employed in FIR filter design can be used for selecting w. Alternatively, formal optimization design methods can beemployed (see, for example, Parks and Burrus[8]). Here, to illustrate the general optimization design approach, we only consider choosing $\mathbf{w}$ to minimize the weighted averaged square of the difference between desired and actual response.

Consider minimizing the squared error between the actual and desired response at $P$ points $\left(\theta_{i}, \omega_{i}\right), 1<i<P$. If $P>N$, then we obtain the overdetermined least squares problem

$$
\begin{equation*}
\min _{\mathbf{w}}\left|\mathbf{A}^{H} \mathbf{w}-\mathbf{r}_{d}\right|^{2} \tag{61.12}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{A}=\left[\mathbf{d}\left(\theta_{1}, \omega_{1}\right), \mathbf{d}\left(\theta_{2}, \omega_{2}\right) \ldots \mathbf{d}\left(\theta_{P}, \omega_{P}\right)\right]  \tag{61.13}\\
\mathbf{r}_{d}=\left[r_{d}\left(\theta_{1}, \omega_{1}\right), r_{d}\left(\theta_{2}, \omega_{2}\right) \ldots r_{d}\left(\theta_{P}, \omega_{P}\right)\right]^{H} . \tag{61.14}
\end{gather*}
$$

Provided $\mathbf{A} \mathbf{A}^{H}$ is invertible(i.e., $\mathbf{A}$ is full rank), then the solution to $\mathrm{Eq} .(61.12)$ is given as

$$
\begin{equation*}
\mathbf{w}=\mathbf{A}^{+} \mathbf{r}_{d} \tag{61.15}
\end{equation*}
$$

where $\mathbf{A}^{+}=\left(\mathbf{A} \mathbf{A}^{H}\right)^{-1} \mathbf{A}$ is the pseudo-inverse of $\mathbf{A}$.
A note of caution is in order at this point. The white noise gain of a beamformer is defined as the output power due to unit variance white noise at the sensors. Thus, the norm squared of the weight


FIGURE 61.5: Beamformers come in both data independent and statistically optimum varieties. In (a) through (e) of this figure we consider an equi-spaced narrowband array of 16 sensors spaced at one-half wavelength. In (a), (b), and (c) the magnitude of the weights, the beampattern, and the beampattern, in polar coordinates are shown, respectively, for a Dolph-Chebyshev beamformer with -30 dB sidelobes. $\mathrm{In}(\mathrm{d})$ and (e) beampatterns are shown of statistically optimum beamformers which weredesigned to minimizeoutput power subject to a constraint that the response beunity for an arrival angle of $18^{\circ}$. Energy is assumed to arrive at the array from several interference sources. In (d) several interferers arelocated between $-20^{\circ}$ and $-23^{\circ}$, each with power of 30 dB relativeto the uncorrelated noise power at a single sensor. Deep nulls are formed in the interferer directions. The integferersic $\rangle$ (e) arelocated between $20^{\circ}$ and $23^{\circ}$, again with relative power of 30 dB . Again deep nulls are formed at the interferer directions; however, the sidelobe levels are significantly higher at other directions. (f) depictsthebroadband LCM V beamformer magnituderesponseat eight frequencies on the normalized frequency interval $[2 \pi / 5,4 \pi / 5]$ when two interferers arrive from directions $-5.75^{\circ}$


FIGURE 61.5: (continued) The interferers have a white spectrum on $[2 \pi / 5,4 \pi / 5]$ and have powers of 40 dB and 30 dB relative to the white noise, respectively. The constraints are designed to present a unit gain and linear phase over [ $2 \pi / 5,4 \pi / 5$ ] at a DOA of $18^{\circ}$. The array is linear equi-spaced with 16 sensors spaced at one-half wavelength for frequency $4 \pi / 5$ and five tap FIR filters are used in each sembegbychan pers

TABLE 61.1 Summary of Optimum Beamformers

| Type | M SC | Reference signal | Max SNR | LCMV |
| :---: | :---: | :---: | :---: | :---: |
| Definitions | $\mathbf{x}_{a}-$ auxiliary data <br> $\mathbf{y}_{m}$ - primary data | $\mathbf{x}$ - array data <br> $\mathbf{y}_{d}$ - desired signal | $\mathbf{x}=\mathbf{S}+\mathbf{x}-$ array data <br> $\mathbf{s}$ - signal component | $\mathbf{x}$ - array data <br> C - constraint matrix |
|  | $\mathbf{r}_{m a}=E\left\{\mathbf{x}_{a} \mathbf{y}_{m}^{*}\right\}$ | $\mathbf{r}_{x d}=E\left\{\mathbf{x y}_{d}^{*}\right\}$ | $\mathbf{n}$ - noise component | $\mathbf{f}$ - response vector |
|  | $\mathbf{R}_{a}=E\left\{\mathbf{x}_{a} \mathbf{x}_{a}^{H}\right\}$ | $\mathbf{R}_{x}=E\left\{\mathbf{x x}^{H}\right\}$ | $\mathbf{R}_{s}=E\left\{\mathbf{s s}^{H}\right\}$ | $\mathbf{R}_{x}=E\left\{\mathbf{x x}^{H}\right\}$ |
|  | output: $\mathbf{y}=\mathbf{y}_{m}-\mathbf{w}_{a}^{H} \mathbf{x}_{a}$ | output: $\mathbf{y}=\mathbf{w}^{H} \mathbf{x}$ | $\begin{aligned} & \mathbf{R}_{n}=E\left\{\mathbf{n} \mathbf{n}^{H}\right\} \\ & \text { output: } \mathbf{y}=\mathbf{w}^{H} \mathbf{x} \end{aligned}$ | output: $\mathbf{y}=\mathbf{w}^{H} \mathbf{x}$ |
| Criterion | $\min _{\mathbf{W}_{a}} E\left\{\left\|\mathbf{y}_{m}-\mathbf{w}_{a}^{H} \mathbf{x}_{a}\right\|^{2}\right\}$ | $\min _{\mathbf{W}} E\left\{\left\|\mathbf{y}-\mathbf{y}_{d}\right\|^{2}\right\}$ | $\max _{\mathbf{W}} \frac{\mathbf{w}^{H} \mathbf{R}_{s} \mathbf{w}}{\mathbf{w}^{H} \mathbf{R}_{n} \mathbf{W}}$ | $\min _{\mathbf{W}}\left\{\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{W}\right\} \text { s.t. } \mathbf{C}^{H} \mathbf{w}=\mathbf{f}$ |
| Optimum weights | $\mathbf{w}_{a}=\mathbf{R}_{a}^{-1} \mathbf{r}_{m a}$ | $\mathbf{w}_{a}=\mathbf{R}_{x}^{-1} \mathbf{r}_{r d}$ | $\mathbf{R}_{n}^{-1} \mathbf{R}_{s} \mathbf{w}=\lambda_{\text {max }} \mathbf{w}$ | $\mathbf{w}=\mathbf{R}_{x}^{-1} \mathbf{C}\left[\mathbf{C}^{H} \mathbf{R}_{x}^{-1} \mathbf{C}\right]^{-1} f$ |
| Advantages | Simple | Direction of desired signal can be unknown | True maximization of SNR | Flexible and general constraints |
| Disadvantages | Requires absence of desired signal from auxiliary channels for weight determination | M ustgeneratereference signal | Must know $\mathbf{R}_{s}$ and $\mathbf{R}_{n}$ Solvegeneralized eigenproblem for weights | Computation of constrained weight vector |
| References | Applebaum [1976] | Widrow [1967] | Monzingo and M iller [1980] | Frost [1972] |

vector, $\mathbf{w}^{H} \mathbf{w}$, represents the white noise gain. If the white noise gain is large, then the accuracy by which $\mathbf{w}$ approximates the desired response is a moot point because the beamformer output will have a poor SNR due to white noise contributions. If $\mathbf{A}$ is ill-conditioned, then $\mathbf{w}$ can have a very large norm and still approximate the desired response. The matrix $\mathbf{A}$ is ill-conditioned when the effective numerical dimension of the space spanned by the $\mathbf{d}\left(\theta_{i}, \omega_{i}\right), 1 \leq i \leq P$, is less than $N$. For example, if only one sourcedirection is sampled, then thenumerical rank of $\mathbf{A}$ is approximately given by the TBW P for that direction. Low rank approximates of $\mathbf{A}$ and $\mathbf{A}^{+}$should be used whenever the numerical rank is less than $N$. This ensures that the norm of $\mathbf{w}$ will not be unnecessarily large.

Specific directions and frequencies can be emphasized in Eq. (61.12) by selection of the sample points ( $\theta_{i}, \omega_{i}$ ) and/or unequally weighting of theerror at each $\left(\theta_{i}, \omega_{i}\right)$. Parks and Burrus [8] discuss this in the context of FIR filtering.

### 61.4 Statistical ly Optimum Beamforming

In statistically optimum beamforming, the weights are chosen based on the statistics of the data received at the array. Loosely speaking, the goal is to "optimize" the beamformer response so the output contains minimal contributions due to noise and interfering signals. We discuss several different criteria for choosing statistically optimum beamformer weights. Table 61.1 summarizes thesedifferent approaches. Wherepossible, equations describingthecriteria and weightsareconfined to Table 61.1. Throughout the section we assume that the data is wide-sense stationary and that its second order statistics are known. Determination of weights when the data statistics are unknown or time varying is discussed in the following section on adaptive algorithms.

### 61.4.1 Multiple Sidel obe C anceller

Themultiple sidelobe canceller (MSC) is perhaps the earliest statistically optimum beamformer. An M SC consists of a "main channel" and one or more "auxiliary channels" as depicted in Fig. 61.6(a). The main channel can be either a single high gain antenna or a data independent beamformer (see Section 61.3). It has a highly directional response, which is pointed in the desired signal direction. Interfering signals are assumed to enter through the main channel sidelobes. The auxiliary channels also receive the interfering signals. The goal is to choose the auxiliary channel weights to cancel the
main channel interference component. This implies that the responses to interferers of the main channel and linear combination of auxiliary channels must beidentical. Theoverall system then has a response of zero as illustrated in Fig. 61.6(b). In general, requiring zero response to all interfering signals is either not possibleor can result in significant white noisegain. Thus, the weights are usually chosen to trade off interference suppression for white noise gain by minimizing the expected value of the total output power as indicated in Table 61.1.

Choosingtheweightsto minimizeoutput power can causecancellation of thedesired signal because it also contributes to total output power. In fact, as the desired signal gets stronger it contributes to a larger fraction of the total output power and the percentage cancellation increases. Clearly this is an undesirable effect. The M SC is very effective in applications where the desired signal is very weak (relative to the interference), since the optimum weights will not pay any attention to it, or when the desired signal is known to be absent during certain time periods. The weights can then be adapted in the absence of the desired signal and frozen when it is present.


FIGURE 61.6: Themultiplesidel obe canceller (M SC) consists of a main channel and several auxiliary channels as illustrated in (a). The auxiliary channel weights are chosen to "cancel" interference entering through sidelobes of the main channel. (b) Depicts the main channel, auxiliary branch, and overall system response when an interferer arrives from direction $\theta_{I}$.

### 61.4.2 Use of a Reference Signal

If the desired signal wereknown, then the weights could bechosen to minimizetheerror between the beamformer output and the desired signal. Of course, knowledge of the desired signal eliminates the need for beamforming. However, for some applications, enough may be known about the desired signal to generateasignal that closely representsit. Thissignal iscalled a referencesignal. Asindicated in Table 61.1, the weights are chosen to minimize the mean square error between the beamformer output and the reference signal.

The weight vector depends on the cross covariance between the unknown desired signal present in $\mathbf{x}$ and the reference signal. Acceptable performance is obtained provided this approximates the covariance of the unknown desired signal with itself. For example, if the desired signal is amplitude modulated, then acceptable performance is often obtained by setting the reference signal equal to the carrier. It is also assumed that the reference signal is uncorrelated with interfering signals in $\mathbf{x}$. The fact that the direction of the desired signal does not need to be known is a distinguishing feature of the reference signal approach. For this reason it is sometimes termed "blind" beamforming. Other closely related blind beamforming techniques choose weights by exploiting properties of the desired signal such as constant modulus, cyclostationarity, or third and higher order statistics.

### 61.4.3 Maximization of Signal-to-Noise Ratio

Here the weights are chosen to directly maximize the signal-to-noise ratio (SNR) as indicated in Table 61.1. A general solution for the weights requires knowledge of both the desired signal, $\mathbf{R}_{s}$, and noise, $\mathbf{R}_{n}$, covariance matrices. The attainability of this knowledge depends on the application. For example, in an active radar system $\mathbf{R}_{n}$ can beestimated during thetime that no signal is being transmitted and $\mathbf{R}_{s}$ can be obtained from knowledge of the transmitted pulse and direction of interest. If thesignal component isnarrowband, of frequency $\omega$, and direction $\theta$, then $\mathbf{R}_{s}=\sigma^{2} \mathbf{d}(\theta, \omega) \mathbf{d}^{H}(\theta, \omega)$ from the results in Section 61.2. In this case, the weights are obtained as

$$
\begin{equation*}
\mathbf{w}=\alpha \mathbf{R}_{n}^{-1} \mathbf{d}(\theta, \omega) \tag{61.16}
\end{equation*}
$$

wherethe $\alpha$ is somenon-zero complex constant. Substitution of Eq. (61.16) into the SN R expression shows that the SNR is independent of the value chosen for $\alpha$.

### 61.4.4 Linearly Constrained Minimum Variance Beamforming

In many applications none of the above approaches is satisfactory. The desired signal may be of unknown strength and may always be present, resulting in signal cancellation with the MSC and preventing estimation of signal and noise covariance matrices in the maximum SN R processor. Lack of knowledge about the desired signal may prevent utilization of the referencesignal approach. These limitations can be overcome through the application of linear constraints to the weight vector. Use of linear constraints is a very general approach that permits extensive control over the adapted response of the beamformer. In this section we illustrate how linear constraints can be employed to control beamformer response, discussthe optimum linearly constrained beamforming problem, and present the generalized sidelobe canceller structure.

The basic idea behind linearly constrained minimum variance (LCMV) beamforming is to constrain theresponseof thebeamformer so signalsfrom thedirection of interest arepassed with specified gain and phase. The weights arechosen to minimizeoutput varianceor power subject to theresponse constraint. This has the effect of preserving the desired signal while minimizing contributions to the output due to interfering signals and noise arriving from directions other than the direction of interest. The anal ogous FIR filter has the weights chosen to minimize the filter output power subject to the constraint that the filter response to signals of frequency $\omega_{o}$ be unity.

In Section 61.2 wesaw that thebeamformer response to a sourceat angle $\theta$ and temporal frequency $\omega$ is given by $\mathbf{w}^{H} \mathbf{d}(\theta, \omega)$. Thus, by linearly constraining the weights to satisfy $\mathbf{w}^{H} \mathbf{d}(\theta, \omega)=g$ where $g$ is a complex constant, we ensure that any signal from angle $\theta$ and frequency $\omega$ is passed to the output with response $g$. M inimization of contributions to the output from interference (signals not arriving from $\theta$ with frequency $\omega$ ) is accomplished by choosing the weights to minimize the output power or variance $E\left\{|y|^{2}\right\}=\mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w}$. The LCM V problem for choosing the weights is thus written

$$
\begin{equation*}
\min _{\mathbf{w}} \quad \mathbf{w}^{H} \mathbf{R}_{x} \mathbf{w} \quad \text { subject to } \quad \mathbf{d}^{H}(\theta, \omega) \mathbf{w}=g^{*} \tag{61.17}
\end{equation*}
$$

The method of Lagrange multipliers can be used to solve Eq. (61.17) resulting in

$$
\begin{equation*}
\mathbf{w}=g^{*} \frac{\mathbf{R}_{x}^{-1} \mathbf{d}(\theta, \omega)}{\mathbf{d}^{H}(\theta, \omega) \mathbf{R}_{x}^{-1} \mathbf{d}(\theta, \omega)} . \tag{61.18}
\end{equation*}
$$

Note that, in practice, the presence of uncorrelated noise will ensure that $\mathbf{R}_{x}$ is invertible. If $g=1$, then Eq. (61.18) isoften termed theminimum variancedistortionless response(M VDR) beamformer. It can be shown that Eq. (61.18) is equivalent to the maximum SNR solution given in Eq. (61.16) by substituting $\sigma^{2} \mathbf{d}(\theta, \omega) \mathbf{d}^{H}(\theta, \omega)+\mathbf{R}_{n}$ for $\mathbf{R}_{x}$ in Eq. (61.18) and applying the matrix inversion lemma.

The single linear constraint in Eq. (61.17) is easily generalized to multiple linear constraints for added control over the beampattern. For example, if there is fixed interference source at a known direction $\phi$, then it may be desirable to force zero gain in that direction in addition to maintaining the response $g$ to the desired signal. This is expressed as

$$
\left[\begin{array}{l}
\mathbf{d}^{H}(\theta, \omega)  \tag{61.19}\\
\mathbf{d}^{H}(\phi, \omega)
\end{array}\right] \mathbf{w}=\left[\begin{array}{c}
g^{*} \\
0
\end{array}\right]
$$

If there are $L<N$ linear constraints on $\mathbf{w}$, we write them in the form $\mathbf{C}^{H} \mathbf{w}=\mathbf{f}$ where the $N$ by $L$ matrix $\mathbf{C}$ and $L$ dimensional vector $\mathbf{f}$ are termed the constraint matrix and response vector. The constraints are assumed to be linearly independent so $\mathbf{C}$ has rank $L$. The LCMV problem and solution with this more general constraint equation are given in Table 61.1.

Several different philosophies can be employed for choosing the constraint matrix and response vector. Specifically point, derivative, and eigenvector constraint approaches are popular. Each linear constraint uses one degree of freedom in the weight vector so with $L$ constraints there are only $N-L$ degrees of freedom available for minimizing variance. SeeVan Veen and Buckley [11] or Van Veen [12] for a more in-depth discussion on this topic.

Generalized SidelobeCanceller. The generalized sidelobe canceller (GSC) represents an alternative formulation of the LCM V problem, which provides insight, is useful for analysis, and can simplify LCM V beamformer implementation. It also illustrates the relationship between M SC and LCM V beamforming. Essentially, theGSC isamechanism for changinga constrained minimization problem into unconstrained form.

Suppose we decompose the weight vector $\mathbf{w}$ into two orthogonal components $\mathbf{w}_{o}$ and $-\mathbf{v}$ (i.e., $\mathbf{w}=\mathbf{w}_{o}-\mathbf{v}$ ) that lie in the range and null spaces of $\mathbf{C}$, respectively. The range and null spaces of a matrix span the entire space so this decomposition can be used to represent any $\mathbf{w}$. Since $\mathbf{C}^{H} \mathbf{v}=\mathbf{0}$, we must have

$$
\begin{equation*}
\mathbf{w}_{o}=\mathbf{C}\left(\mathbf{C}^{H} \mathbf{C}\right)^{-1} \mathbf{f} \tag{61.20}
\end{equation*}
$$

if $\mathbf{w}$ is to satisfy the constraints. Equation (61.20) is the minimum $L_{2}$ norm solution to the underdetermined equivalent of Eq. (61.12). Thevector $\mathbf{v}$ is a linear combination of the columns of an $N$ by $M$ ( $M=N-L$ ) matrix $\mathbf{C}_{n}$ (i.e., $\mathbf{v}=\mathbf{C}_{n} \mathbf{w}_{M}$ ) provided thecolumns of $\mathbf{C}_{n}$ form abasis for the null space of $\mathbf{C} . \mathbf{C}_{n}$ can be obtained from $\mathbf{C}$ using any of several orthogonalization procedures such as GramSchmidt, QR decomposition, or singular value decomposition. The weight vector $\mathbf{w}=\mathbf{w}_{o}-\mathbf{C}_{n} \mathbf{w}_{M}$ is depicted in block diagram form in Fig. 61.7. The choice for $\mathbf{w}_{o}$ and $\mathbf{C}_{n}$ implies that $\mathbf{w}$ satisfies the constraints independent of $\mathbf{w}_{M}$ and reduces the LCMV problem to the unconstrained problem

$$
\begin{equation*}
\min _{\mathbf{w}_{M}}\left[\mathbf{w}_{o}-\mathbf{C}_{n} \mathbf{w}_{M}\right]^{H} \mathbf{R}_{x}\left[\mathbf{w}_{o}-\mathbf{C}_{n} \mathbf{w}_{M}\right] . \tag{61.21}
\end{equation*}
$$

The solution is

$$
\begin{equation*}
\mathbf{w}_{M}=\left(\mathbf{C}_{n}^{H} \mathbf{R}_{x} \mathbf{C}_{n}\right)^{-1} \mathbf{C}_{n}^{H} \mathbf{R}_{x} \mathbf{w}_{o} \tag{61.22}
\end{equation*}
$$

The primary implementation advantages of this alternate but equivalent formulation stem from the facts that the weights $\mathbf{w}_{M}$ are unconstrained and a data independent beamformer $\mathbf{w}_{o}$ is implemented as an integral part of the optimum beamformer. The unconstrained nature of the adaptive weights permits much simpler adaptive algorithms to be employed and the data independent beamformer is useful in situations where adaptive signal cancellation occurs (see Section 61.4.5).


FIGURE 61.7: The generalized sidelobe canceller (GSC) represents an implementation of the LCM V beamformer in which theadaptiveweights areunconstrained. It consists of a preprocessor composed of a fixed beamformer $\mathbf{w}_{o}$ and a blocking matrix $\mathbf{C}_{n}$, and a standard adaptivefilter with unconstrained weight vector $\mathbf{w}_{M}$.

As an example, assume the constraints are as given in Eq. (61.17). Equation (61.20) implies $\mathbf{w}_{o}=g^{*} \mathbf{d}(\theta, \omega) /\left[\mathbf{d}^{H}(\theta, \omega) \mathbf{d}(\theta, \omega)\right] . \mathbf{C}_{n}$ satisfies $\mathbf{d}^{H}(\theta, \omega) \mathbf{C}_{n}=\mathbf{0}$ so each column $\left[\mathbf{C}_{n}\right]_{i} ; 1<i<$ $N-L$, can be viewed as a data independent beamformer with a null in direction $\theta$ at frequency $\omega: \mathbf{d}^{H}(\theta, \omega)\left[\mathbf{C}_{n}\right]_{j}=0$. Thus, a signal of frequency $\omega$ and direction $\theta$ arriving at the array will be blocked or nulled by the matrix $\mathbf{C}_{n}$. In general, if the constraints are designed to present a specified response to signals from a set of directions and frequencies, then the columns of $\mathbf{C}_{n}$ will block those directions and frequencies. This characteristic has led to the term "blocking matrix" for describing $\mathbf{C}_{n}$. These signals are only processed by $\mathbf{w}_{o}$ and since $\mathbf{w}_{o}$ satisfies the constraints, they are presented with the desired response independent of $\mathbf{w}_{M}$. Signals from directions and frequencies over which the response is not constrained will pass through the upper branch in Fig. 61.7 with some response determined by $\mathbf{w}_{o}$. The lower branch chooses $\mathbf{w}_{M}$ to estimate the signals at the output of $\mathbf{w}_{o}$ as a linear combination of the data at the output of the blocking matrix. This is similar to the operation of the MSC, in which weights are applied to the output of auxiliary sensors in order to estimate the primary channel output (see Fig. 61.6).

### 61.4.5 Signal Cancellation in Statistically Optimum Beamforming

Optimum beamforming requires some knowledge of the desired signal characteristics, either its statistics (for maximum SNR or referencesignal methods), itsdirection (for theM SC), or itsresponse vector $\mathbf{d}(\theta, \omega)$ (for the LCM V beamformer). If the required knowledge is inaccurate, the optimum beamformer will attenuate the desired signal as if it were interference. Cancellation of the desired signal is often significant, especially if the SN R of the desired signal is large. Several approaches have been suggested to reduce this degradation (e.g., Cox et al. [3]).

A second cause of signal cancellation is correlation between the desired signal and one or more interference signals. This can result either from multipath propagation of a desired signal or from smart (correlated) jamming. When interference and desired signals are uncorrelated, the beamformer attenuates interferers to minimize output power. However, with a correlated interferer the beamformer minimizes output power by processing the interfering signal in such a way as to cancel
the desired signal. If theinterferer is partially correlated with the desired signal, then the beamformer will cancel theportion of the desired signal that is correlated with theinterferer. M ethods for reducing signal cancellation due to correlated interference have been suggested (e.g., Widrow et al. [13], Shan and Kailath [10]).

### 61.5 Adaptive Algorithms for Beamforming

Theoptimum beamformer weight vector equations listed in Table 61.1 require knowledge of second order statistics. These statistics are usually not known, but with the assumption of ergodicity, they (and thereforetheoptimum weights) can beestimated from availabledata. Statistics may also change over time, e.g., due to moving interferers. To solve these problems, weights are typically determined by adaptive algorithms.

There are two basic adaptive approaches: (1) block adaptation, where statistics are estimated from a temporal block of array data and used in an optimum weight equation; and (2) continuous adaptation, where the weights are adjusted as the data is sampled such that the resulting weight vector sequence converges to the optimum solution. If a nonstationary environment is anticipated, block adaptation can be used, provided that the weights are recomputed periodically. Continuous adaptation is usually preferred when statistics are time-varying or, for computational reasons, when the number of adaptive weights $M$ is moderate to large; values of $M>50$ are common.

Among notableadaptive algorithms proposed for beamforming aretheH owells-Applebaum adaptive loop developed in the late 1950s and reported by H owells [7] and Applebaum [1], and the Frost LCM V algorithm [4]. Rather than recapitulating adaptivealgorithms for each optimum beamformer listed in Table 61.1, we take a unifying approach using the standard adaptive filter configuration illustrated on the right side of Fig. 61.7.

In Fig. 61.7 the weight vector $\mathbf{w}_{M}$ is chosen to estimatethe desired signal $y_{d}$ as linear combination of the elements of the data vector $\mathbf{u}$. We select $\mathbf{w}_{M}$ to minimize the M SE

$$
\begin{equation*}
J\left(\mathbf{w}_{M}\right)=E\left\{\left|y_{d}-\mathbf{w}_{M}^{H} \mathbf{u}\right|^{2}\right\}=\sigma_{d}^{2}-\mathbf{w}_{M}^{H} \mathbf{r}_{u d}-\mathbf{r}_{u d}^{H} \mathbf{w}_{M}+\mathbf{w}_{M}^{H} \mathbf{R}_{u} \mathbf{w}_{M}, \tag{61.23}
\end{equation*}
$$

where $\sigma_{d}^{2}=E\left\{\left|y_{d}\right|^{2}\right\}, \mathbf{r}_{u d}=E\left\{\mathbf{u} y_{d}^{*}\right\}$ and $\mathbf{R}_{u}=E\left\{\mathbf{u} \mathbf{u}^{H}\right\} . J\left(\mathbf{w}_{M}\right)$ is minimized by

$$
\begin{equation*}
\mathbf{w}_{o p t}=\mathbf{R}_{u}^{-1} \mathbf{r}_{u d} \tag{61.24}
\end{equation*}
$$

Comparison of (61.23) and the criteria listed in Table 61.1 indicates that this standard adaptive filter problem is equivalent to both the MSC beamformer problem (with $y_{d}=y_{m}$ and $\mathbf{u}=\mathbf{x}_{a}$ ) and the reference signal beamformer problem (with $\mathbf{u}=\mathbf{x}$ ). The LCM V problem is apparently different. However closer examination of Fig. 61.7 and Eqs. (61.22), and (61.24) reveals that the standard adaptive filter problem is equivalent to the LCM V problem implemented with the GSC structure. Setting $\mathbf{u}=\mathbf{C}_{n}^{H} \mathbf{x}$ and $y_{d}=\mathbf{w}_{o}^{H} \mathbf{x}$ implies $\mathbf{R}_{u}=\mathbf{C}_{n}^{H} \mathbf{R}_{x} \mathbf{C}_{n}$ and $\mathbf{r}_{u d}=\mathbf{C}_{n}^{H} \mathbf{R}_{x} \mathbf{w}_{o}$. The maximum SNR beamformer cannot in general be represented by Fig. 61.7 and Eq. (61.24). However, it was noted after (61.18) that if the desired signal is narrowband, then the maximum SNR and the LCM V beamformers are equivalent.

Theblock adaptation approach solves(61.24) usingestimates of $\mathbf{R}_{u}$ and $\mathbf{r}_{u d}$ formed from $K$ samples of $\mathbf{u}$ and $y_{d}: \mathbf{u}(k), y_{d}(k) ; 0<k<K-1$. The most common are the sample covariance matrix

$$
\begin{equation*}
\hat{\mathbf{R}}_{u}=\frac{1}{K} \sum_{k=0}^{K-1} \mathbf{u}(k) \mathbf{u}^{H}(k) \tag{61.25}
\end{equation*}
$$

and sample cross-covariance vector

$$
\begin{equation*}
\hat{\mathbf{r}}_{u d}=\frac{1}{K} \sum_{k=0}^{K-1} \mathbf{u}(k) y_{d}^{*}(k) \tag{61.26}
\end{equation*}
$$

TABLE 61.2 Comparison of the LM S and RLS Weight Adaptation Algorithms

| Algorithm | LMS | RLS |
| :---: | :---: | :---: |
| Initialization | $\begin{gathered} \mathbf{w}_{M}(0)=0 \\ \mathbf{y}(0)=\mathbf{y}_{d}(0) \end{gathered}$ | $\begin{gathered} \mathbf{w}_{M}(0)=0 \\ \mathbf{P}(0)=\delta^{-1} \boldsymbol{I} \end{gathered}$ |
|  | $0<\mu<\frac{1}{\operatorname{Trace}\left[\mathbf{R}_{u}\right]}$ | $\delta$ small, I identity matrix |
| Update | $\mathbf{w}_{M}(k)=\mathbf{w}_{M}(k-1)+\mu \mathbf{u}(k-1) y^{*}(k-1)$ | $\mathbf{v}(k)=\mathbf{P}(k-1) \mathbf{u}(k)$ |
| Equations | $y(k)=y_{d}(k)-\mathbf{w}_{M}^{H}(k) \mathbf{u}(k)$ | $\begin{gathered} \mathbf{k}(k)=\frac{\lambda^{-1} \mathbf{V}(k)}{1+\lambda^{-1} \mathbf{u}^{H}(k) \mathbf{V}(k)} \\ \alpha(k)=y_{d}(k)-\mathbf{w}_{M}^{H}(k-1) \mathbf{u}(k) \end{gathered}$ |
|  |  | $\mathbf{w}_{M}(k)=\mathbf{w}_{M}(k-1)+\mathbf{k}(k) \alpha^{*}(k)$ |
|  |  | $\mathbf{P}(k)=\lambda^{-1} \mathbf{P}(k-1)-\lambda^{-1} \mathbf{k}(k) \mathbf{v}^{H}(k)$ |
| Multiplies per update | $2 M$ | $4 M^{2}+4 M+2$ |
| Performance Characteristics | Under certain conditions, convergence of $\mathbf{w}_{M}(k)$ to the statistically optimum weight vector $\mathbf{w}_{\text {opt }}$ in the meansquare sense is guaranteed if $\mu$ is chosen as indicated above. The convergence rate is governed by the eigenvalue spread of $\mathbf{R}_{u}$. For large eigenvalue spread, convergence can be very slow. | The $\mathbf{w}_{M}(k)$ represents the least squares solution at each instant $k$ and are optimum in a deterministic sense. Convergence to the statistically optimum weight vector $\mathbf{w}_{\text {opt }}$ is often faster than that obtained using the LM S algorithm because it is independent of the eigenvalue spread of $\mathbf{R}_{u}$. |

Performance analysis and guidelines for selecting the block size $K$ are provided in Reed et al. [9].
Continuous adaptation al gorithms are easily developed in terms of Fig. 61.7 and Eq. (61.23). Note that $J\left(\mathbf{w}_{M}\right)$ is a quadratic error surface. Since the quadratic surface's "Hessian" $\mathbf{R}_{u}$ is the covariance matrix of noisy data, it is positive definite. This implies that the error surface is a "bowl". The shape of the bowl is determined by the eigenstructure of $\mathbf{R}_{u}$. The optimum weight vector $\mathbf{w}_{\text {opt }}$ corresponds to the bottom of the bowl.

One approach to adaptive filtering is to envision a point on the error surface that corresponds to the present weight vector $\mathbf{w}_{M}(k)$. We select a new weight vector $\mathbf{w}_{M}(k+1)$ so as to descend on the error surface. The gradient vector

$$
\begin{equation*}
\nabla_{\mathbf{w}_{M}(k)}=\left.\frac{\partial}{\partial \mathbf{w}_{M}} J\left(\mathbf{w}_{M}\right)\right|_{\mathbf{w}_{M}=\mathbf{w}_{m}(k)}=-2 \mathbf{r}_{u d}+2 \mathbf{R}_{u} \mathbf{w}_{M}(k) \tag{61.27}
\end{equation*}
$$

tells us the direction in which to adjust the weight vector. Steepest descent, i.e., adjustment in the negative gradient direction, leads to the popular least mean-square (LM S) adaptive algorithm. The LM S algorithm replaces $\nabla_{\mathbf{w}_{M}(k)}$ with theinstantaneous gradient estimate $\hat{\nabla}_{\mathbf{w}_{M}(k)}=-2\left[\mathbf{u}(k) y_{d}^{*}(k)-\right.$ $\left.\mathbf{u}(k) \mathbf{u}^{H}(k) \mathbf{w}_{M}(k)\right]$. Denoting $y(k)=y_{d}(k)-\mathbf{w}_{M}^{H} \mathbf{u}(k)$, we have

$$
\begin{equation*}
\mathbf{w}_{M}(k+1)=\mathbf{w}_{M}(k)+\mu \mathbf{u}(k) y^{*}(k) . \tag{61.28}
\end{equation*}
$$

The gain constant $\mu$ controls convergence characteristics of the random vector sequence $\mathbf{w}_{M}(k)$. Table 61.2 provides guidelines for its selection.

The primary virtue of the LM S algorithm is its simplicity. Its performance is acceptable in many applications; however, its convergence characteristics depend on the shape of the error surface and therefore the eigenstructure of $\mathbf{R}_{u}$. When the eigenvalues are widely spread, convergence can be slow and other adaptive algorithms with better convergence characteristics should be considered. Alternative procedures for searching the error surface have been proposed in addition to algorithms based on least squares and Kalman filtering. Roughly speaking, these algorithms trade-off computational requirements with speed of convergence to $\mathbf{w}_{\text {opt }}$. We refer you to texts on adaptive filtering for detailed descriptions and analysis (Widrow and Stearns [14], Haykin [6], and others).

One alternative to LMS is the exponentially weighted recursive least squares (RLS) algorithm. At
the $K$ th time step, $\mathbf{w}_{M}(K)$ is chosen to minimize a weighted sum of past squared errors

$$
\begin{equation*}
\min _{\mathbf{w}_{M}(K)} \sum_{k=0}^{K} \lambda^{K-k}\left|y_{d}(k)-\mathbf{w}_{M}^{H}(K) \mathbf{u}(k)\right|^{2} . \tag{61.29}
\end{equation*}
$$

$\lambda$ is a positive constant less than one which determines how quickly previous data are deemphasized. The RLS algorithm is obtained from (61.29) by expanding the magnitude squared and applying the matrix inversion lemma. Table 61.2 summarizes both the LM $S$ and RLS algorithms.

### 61.6 Interference Cancellation and Partially Adaptive Beamforming

The computational requirements of each update in adaptive algorithms are proportional to either the weight vector dimension $M$ (e.g., LMS) or dimension squared $M^{2}$ (e.g., RLS). If $M$ is large, this requirement is quite severe and for practical real time implementation it is often necessary to reduce $M$. Furthermore, the rate at which an adaptive algorithm converges to the optimum solution may be very slow for large $M$. Adaptive algorithm convergence properties can be improved by reducing M.

The concept of "degrees of freedom" is much more relevant to this discussion than the number of weights. The expression degrees of freedom refers to the number of unconstrained or "free" weights in an implementation. For example, an LCM V beamformer with $L$ constraints on $N$ weights has $N-L$ degrees of freedom; the GSC implementation separates these as the unconstrained weight vector $\mathbf{w}_{M}$. Thereare $M$ degrees of freedom in thestructureof Fig. 61.7. A fully adaptive beamformer uses all available degrees of freedom and a partially adaptivebeamformer uses a reduced set of degrees of freedom. Reducing degrees of freedom lowers computational requirements and often improves adaptive responsetime. However, there is a performance penalty associated with reducing degrees of freedom. A partially adaptive beamformer cannot generally convergeto the same optimum solution as the fully adaptive beamformer. The goal of partially adaptive beamformer design is to reduce degrees of freedom without significant degradation in performance.

The discussion in this section is general, applying to different types of beamformers although we borrow much of the notation from the GSC. We assumethe beamformer is described by the adaptive structure of Fig. 61.7 where the desired signal $y_{d}$ is obtained as $y_{d}=\mathbf{w}_{o}^{H} \mathbf{x}$ and the data vector $\mathbf{u}$ as $\mathbf{u}=\mathbf{T}^{H} \mathbf{x}$. Thus, the beamformer output is $y=\mathbf{w}^{H} \mathbf{x}$ where $\mathbf{w}=\mathbf{w}_{o}-\mathbf{T w}$. In order to distinguish between fully and partially adaptive implementations, we decompose $\mathbf{T}$ into a product of two matrices $\mathbf{C}_{n} \mathbf{T}_{M}$. The definition of $\mathbf{C}_{n}$ depends on the particular beamformer and $\mathbf{T}_{M}$ represents the mapping which reduces degrees of freedom. The M SC and GSC are obtained as special cases of this representation. In the $\mathrm{MSC} \mathbf{w}_{o}$ is an $N$ vector that selects the primary sensor, $\mathbf{C}_{n}$ is an $N$ by $N-1$ matrix that selects the $N-1$ possible auxiliary sensors from the complete set of $N$ sensors, and $\mathbf{T}_{M}$ is an $N-1$ by $M$ matrix that selects the $M$ auxiliary sensors actually utilized. In terms of the GSC, $\mathbf{w}_{o}$ and $\mathbf{C}_{n}$ are defined as in Section 61.4.4 and $\mathbf{T}_{M}$ is an $N-L$ by $M$ matrix that reduces degrees of freedom ( $M<N-L$ ).

Thegoal of partially adaptivebeamformer design isto choose $\mathbf{T}_{M}$ (or $\mathbf{T}$ ) such that good interference cancellation properties are retained even though $M$ is small. To see that this is possible in principle, consider theproblem of simultaneously cancellingtwo narrowband sourcesfrom direction $\theta_{1}$ and $\theta_{2}$ at frequency $\omega_{o}$. Perfect cancellation of these sources requires $\mathbf{w}^{H} \mathbf{d}\left(\theta_{1}, \omega_{o}\right)=0$ and $\mathbf{w}^{H} \mathbf{d}\left(\theta_{2}, \omega_{o}\right)=0$ so we must choose $\mathbf{w}_{M}$ to satisfy

$$
\begin{equation*}
\mathbf{w}_{M}^{H}\left[\mathbf{T}^{H} \mathbf{d}\left(\theta_{1}, \omega_{o}\right) \mathbf{T}^{H} \mathbf{d}\left(\theta_{2}, \omega_{o}\right)\right]=\left[g_{1}, g_{2}\right] \tag{61.30}
\end{equation*}
$$

where $g_{i}=\mathbf{w}_{o}^{H} \mathbf{d}\left(\theta_{i}, \omega_{o}\right)$ istheresponseof thew ond $_{o}$ branch to the $i$ th interferer. Assuming ${ }^{H} \mathbf{d}\left(\theta_{1}, \omega_{o}\right)$ and $\mathbf{T}^{H} \mathbf{d}\left(\theta_{2}, \omega_{o}\right)$ are linearly independent and nonzero, and provided $M \geq 2$, then at least one $\mathbf{w}_{M}$ exists that satisfies (61.30). Extending this reasoning, we see that $\mathbf{w}_{M}$ can be chosen to cancel $M$ narrowband interferers (assuming the $\mathbf{T}^{H} \mathbf{d}\left(\theta_{i}, \omega_{o}\right)$ arelinearly independent and nonzero), independent of $\mathbf{T}$. Total cancellation occurs if $\mathbf{w}_{M}$ is chosen so the response of $\mathbf{T} \mathbf{w}_{M}$ perfectly matches the $\mathbf{w}_{o}$ branch response to the interferers. In general, $M$ narrowband interferers can be cancelled using $M$ adaptive degrees of freedom with relatively mild restrictions on $\mathbf{T}$.

No such ruleexists in thebroadband case. Herecompletecancellation of a singleinterferer requires choosing $\mathbf{T} \mathbf{w}_{M}$ so that theresponse of the adaptive branch, $\mathbf{w}_{M}^{H} \mathbf{T}^{H} \mathbf{d}\left(\theta_{1}, \omega\right)$, matches the response of the $\mathbf{w}_{o}$ branch, $\mathbf{w}_{o}^{H} \mathbf{d}\left(\theta_{1}, \omega\right)$, over the entire frequency band of the interferer. In this case, the degree of cancellation depends on how well these two responses match and is critically dependent on the interferer direction, frequency content, and $\mathbf{T}$. Good cancellation can beobtained in somesituations when $M=1$, while in others even large values of $M$ result in poor cancellation.

A variety of intuitive and optimization-based techniques have been proposed for designing $\mathbf{T}_{M}$ that acheive good interference cancellation with relatively small degrees of freedom. See Van Veen and Buckley [11] and Van Veen [12] for further review and discussion.

### 61.7 Summary

A beamformer forms a scalar output signal as a weighted combination of the data received at an array of sensors. The weights determine the spatial filtering characteristics of the beamformer and enable separation of signals having overlapping frequency content if they originate from different locations. The weights in a data independent beamformer are chosen to provide a fixed response independent to the received data. Statistically optimum beamformers select the weights to optimize the beamformer response based on the statistics of the data. The data statistics are often unknown and may change with time so adaptive algorithms are used to obtain weights that converge to the statistically optimum solution. Computational and response time considerations dictate the use of partially adaptive beamformers with arrays composed of large numbers of sensors.

### 61.8 DefiningTerms

Beamformer: A device used in conjunction with an array of sensors to separate signals and interferenceon the basis of their spatial characteristics. Thebeamformer output isusually given by a weighted combination of the sensor outputs.
Array response vector: Vector describing theamplitudeand phaserelationships between propagating wave components at each sensor as a function of spatial direction and temporal frequency. Forms the basis for determining the beamformer response.
Beampattern: Themagnitude squared of the beamformer's spatial filtering response as a function of spatial direction and possibly temporal frequency.
D ata independent, statistically optimum, adaptive, and partially adaptive beamformers: The weights in a data independent beamformer are chosen independent of the statistics of the data. A statistically optimum beamformer chooses its weights to optimize some statistical function of the beamformer output, such as signal-to-noise ratio. An adaptive beamformer adjusts its weights in response to the data to accomodate unknown or time varying statistics. A partially adaptive beamformer uses only a subset of the available adaptive degrees of freedom to reduce the computational burden or improvethe adaptive convergencerate.
Multiple sidelobe canceller: Adaptive beamformer structure in which the data received at low
gain auxiliary sensors is used to adaptively cancel theinterferencearriving in themainlobe or sidelobes of a spatially high gain sensor.
Linearly constrained minimum variance (LCMV) beamformer: Beamformer in which theweights are chosen to minimize the output power subject to a linear response constraint. The constraint preserves the signal of interest while power minimization optimally attenuates noise and interference.
Minimum variance distortionless response (MVDR) beamformer: A form of LCM V beamformer employing a single constraint designed to pass a signal of given direction and frequency with unit gain.
Generalized sidelobe canceller: Structure for implementing LCMV beamformers that separates the constrained and unconstrained components of the adaptive weight vector. The unconstrained components adaptively cancel interferencethat leaksthrough thesidel obes of a data independent beamformer designed to satisfy the constraints.
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### 62.1 Introduction

Estimating bearings of multiple narrowband signals from measurements collected by an array of sensors has been a very active research problem for the last two decades. Typical applications of this problem are radar, communication, and underwater acoustics. Many algorithms have been proposed to solve the bearing estimation problem. One of the first techniques that appeared was beamforming which has a resolution limited by the array structure. Spectral estimation techniques were also applied to the problem. However, these techniques fail to resolve closely spaced arrival angles for low signal-to-noise ratios. Another approach is the maximum-likelihood (ML) solution. This approach has been well documented in the literature. In the stochastic M L method [29], the signals are assumed to be Gaussian whereas they are regarded as arbitrary and deterministic in the deterministic M L method [37]. The sensor noise is modeled as Gaussian in both methods, which is a reasonable assumption due to the central limit theorem. Thestochastic M L estimates of the bearings achieve the Cramer-Rao bound (CRB). On the other hand, this does not hold for deterministic M L estimates [32]. The common problem with the ML methods in general is the necessity of solving a nonlinear multidimensional optimization problem which has a high computational cost and for which there is no guarantee of global convergence. Subspace-based (or, super-resolution) approaches have attracted much attention, after the work of [29], due to their computational simplicity as compared to the ML approach, and their possibility of overcoming the Rayleigh bound on the resolution power of classical direction finding methods. Subspace-based direction finding methods are summarized in this section.

### 62.2 Formulation of the Problem

Consider an array of $M$ antenna elements receiving a set of plane waves emitted by $P(P<M)$ sources in the far field of the array. We assume a narrow-band propagation model, i.e., the signal envelopes do not change during the time it takes for the wavefronts to travel from one sensor to another. Suppose that the signals have a common frequency of $f_{0}$; then, the wavelength $\lambda=c / f_{0}$ where $c$ is the speed of propagation. The received $M$-vector $\mathbf{r}(t)$ at time $t$ is

$$
\begin{equation*}
\mathbf{r}(t)=\mathbf{A} \mathbf{s}(t)+\mathbf{n}(t) \tag{62.1}
\end{equation*}
$$

where $\mathbf{s}(t)=\left[s_{1}(t), \cdots, s_{P}(t)\right]^{T}$ is the $P$-vector of sources; $\mathbf{A}=\left[\mathbf{a}\left(\theta_{1}\right), \cdots, \mathbf{a}\left(\theta_{P}\right)\right]$ is the $M \times P$ steering matrix in which $\mathbf{a}\left(\theta_{i}\right)$, the $i$ th steering vector, is the response of the array to the $i$ th source arriving from $\theta_{i}$; and, $\mathbf{n}(t)=\left[n_{1}(t), \cdots, n_{M}(t)\right]^{T}$ is an additive noise process.

We assume: (1) the source signals may be statistically independent, partially correlated, or completely correlated (i.e., coherent); the distributions are unknown; (2) the array may have an arbitrary shape and response; and, (3) the noise process is independent of the sources, zero-mean, and it may be either partially white or colored; its distribution is unknown. These assumptions will be relaxed, as required by specific methods, as we proceed.

The direction finding problem isto estimatethebearings[i.e., directions of arrival (DOA)] $\left\{\theta_{i}\right\}_{i=1}^{P}$ of the sources from the snapshots $\mathbf{r}(t), t=1, \cdots, N$.

In applications, the Rayleigh criterion sets a bound on the resolution power of classical direction finding methods. In the next sectionswe summarize some of theso-called super-resolution direction finding methods which may overcometheRayleigh bound. Wedividethesemethodsinto two classes, those that use second-order and those that use second- and higher-order statistics.

### 62.3 Second-Order Statistics-Based Methods

The second-order methods use the sample estimate of the array spatial covariance matrix $\mathbf{R}=$ $E\left\{\mathbf{r}(t) \mathbf{r}(t)^{H}\right\}=\mathbf{A} \mathbf{R}_{s} \mathbf{A}^{H}+\mathbf{R}_{n}$, where $\mathbf{R}_{s}=E\left\{\mathbf{S}(t) \mathbf{S}(t)^{H}\right\}$ is the $P \times P$ signal covariance matrix and $\mathbf{R}_{n}=E\left\{\mathbf{n}(t) \mathbf{n}(t)^{H}\right\}$ is the $M \times M$ noise covariance matrix. For the time being, let us assume that the noise is spatially white, i.e., $\mathbf{R}_{n}=\sigma^{2} \mathbf{I}$. If the noise is colored and its covariance matrix is known or can be estimated, the measurements can be "whitened" by multiplying the measurements from the left by the matrix $\Lambda^{-1 / 2} \mathbf{E}_{n}^{H}$ obtained by the orthogonal eigendecomposition $\mathbf{R}_{n}=\mathbf{E}_{n} \Lambda \mathbf{E}_{n}^{H}$. The array spatial covariance matrix is estimated as $\hat{\mathbf{R}}=\sum_{t=1}^{N} \mathbf{r}(t) \mathbf{r}(t)^{H} / N$.

Somespectral estimation approaches to the direction finding problem arebased on optimization. Consider the minimum variance algorithm, for example. The received signal is processed by a beamforming vector $\mathbf{w}_{o}$ which is designed such that the output power is minimized subject to the constraint that a signal from a desired direction is passed to the output with unit gain. Solving this optimization problem, we obtain the array output power as a function of the arrival angle $\theta$ as

$$
P_{m v}(\theta)=\frac{1}{\mathbf{a}^{H}(\theta) \mathbf{R}^{-1} \mathbf{a}(\theta)}
$$

The arrival angles are obtained by scanning the range $\left[-90^{\circ}, 90^{\circ}\right]$ of $\theta$ and locating the peaks of $P_{m v}(\theta)$. At low signal-to-noise ratios the conventional methods, such as minimum variance, fail to resolve closely spaced arrival angles. The resolution of conventional methods are limited by signal-to-noise ratio even if exact $\mathbf{R}$ is used, whereas in subspacemethods, thereisno resolution limit; hence, the latter are also referred to as super-resolution methods. The limit comes from the sample estimate of $\mathbf{R}$.

The subspace-based methods exploit the eigendecomposition of the estimated array covariance matrix $\hat{\mathbf{R}}$. To see the implications of the eigendecomposition of $\hat{\mathbf{R}}$, let us first state the properties
of $\mathbf{R}$ : (1) If the source signals are independent or partially correlated, $\operatorname{rank}\left(\mathbf{R}_{s}\right)=P$. If there are coherent sources, $\operatorname{rank}\left(\mathbf{R}_{s}\right)<P$. In the methods explained in Sections 62.3.1 and 62.3.2, except for the WSF method (see Search-Based Methods), it will be assumed that there are no coherent sources. The coherent signals case is described in Section 62.3.3. (2) If the columns of $\mathbf{A}$ are independent, which is generally true when the source bearings are different, then $\mathbf{A}$ is of full-rank $P$. (3) Properties 1 and 2 imply $\operatorname{rank}\left(\mathbf{A} \mathbf{R}_{s} \mathbf{A}^{H}\right)=P$; therefore, $\mathbf{A} \mathbf{R}_{s} \mathbf{A}^{H}$ must have $P$ nonzero eigenvalues and $M-P$ zero eigenvalues. Let the eigendecomposition of $\mathbf{A R}_{s} \mathbf{A}^{H}$ be $\mathbf{A R} \mathbf{R}_{s} \mathbf{A}^{H}=\sum_{i=1}^{M} \alpha_{i} \mathbf{e}_{i} \mathbf{e}_{i}{ }^{H}$; then $\alpha_{1} \geq \alpha_{2} \geq \cdots \geq \alpha_{P} \geq \alpha_{P+1}=\cdots=\alpha_{M}=0$ are the rank-ordered eigenvalues, and $\left\{\mathbf{e}_{i}\right\}_{i=1}^{M}$ are the corresponding eigenvectors. (4) Because $\mathbf{R}_{n}=\sigma^{2} \mathbf{I}$, the eigenvectors of $\mathbf{R}$ are the same as those of $\mathbf{A R} \mathbf{R}_{s} \mathbf{A}^{H}$, and its eigenvalues are $\lambda_{i}=\alpha_{i}+\sigma^{2}$, if $1 \leq i \leq P$, or $\lambda_{i}=\sigma^{2}$, if $P+1 \leq i \leq M$. The eigenvectors can be partitioned into two sets: $\mathbf{E}_{s} \triangleq\left[\mathbf{e}_{1}, \cdots, \mathbf{e}_{P}\right]$ forms the signal subspace, whereas $\mathbf{E}_{n} \triangleq\left[\mathbf{e}_{P+1}, \cdots, \mathbf{e}_{M}\right]$ formsthe noise subspace. These subspaces areorthogonal. The signal eigenvalues $\Lambda_{s} \triangleq \operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{P}\right\}$, and thenoiseeigenvalues $\Lambda_{n} \triangleq \operatorname{diag}\left\{\lambda_{P+1}, \cdots, \lambda_{M}\right\}$. (5) The eigenvectors corresponding to zero eigenvalues satisfy $\mathbf{A R}_{s} \mathbf{A}^{H} \mathbf{e}_{i}=\mathbf{0}, i=P+1, \cdots, M$; hence, $\mathbf{A}^{H} \mathbf{e}_{i}=\mathbf{0}, i=P+1, \cdots, M$, because $\mathbf{A}$ and $\mathbf{R}_{s}$ are full rank. This last equation means that steering vectors are orthogonal to noise subspace eigenvectors. It further implies that because of the orthogonality of signal and noise subspaces, spans of signal eigenvectors and steering vectors are equal. Consequently there exists a nonsingular $P \times P$ matrix $\mathbf{T}$ such that $\mathbf{E}_{s}=\mathbf{A T}$.

Alternatively, the signal and noise subspaces can also be obtained by performing a singular value decomposition directly on the received data without having to calculate the array covariance matrix. Li and Vaccaro [17] state that theproperties of thebearing estimates do not depend on which method is used; however, singular value decomposition must then deal with a data matrix that increases in size as the new snapshots are received. In the sequel, we assume that the array covariance matrix is estimated from the data and an eigendecomposition is performed on the estimated covariance matrix.

The eigenvalue decomposition of the spatial array covariance matrix, and the eigenvector partitionment into signal and noise subspaces, leads to a number of subspace-based direction finding methods. The signal subspace contains information about where the signals are whereas the noise subspace informs us where they are not. Use of either subspace results in better resolution performance than conventional methods. In practice, the performance of the subspace-based methods is limited fundamentally by the accuracy of separating the two subspaces when the measurements are noisy [18]. Thesemethodscan bebroadly classified into signal subspaceand noise subspacemethods. A summary of direction-finding methods based on both approaches follows next.

### 62.3.1 Signal Subspace Methods

In thesemethods, only the signal subspace information is retained. Their rationale isthat by discarding the noise subspace we effectively enhance the SNR because the contribution of the noise power to the covariance matrix is eliminated. Signal subspace methods are divided into search-based and algebraic methods, which are explained next.

## Search-Based Methods

In search-based methods, it is assumed that the response of the array to a single source, the array manifold $\mathbf{a}(\theta)$, is either known analytically as a function of arrival angle, or is obtained through the calibration of the array. For example, for an M -element uniform linear array, the array response to a signal from angle $\theta$ is analytically known and is given by

$$
\mathbf{a}(\theta)=\left[1, e^{-j 2 \pi \frac{d}{\lambda} \sin (\theta)}, \cdots, e^{-j 2 \pi(M-1) \frac{d}{\lambda} \sin (\theta)}\right]^{T}
$$

where $d$ is the separation between the elements, and $\lambda$ is the wavelength.
In search-based methods to follow (except for the subspace fitting methods), which are spatial versions of widely known power spectral density estimators, the estimated array covariancematrix is approximated by its signal subspace eigenvectors, or its principal components, as $\hat{\mathbf{R}} \approx \sum_{i=1}^{P} \lambda_{i} \mathbf{e}_{\mathbf{i}} \mathbf{e}_{i}{ }^{H}$. Then the arrival angles are estimated by locating the peaks of a function, $S(\theta)\left(-90^{\circ} \leq \theta \leq 90^{\circ}\right)$, which depends on the particular method. Some of these methods and the associated function $S(\theta)$ are summarized in the following $[13,18,20]$ :
Correlogram method: In this method, $S(\theta)=\mathbf{a}(\theta)^{H} \hat{\mathbf{R}} \mathbf{a}(\theta)$. The resolution obtained from the Correlogram method is lower than that obtained from the MV and AR methods.
Minimum variance (MV) [1] method: In this method, $S(\theta)=1 / \mathbf{a}(\theta)^{H} \hat{\mathbf{R}}^{-1} \mathbf{a}(\theta)$. The M V method is known to havea higher resolution than the correlogram method, but lower resolution and variance than the AR method.
Autoregressive (AR) method: In this method, $S(\theta)=1 /\left|\mathbf{u}^{T} \hat{\mathbf{R}}^{-1} \mathbf{a}(\theta)\right|^{2}$ where $\mathbf{u}=[1,0, \cdots, 0]^{T}$. This method is known to have a better resolution than the previous ones.
Subspace fitting (SSF) and weighted subspace fitting (WSF) methods: In Section 62.2 we saw that the spans of signal eigenvectors and steering vectors are equal; therefore, bearings can be solved from the best least-squares fit of the two spanning sets when the array is calibrated [35]. In the Subspace Fitting M ethod the criterion $[\hat{\theta}, \hat{\mathbf{T}}]=\operatorname{argmin}\left\|\mathbf{E}_{s} \mathbf{W}^{1 / 2}-\mathbf{A}(\theta) \mathbf{T}\right\|^{2}$ is used, where $\|$.$\| denotes$ the Frobenius norm, $\mathbf{W}$ is a positive definite weighting matrix, $\mathbf{E}_{s}$ is the matrix of signal subspace eigenvectors, and the notation for the steering matrix is changed to show its dependence on the bearing vector $\theta$. This criterion can be minimized directly with respect to $\mathbf{T}$, and the result for $\mathbf{T}$ can then be substituted back into it, so that

$$
\hat{\theta}=\operatorname{argmin} \operatorname{Tr}\left\{\left(\mathbf{I}-\mathbf{A}(\theta) \mathbf{A}(\theta)^{\#}\right) \mathbf{E}_{s} \mathbf{W} \mathbf{E}_{s}^{H}\right\},
$$

where $\mathbf{A}^{\#}=\left(\mathbf{A}^{H} \mathbf{A}\right)^{-1} \mathbf{A}^{H}$.
Viberg and Ottersten have shown that a class of direction finding algorithms can be approximated by this subspacefitting formulation for appropriatechoices of the weighting matrix W. For example, for the deterministic $\mathrm{M} L$ method $\mathbf{W}=\Lambda_{s}-\sigma^{2} \mathbf{I}$, which is implemented using theempirical values of the signal eigenvalues, $\Lambda_{s}$, and the noise eigenvalue $\sigma^{2}$. TLS-ESPRIT, which is explained in the next section, can also be formulated in a similar but more involved way. Viberg and Ottersten have also derived an optimal Weighted Subspace Fitting (WSF) Method, which yields the smallest estimation error variance among the class of subspace fitting methods. In WSF, $\mathbf{W}=\left(\Lambda_{s}-\sigma^{2} \mathbf{I}\right)^{2} \Lambda_{s}^{-1}$. The WSF method works regardless of the source covariance (including coherence) and has been shown to have the same asymptotic properties as the stochastic ML method; hence, it is asymptotically efficient for Gaussian signals (i.e., it achieves the stochastic CRB). Its behavior in the finite sample case may be different from the asymptotic case [34]. Viberg and Ottersten have also shown that the asymptotic properties of theWSF estimates areidentical for both cases of Gaussian and non-Gaussian sources. They have also developed a consistent detection method for arbitrary signal correlation, and an algorithm for minimizing theWSF criterion. They do point out several practical implementation problems of their method, such as the need for accurate calibrations of the array manifold and knowledge of the derivative of the steering vectors w.r.t $\theta$. For nonlinear and nonuniform arrays, multidimensional search methods are required for SSF, hence it is computationally expensive.

## Algebraic Methods

Algebraic methods do not require a search procedure and yield DOA estimates directly.
ESPRIT (Estimation of Signal ParametersviaRotational InvarianceTechniques) [23]: TheESPRIT algorithm requires "translationally invariant"arrays, i.e., an array with its identical copy displaced in space. The geometry and response of the arrays do not have to be known; only the measurements
from thesearrays and the displacement between the identical arrays are required. The computational complexity of ESPRIT is less than that of the search-based methods.

Let $\mathbf{r}^{1}(t)$ and $\mathbf{r}^{2}(t)$ be the measurements from these arrays. Due to the displacement of the arrays the following holds:

$$
\mathbf{r}^{1}(t)=\mathbf{A} \mathbf{s}(t)+\mathbf{n}_{1}(t) \text { and } \mathbf{r}^{2}(t)=\mathbf{A} \Phi \mathbf{s}(t)+\mathbf{n}_{2}(t)
$$

where $\Phi=\operatorname{diag}\left\{e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{1}}, \cdots, e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{P}}\right\}$ in which $d$ is the separation between the identical arrays, and the angles $\left\{\theta_{i}\right\}_{i=1}^{P}$ are measured with respect to the normal to the displacement vector between the identical arrays. Note that the auto covariance of $\mathbf{r}^{1}(t), \mathbf{R}^{11}$, and the cross covariance between $\mathbf{r}^{1}(t)$ and $\mathbf{r}^{2}(t), \mathbf{R}^{21}$, are given by

$$
\mathbf{R}^{11}=\mathbf{A D A}^{H}+\mathbf{R}_{n_{1}}
$$

and

$$
\mathbf{R}^{21}=\mathbf{A} \Phi \mathbf{D} \mathbf{A}^{H}+\mathbf{R}_{n_{2} n_{1}}
$$

where D is the covariance matrix of the sources, and $\mathbf{R}_{n_{1}}$ and $\mathbf{R}_{n_{2} n_{1}}$ are the noise auto- and crosscovariance matrices.

TheESPRIT algorithm solvesfor $\Phi$, which then givesthebearing estimates. Although thesubspace separation concept is not used in ESPRIT, its LS and TLS versions are based on a signal subspace formulation. TheLS and TLS versions aremorecomplicated, but aremore accuratethan theoriginal ESPRIT, and are summarized in the next subsection. Here we summarize the original ESPRIT:
(1) Estimate the autocovariance of $\mathbf{r}^{1}(t)$ and cross covariance between $\mathbf{r}^{1}(t)$ and $\mathbf{r}^{2}(t)$, as

$$
\mathbf{R}^{11}=\frac{1}{N} \sum_{t=1}^{N} \mathbf{r}^{1}(t) \mathbf{r}^{1}(t)^{H}
$$

and

$$
\mathbf{R}^{21}=\frac{1}{N} \sum_{t=1}^{N} \mathbf{r}^{2}(t) \mathbf{r}^{1}(t)^{H}
$$

(2) Calculate $\hat{\mathbf{R}}^{11}=\mathbf{R}^{11}-\mathbf{R}_{n_{1}}$ and $\hat{\mathbf{R}}^{21}=\mathbf{R}^{21}-\mathbf{R}_{n_{2} n_{1}}$ where $\mathbf{R}_{n_{1}}$ and $\mathbf{R}_{n_{2} n_{1}}$ are the estimated noise covariance matrices. (3) Find the singular values $\lambda_{i}$ of the matrix pencil $\hat{\mathbf{R}}^{11}-\lambda_{i} \hat{\mathbf{R}}^{21}, i=1, \cdots, P$.
(4) The bearings, $\theta_{i}(i=1, \cdots, P)$, are readily obtained by solving the equation

$$
\lambda_{i}=e^{j 2 \pi \frac{d}{\lambda} \sin \theta_{i}}
$$

for $\theta_{i}$. In theabovesteps, it is assumed that thenoiseis spatially and temporally whiteor thecovariance matrices $\mathbf{R}_{n_{1}}$ and $\mathbf{R}_{n_{2} n_{1}}$ are known.
LS and TLSESPRIT [28]: (1) Follow Steps 1 and 2 of ESPRIT; (2) stack $\hat{\mathbf{R}}^{11}$ and $\hat{\mathbf{R}}^{21}$ into a $2 M \times M$ matrix $\mathbf{R}$, as $\mathbf{R} \triangleq\left[\hat{\mathbf{R}}^{11 T} \hat{\mathbf{R}}^{21 T}\right]^{T}$, and perform an SVD of $\mathbf{R}$, keeping the first $2 M \times P$ submatrix of the left singular vectors of $\mathbf{R}$. Let this submatrix be $\mathbf{E}_{s}$; (3) partition $\mathbf{E}_{s}$ into two $M \times P$ matrices $\mathbf{E}_{s 1}$ and $\mathbf{E}_{s 2}$ such that

$$
\mathbf{E}_{s}=\left[\begin{array}{ll}
\mathbf{E}_{s 1}^{T} & \mathbf{E}_{s 2}^{T}
\end{array}\right]^{T} .
$$

(4) For LS-ESPRIT, calculate the eigendecomposition of $\left(\mathbf{E}_{s 1}^{H} \mathbf{E}_{s 1}\right)^{-1} \mathbf{E}_{s 1}^{H} \mathbf{E}_{s 2}$. The eigenvalue matrix gives

$$
\Phi=\operatorname{diag}\left\{e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{1}}, \cdots, e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{P}}\right\}
$$

from which the arrival angles are readily obtained. For TLS-ESPRIT, proceed asfollows: (5) Perform an SVD of the $M \times 2 P$ matrix $\left[\mathbf{E}_{s 1}, \mathbf{E}_{s 2}\right]$, and stack the last $P$ right singular vectors of $\left[\mathbf{E}_{s 1}, \mathbf{E}_{s 2}\right]$ into a $2 P \times P$ matrix denoted $\mathbf{F}$; (6) Partition $\mathbf{F}$ as

$$
\mathbf{F} \triangleq\left[\begin{array}{lll}
\mathbf{F}_{x}^{T} & \mathbf{F}_{y}^{T}
\end{array}\right]^{T}
$$

where $\mathbf{F}_{x}$ and $\mathbf{F}_{y}$ are $P \times P$; (7) Perform theeigendecomposition of $-\mathbf{F}_{x} \mathbf{F}_{y}^{-1}$. Theeigenvalue matrix gives

$$
\Phi=\operatorname{diag}\left\{e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{1}}, \cdots, e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{P}}\right\}
$$

from which the arrival angles are readily obtained.
Different versions of ESPRIT have different statistical properties. The Toeplitz Approximation M ethod (TAM ) [16], in which the array measurement model is represented as a state-variable model, although different in implementation from LS-ESPRIT, is equivalent to LS-ESPRIT; hence, it has the same error variance as LS-ESPRIT.
Generalized Eigenvalues Utilizing Signal Subspace Eigenvectors (GEESE) [24]: (1) Follow Steps 1 through 3 of TLS ESPRIT. (2) Find the singular values $\lambda_{i}$ of the pencil

$$
\mathbf{E}_{s 1}-\lambda_{i} \mathbf{E}_{s 2}, i=1, \cdots, P
$$

(3) The bearings, $\theta_{i}(i=1, \cdots, P)$, are readily obtained from

$$
\lambda_{i}=e^{j 2 \pi \frac{d}{\lambda} \sin \theta_{i}} .
$$

TheGEESE method is claimed to be better than ESPRIT [24].

### 62.3.2 Noise Subspace Methods

These methods, in which only the noise subspace information is retained, are based on the property that the steering vectors are orthogonal to any linear combination of the noise subspace eigenvectors. Noise subspace methods are also divided into search-based and algebraic methods, which are explained next.

## Search-Based Methods

In search-based methods, the array manifold is assumed to beknown, and the arrival angles are estimated by locating the peaks of the function $S(\theta)=1 / \mathbf{a}(\theta)^{H} \mathbf{N a}(\theta)$ where $\mathbf{N}$ is a matrix formed using the noise space eigenvectors.
Pisarenko method: In this method, $\mathbf{N}=\mathbf{e}_{M} \mathbf{e}_{M}{ }^{H}$, where $\mathbf{e}_{M}$ is the eigenvector corresponding to the minimum eigenvalue of $\mathbf{R}$. If the minimum eigenvalue is repeated, any unit-norm vector which is a linear combination of the eigenvectors corresponding to the minimum eigenvalue can be used as $\mathbf{e}_{M}$. The basis of this method is that when the search angle $\theta$ corresponds to an actual arrival angle, the denominator of $S(\theta)$ in the Pisarenko method, $\left|\mathbf{a}(\theta)^{H} \mathbf{e}_{M}\right|^{2}$, becomes small due to orthogonality of steering vectors and noise subspace eigenvectors; hence, $S(\theta)$ will peak at an arrival angle.
MUSIC (Multiple Signal Classification) [29] method: In this method, $\mathbf{N}=\sum_{i=P+1}^{M} \mathbf{e}_{i} \mathbf{e}_{i}{ }^{H}$. The idea is similar to that of the Pisarenko method; theinner product $\left|\mathbf{a}(\theta)^{H} \sum_{i=P+1}^{M} \mathbf{e}_{i}\right|^{2}$ is small when $\theta$ is an actual arrival angle. An obvious signal-subspace formulation of M USIC is also possible. The M USIC spectrum is equivalent to the MV method using the exact covariance matrix when SNR is infinite, and therefore performs better than the MV method.

Asymptotic properties of M USIC are well established [32, 33], e.g., M U SIC is known to have the sameasymptotic varianceasthedeterministic M L method for uncorrelated sources. It is shown by Xu
and Buckley [38] that although, asymptotically, bias is insignificant compared to standard deviation, it is an important factor limiting the performance for resolving closely spaced sources when they are correlated.

In order to overcome the problems due to finite sample effects and source correlation, a multidimensional (MD) version of M USIC has been proposed [29, 28]; however, this approach involves a computationally involved search, as in the ML method. MD M USIC can be interpreted as a norm minimization problem, as shown in [8]; using this interpretation, strong consistency of MD MUSIC has been demonstrated. An optimally weighted version of M D M USIC, which outperforms the deterministic M L method, has also been proposed in [35].
Eigenvector (EV) method: In this method,

$$
\mathbf{N}=\sum_{i=P+1}^{M} \frac{1}{\lambda_{i}} \mathbf{e}_{i} \mathbf{e}_{i}^{H} .
$$

The only difference between the EV method and M USIC is the use of inverse eigenvalue (the $\lambda_{i}$ are the noise subspace eigenvalues of $\mathbf{R}$ ) weighting in EV and unity weighting in M U SIC, which causes EV to yield fewer spurious peaks than MUSIC [13]. The EV M ethod is also claimed to shape the noise spectrum better than M USIC.
Method of direction estimation (MODE): M ODE is equivalent to WSF when there are no coherent sources. Viberg and Ottersten [35] claim that, for coherent sources, only WSF is asymptotically efficient. A minimum norm interpretation and proof of strong consistency of M ODE for ergodic and stationary signals, has also been reported [8]. The norm measure used in that work involves the source covariance matrix. By contrasting this norm with the Frobenius norm that is used in MD M USIC, Ephraim et al. relate M ODE and MD M USIC.
Minimum-norm [15] method: In this method, the matrix N is obtained as follows [12]:

1. Form $\mathbf{E}_{n}=\left[\mathbf{e}_{P+1}, \cdots, \mathbf{e}_{M}\right]$;
2. partition $\mathbf{E}_{n}$ as $\mathbf{E}_{n}=\left[\mathbf{c} \mathbf{C}^{T}\right]^{T}$, to establish $\mathbf{c}$ and $\mathbf{C}$;
3. compute $\mathbf{d}=\left[1\left(\left(\mathbf{C}^{H} \mathbf{C}\right)^{-1} \mathbf{C} * \mathbf{C}\right)^{T}\right]^{T}$, and, finally, $\mathbf{N}=\mathbf{d d}^{H}$.

For two closely spaced, equal power signals, the M inimum Norm M ethod has been shown to have a lower SNR threshold (i.e., the minimum SNR required to separate the two sources) than M USIC [14]. [17] deriveand comparethemean-squared errors of theDOA estimatesfrom M inimum Norm and M USIC algorithms due to finite sample effects, calibration errors, and noise modeling errors for the case of finite samples and high SNR. They show that mean-squared errors for DOA estimates produced by the M USIC algorithm arealwayslower than thecorresponding mean-squared errors for the M inimum Norm algorithm.

## Algebraic Methods

When the array is uniform linear, so that

$$
\mathbf{a}(\theta)=\left[1, e^{-j 2 \pi \frac{d}{\lambda} \sin (\theta)}, \cdots, e^{-j 2 \pi(M-1) \frac{d}{\lambda} \sin (\theta)}\right]^{T},
$$

the search in $S(\theta)=1 / \mathbf{a}(\theta)^{H} \mathbf{N a}(\theta)$ for the peaks can be replaced by a root-finding procedure which yieldsthearrival angles. So doing resultsin better resolution than the search-based alternative because the root-finding procedure can give distinct roots corresponding to each source whereas the search function may not have distinct maxima for closely spaced sources. In addition, the computational complexity of algebraic methods is lower than that of the search-based ones. The algebraic version of

M USIC (Root-M USIC) is given next; for algebraic versions of Pisarenko, EV, and M inimum-Norm, the matrix $\mathbf{N}$ in Root-Music is replaced by the corresponding $\mathbf{N}$ in each of these methods.

Root-MUSIC Method: In Root-M USIC, the array is required to be uniform linear, and the search procedure in M USIC is converted into the following root-finding approach:

1. Form the $M \times M$ matrix $\mathbf{N}=\sum_{i=P+1}^{M} \mathbf{e}_{i} \mathbf{e}_{i}{ }^{H}$.
2. Form a polynomial $p(z)$ of degree $2 M-1$ which has for its $i$ th coefficient $c_{i}=t r_{i}[\mathbf{N}]$, where $t r_{i}$ denotesthetraceof the $i$ th diagonal, and $i=-(M-1), \cdots, 0, \cdots, M-1$. N ote that $t r_{0}$ denotes the main diagonal, $t r_{1}$ denotes thefirst super-diagonal, and $t r_{-1}$ denotes the first sub-diagonal.
3. The roots of $p(z)$ exhibit inverse symmetry with respect to the unit circle in the $z$-plane. Express $p(z)$ as the product of two polynomials $p(z)=h(z) h^{*}\left(z^{-1}\right)$.
4. Find the roots $z_{i}(i=1, \cdots, M)$ of $h(z)$. The angles of roots that are very close to (or, ideally on) the unit circle yield the direction of arrival estimates, as

$$
\theta_{i}=\sin ^{-1}\left(\frac{\lambda}{2 \pi d} \angle z_{i}\right), \text { where } i=1, \cdots, P \text {. }
$$

The Root-M USIC algorithm has been shown to have better resolution power than M USIC [27]; however, as mentioned previously, Root-M USIC is restricted to uniform linear arrays. Steps (2) through (4) make use of this knowledge. Li and Vaccaro show that algebraic versions of the M USIC and M inimum Norm algorithms have the same mean-squared errors as their search-based versions for finite samples and high SNR case. The advantages of Root-M USIC over search-based M USIC is increased resolution of closely spaced sources and reduced computations.

### 62.3.3 Spatial Smoothing [9, 31]

When there are coherent (completely correlated) sources, $\operatorname{rank}\left(\mathbf{R}_{s}\right)$, and consequently $\operatorname{rank}(\mathbf{R})$, is less than $P$, and hence the above described subspace methods fail. If the array is uniform linear, then by applying the spatial smoothing method, described below, a new rank- $P$ matrix is obtained which can be used in place of $\mathbf{R}$ in any of the subspace methods described earlier.

Spatial smoothing starts by dividingthe $M$-vector $\mathbf{r}(t)$ of theULA into $K=M-S+1$ overlapping subvectors of size $S, \mathbf{r}_{S, k}^{f}(k=1, \cdots, K)$, with elements $\left\{r_{k}, \cdots, r_{k+S-1}\right\}$, and $\mathbf{r}_{S, k}^{b}(k=1, \cdots, K)$, with elements $\left\{r_{M-k+1}^{*}, \cdots, r_{M-S-k+2}^{*}\right\}$. Then, a forward and backward spatially smoothed matrix $\mathbf{R}^{f b}$ is cal culated as

$$
\mathbf{R}^{f b}=\sum_{t=1}^{N} \sum_{k=1}^{K}\left(\mathbf{r}_{S, k}^{f}(t) \mathbf{r}_{S, k}^{f}{ }^{H}(t)+\mathbf{r}_{S, k}^{b}(t) \mathbf{r}_{S, k}^{b}{ }^{H}(t)\right) / K N
$$

The rank of $\mathbf{R}^{f b}$ is $P$ if there are at most $2 M / 3$ coherent sources. $S$ must be selected such that

$$
P_{c}+1 \leq S \leq M-P_{c} / 2+1
$$

in which $P_{c}$ is the number of coherent sources. Then, any subspace-based method can be applied to $\mathbf{R}^{f b}$ to determine the directions of arrival. It is also possible to do spatial smoothing based only on $\mathbf{r}_{S, k}^{f}$ or $\mathbf{r}_{S, k}^{b}$, but in this case at most $M / 2$ coherent sources can behandled.

### 62.3.4 Discussion

Theapplication of all thesubspace-based methods requires exact knowledge of thenumber of signals, in order to separate the signal and noise subspaces. The number of signals can be estimated from
the data using either the Akaike Information Criterion (AIC) [36] or M inimum Descriptive Length (MDL) [37] methods. The effect of underestimating the number of sources is analyzed by [26], whereas the case of overestimating the number of signals can be treated as a special case of the analysis in [32].

The second-order methods described above have the following disadvantages:

1. Except for ESPRIT (which requires a special array structure), all of the above methods require calibration of the array which means that the response of the array for every possible combination of the source parameters should bemeasured and stored; or, analytical knowledge of the array response is required. However, at any time, the antenna response can be different from when it was last calibrated due to environmental effects such as weather conditions for radar, or water waves for sonar. Even if the analytical response of the array elements is known, it may be impossible to know or track the precise locations of the elements in some applications (e.g., towed array). Consequently, these methods are sensitive to errors and perturbations in the array response. In addition, physically identical sensors may not respond identically in practice due to lack of synchronization or imbalances in the associated electronic circuitry.
2. In deriving the above methods, it was assumed that the noise covariance structure is known; however, it is often unrealistic to assume that the noise statistics are known due to several reasons. In practice, the noise is not isolated; it is often observed along with the signals. M oreover, as [33] state, there are noise phenomena effects that cannot be modeled accurately, e.g., channel crosstalk, reverberation, near-field, wide-band, and distributed sources.
3. None of themethods in Sections 62.3.1 and 62.3.2, except for theWSF method and other multidimensional search-based approaches, which are computationally very expensive, work when therearecoherent (completely correlated) sources. Only if thearray isuniform linear, can the spatial smoothing method in Section 62.3 .3 be used. On the other hand, higher-order statistics of the received signals can be exploited to develop direction finding methods which have less restrictive requirements.

### 62.4 Higher-Order Statistics-Based Methods

Thehigher-order statistical direction finding methods usethe spatial cumulant matrices of the array. They require that the source signals benon-Gaussian so that their higher than second order statistics convey extra information. M ost communication signals (e.g., QAM ) are complex circular (a signal is complex circular if its real and imaginary parts are independent and symmetrically distributed with equal variances) and hence their third-order cumulants vanish; therefore, even-order cumulants are used, and usually fourth-order cumulants are employed. The fourth-order cumulant of the source signals must be nonzero in order to use these methods. One important feature of cumulant-based methods isthat they can suppress Gaussian noiseregardlessof itscoloring. Consequently, therequire ment of having to estimate the noise covariance, as in second-order statistical processing methods, is avoided in cumulant-based methods. It is also possible to suppress non-Gaussian noise [6], and, when properly applied, cumulants extend the aperture of an array [ 5,30 ], which means that more sources than sensors can be detected. As in the second-order statistics-based methods, it is assumed that the number of sources is known or is estimated from the data.
The fourth-order moments of the signal $\mathbf{s}(t)$ are

$$
E\left\{s_{i} s_{j}{ }^{*} s_{k} s_{l}{ }^{*}\right\} 1 \leq i, j, k, l \leq P
$$

and the fourth-order cumulants are defined as

$$
\begin{aligned}
c_{4, s}(i, j, k, l) & \triangleq \operatorname{cum}\left(s_{i}, s_{j}{ }^{*}, s_{k}, s_{l}{ }^{*}\right) \\
& =E\left\{s_{i} s_{j}{ }^{*} s_{k} s_{l}{ }^{*}\right\}-E\left\{s_{i} s_{j}{ }^{*}\right\} E\left\{s_{k} s_{l}{ }^{*}\right\} \\
& -E\left\{s_{i} s_{l}{ }^{*}\right\} E\left\{s_{k} s_{j}{ }^{*}\right\}-E\left\{s_{i} s_{j}\right\} E\left\{s_{k}{ }^{*} s_{l}{ }^{*}\right\},
\end{aligned}
$$

where1 $\leq i, j, k, l \leq P$. Notethat two argumentsin theabovefourth-order momentsand cumulants are conjugated and the other two are unconjugated. For circularly symmetric signals, which is often the case in communication applications, the last term in $c_{4, s}(i, j, k, l)$ is zero.

In practice, sample estimates of the cumulants are used in place of the theoretical cumulants, and these sample estimates are obtained from the received signal vector $\mathbf{r}(t)(t=1, \cdots, N)$, as:

$$
\begin{aligned}
\hat{c}_{4, r}(i, j, k, l)= & \sum_{t=1}^{N} r_{i}(t) r_{j}^{*}(t) r_{k}(t) r_{l}^{*}(t) / N \\
& -\sum_{t=1}^{N} r_{i}(t) r_{j}^{*}(t) \sum_{t=1}^{N} r_{k}(t) r_{l}^{*}(t) / N^{2} \\
& -\sum_{t=1}^{N} r_{i}(t) r_{l}^{*}(t) \sum_{t=1}^{N} r_{k}(t) r_{j}^{*}(t) / N^{2},
\end{aligned}
$$

where $1 \leq i, j, k, l \leq M$. Note that the last term in $c_{4, r}(i, j, k, l)$ iszero and, therefore, it is omitted.
Higher-order statistical subspace methods use fourth-order spatial cumulant matrices of the array output, which can be obtained in a number of ways by suitably selecting the arguments $i, j, k, l$ of $c_{4, r}(i, j, k, l)$. Existing methods for the selection of the cumulant matrix, and their associated processing schemes are summarized next.
Pan-Nikias[22] and C ardoso-M oulines[2] method: In thismethod, thearray needs to be calibrated, or its response must beknown in analytical form. The source signals are assumed to be independent or partially correlated (i.e, there are no coherent signals). The method is as follows:

1. An estimate of an $M \times M$ fourth-order cumulant matrix $\mathbf{C}$ is obtained from the data. The following two selections for $\mathbf{C}$ are possible [22, 2]:

$$
c_{i j}=c_{4, r}(i, j, j, j) 1 \leq i, j \leq M
$$

or

$$
c_{i j}=\sum_{m=1}^{M} c_{4, r}(i, j, m, m) 1 \leq i, j \leq M
$$

Using cumulant properties [19], and (62.1), and $a_{i j}$ for the $i j$ th element of $\mathbf{A}$, it is easy to verify that

$$
c_{4, r}(i, j, j, j)=\sum_{p=1}^{P} a_{i p} \sum_{q, r, s=1}^{P} a_{j q}{ }^{*} a_{j r} a_{j s}{ }^{*} c_{4, s}(p, q, r, s)
$$

which, in matrix format, is $\mathbf{C}=\mathbf{A B}$ where $\mathbf{A}$ is the steering matrix and $\mathbf{B}$ is a $P \times M$ matrix with elements

$$
b_{i j}=\sum_{q, r, s=1}^{P} a_{j q}{ }^{*} a_{j r} a_{j s}{ }^{*} c_{4, s}(i, q, r, s) .
$$

Similarly,

$$
\sum_{m=1}^{M} c_{4, r}(i, j, m, m)=\sum_{p, q=1}^{P} a_{i p}\left(\sum_{r, s=1}^{P} \sum_{m=1}^{M} a_{m r} a_{m s}{ }^{*} c_{4, s}(p, q, r, s)\right) a_{j q}{ }^{*}, 1 \leq i, j \leq M
$$

which, in matrix form, can be expressed as $\mathbf{C}=$ ADA $^{H}$, where $\mathbf{D}$ is a $P \times P$ matrix with elements

$$
d_{i j}=\sum_{r, s=1}^{P} \sum_{m=1}^{M} a_{m r} a_{m s}^{*} c_{4, s}(i, j, r, s)
$$

Note that additive Gaussian noise is suppressed in both $C$ matrices because higher than second-order statistics of a Gaussian process are zero.
2. The $P$ left singular vectors of $\mathbf{C}=\mathbf{A B}$, corresponding to nonzero singular values or the $P$ eigenvectors of $\mathbf{C}=$ ADA $^{H}$ corresponding to nonzero eigenvalues form the signal subspace. The orthogonal complement of the signal subspace gives the noise subspace. Any of the Section 62.3 covariance-based search and algebraic DF methods (except for the EV method and ESPRIT) can now be applied (in exactly the same way as described in Section 62.3) either by replacing the signal and noise subspace eigenvectors and eigenvalues of the array covariance matrix by the corresponding subspace eigenvectors and eigenvalues of ADA ${ }^{H}$, or by the corresponding subspace singular vectors and singular values of AB. A cumulant-based analog of the EV method does not exist because the eigenvalues and singular values of ADA $^{H}$ and $\mathbf{A B}$ corresponding to the noise subspace are theoretically zero. The cumulant-based analog of ESPRIT is explained later.

The same assumptions and restrictions for the covariance-based methods apply to their analogs in the cumulant domain. The advantage of using the cumulant-based analogs of these methods is that there is no need to know or estimate the noise-covariance matrix.
The asymptotic covariance of the DOA estimates obtained by M USIC based on the above fourthorder cumulant matrices are derived in [2] for the case of Gaussian measurement noise with arbitrary spatial covariance, and are compared to the asymptotic covariance of the DOA estimates from the covariance based M USIC algorithm. Cardoso and M oulines show that covariance and fourth-order cumulant-based M USIC havesimilar performancefor thehigh SN R case, and as SN R decreasesbelow a certain SNR threshold, the variances of the fourth-order cumulant-based M USIC DOA estimates increasewith thefourth power of thereciprocal of theSNR, whereasthevariances of covariance based M USIC DOA estimates increasewith the squareof thereciprocal of theSNR. They also observethat for high SNR and uncorrelated sources, the covariance-based M USIC DOA estimates are uncorrelated, and the asymptotic variance of any particular source depends only on the power of that source (i.e., it is independent of the powers of the other sources). They observe, on the other hand, that DOA estimates from cumulant-based M USIC, for the same case, are correlated, and the variance of the DOA estimate of a weak source increases in the presence of strong sources. This observation limits the use of cumulant-based M USIC when the sources have a high dynamic range, even for the case of high SNR. Cardoso and M oulines state that this problem may be alleviated when the source of interest has a large fourth-order cumulant.
Porat and Friedlander [25] method: In this method, the array also needs to be calibrated, or its responseisrequired in analytical form. Themodel used in thismethod dividesthe sources into groups that are partially correlated (but not coherent) within each group, but are statistically independent
across the groups, i.e.,

$$
\mathbf{r}(t)=\sum_{g=1}^{G} \mathbf{A}_{g} \mathbf{s}_{g}+\mathbf{n}(t)
$$

where $G$ is the number of groups each having $p_{g}$ sources $\left(\sum_{g=1}^{G} p_{g}=P\right)$. In this model, the $p_{g}$ sources in the $g$ th group are partially correlated, and they are received from different directions. The method is as follows:

1. Estimate the fourth-order cumulant matrix, $\mathbf{C}_{r}$, of $\mathbf{r}(t) \otimes \mathbf{r}(t)^{*}$ where $\otimes$ denotes the Kronecker product. It can be verified that

$$
\mathbf{C}_{r}=\sum_{g=1}^{G}\left(\mathbf{A}_{g} \otimes \mathbf{A}^{*}{ }_{g}\right) \mathbf{C}_{s_{g}}\left(\mathbf{A}_{g} \otimes \mathbf{A}_{g}^{*}\right)^{H}
$$

where $\mathbf{C}_{s_{g}}$ is the fourth-order cumulant matrix of $\mathbf{s}_{g}$. The rank of $\mathbf{C}_{r}$ is $\sum_{g=1}^{G} p_{g}{ }^{2}$, and since $\mathbf{C}_{r}$ is $M^{2} \times M^{2}$, it has $M^{2}-\sum_{g=1}^{G} p_{g}{ }^{2}$ zero eigenvalues which correspond to the noise subspace. The other eigenvalues correspond to the signal subspace.
2. ComputetheSVD of $\mathbf{C}_{r}$ and identify the signal and noise subspacesingular vectors. Now, second-order subspace-based search methods can be applied, using the signal or noise subspaces, by replacing the array response vector $\mathbf{a}(\theta)$ by $\mathbf{a}(\theta) \otimes \mathbf{a}^{*}(\theta)$.

The eigendecomposition in this method has computational complexity $O\left(M^{6}\right)$ due to the Kronecker product, whereas the second-order statistics-based methods (e.g., M USIC) have complexity $O\left(M^{3}\right)$.
Chiang-Nikias [4] method: This method uses the ESPRIT algorithm and requires an array with its entire identical copy displaced in space by distance $d$; however, no calibration of the array is required. Thesignals

$$
\mathbf{r}^{1}(t)=\mathbf{A} \mathbf{s}(t)+\mathbf{n}_{1}(t)
$$

and

$$
\mathbf{r}^{2}(t)=\mathbf{A} \Phi \mathbf{s}(t)+\mathbf{n}_{2}(t) .
$$

Two $M \times M$ matrices $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$ are generated as follows:

$$
c^{1}{ }_{i j}=\operatorname{cum}\left(r^{1}{ }_{i}, r^{1}{ }_{j}^{*}, r^{1}{ }_{k}, r^{1}{ }_{k}^{*}\right), 1 \leq i, j, k \leq M
$$

and

$$
c^{2}{ }_{i j}=\operatorname{cum}\left(r^{2}{ }_{i}, r^{1}{ }_{j}^{*}, r^{1}{ }_{k}, r^{1}{ }_{k}^{*}\right) 1 \leq i, j, k \leq M .
$$

It can be shown that $\mathbf{C}^{1}=\mathbf{A E A}{ }^{H}$ and $\mathbf{C}^{2}=\mathbf{A} \Phi \mathbf{E} \mathbf{A}^{H}$, where

$$
\Phi=\operatorname{diag}\left\{e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{1}}, \cdots, e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{P}}\right\}
$$

in which $d$ is the separation between the identical arrays, and $\mathbf{E}$ is a $P \times P$ matrix with elements

$$
e_{i j}=\sum_{q, r=1}^{P} a_{k q} a_{k r}{ }^{*} c_{4, s}(i, q, r, j)
$$

Note that these equations are in the same form as those for covariance-based ESPRIT (the noise cumulants do not appear in $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$ because the fourth-order cumulants of Gaussian noises are zero); therefore, any version of ESPRIT or GEESE can be used to solve for $\Phi$ by replacing $\mathbf{R}^{11}$ and $\mathbf{R}^{21}$ by $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$, respectively.

Virtual cross correlation computer ( $V C^{3}$ ) [5]: In $V C^{3}$, the source signals are assumed to be statistically independent. The idea of $V C^{3}$ can be demonstrated as follows: Suppose we have three identical sensors as in Fig. 62.1, where $r_{1}(t), r_{2}(t)$, and $r_{3}(t)$ are measurements, and $\vec{d}_{1}, \vec{d}_{2}$, and $\vec{d}_{3}$ $\left(\vec{d}_{3}=\vec{d}_{1}+\vec{d}_{2}\right)$ are the vectors joining these sensors. Let the response of each sensor to a signal from


FIGURE 62.1: Demonstration of $V C^{3}$.
$\theta$ be $a(\theta)$. A virtual sensor is one at which no measurement is actually made. Suppose that we wish to compute the correlation between the virtual sensor $v_{1}(t)$ and $r_{2}(t)$, which (using the plane wave assumption) is

$$
E\left\{r_{2}^{*}(t) v_{1}(t)\right\}=\sum_{p=1}^{P}\left|a\left(\theta_{p}\right)\right|^{2} \sigma_{p}^{2} e^{-j \overrightarrow{k_{p}} \cdot \overrightarrow{d_{3}}}
$$

Consider the following cumulant

$$
\begin{aligned}
\operatorname{cum}\left(r_{2}^{*}(t), r_{1}(t), r_{2}^{*}(t), r_{3}(t)\right) & =\sum_{p=1}^{P}\left|a\left(\theta_{p}\right)\right|^{4} \gamma_{p} e^{-j \overrightarrow{k_{p}} \cdot \vec{d}_{1}} e^{-j \overrightarrow{k_{p}} \cdot \vec{d}_{2}} \\
& =\sum_{p=1}^{P}\left|a\left(\theta_{p}\right)\right|^{4} \gamma_{p} e^{-j \overrightarrow{k_{p}} \cdot \vec{d}_{3}}
\end{aligned}
$$

This cumulant carries the same angular information as the cross correlation $E\left\{r_{2}^{*}(t) v_{1}(t)\right\}$, but for sources having different powers.

The fact that we areinterested only in the directional information carried by correlations between the sensors therefore let us interpret a cross correlation as a vector (e.g., $\vec{d}_{3}$ ), and a fourth-order cumulant as the addition of two vectors (e.g., $\vec{d}_{1}+\vec{d}_{2}$ ). This interpretation leads to the idea of decomposing the computation of a cross correlation into that of computing a cumulant. Doing this means that the directional information that would be obtained from the cross correlation between nonexisting sensors( or between an actual sensor and a nonexisting sensor) at certain virtual locations in thespacecan beobtained from a suitably defined cumulant that usesthereal sensor measurements.

One advantage of virtual cross correlation computation is that it is possible to obtain a larger aperturethan would beobtained by using only second-order statistics. This meansthat moresources than sensors can be detected using cumulants. For example, given an $M$ element uniform linear array, $V C^{3}$ lets its aperture be extended from $M$ to $2 M-1$ sensors, so that $2 M-2$ targets can
be detected (rather than $M-1$ ) just by using the array covariance matrix obtained by $V C^{3}$ in any of the subspace-based search methods explained earlier. This use of $V C^{3}$ requires the array to be calibrated. Another advantage of $V C^{3}$ is a fault tolerance capability. If sensors at certain locations in a given array fail to operate properly, these sensors can be replaced using $V C^{3}$.
Virtual ESPRIT (VESPA) [5]: For VESPA, the array only needs two identical sensors; the rest of the array may have arbitrary and unknown geometry and response. The sources are assumed to be statistically independent. VESPA uses the ESPRIT solution applied to cumulant matrices. By choosing a suitable pair of cumulants in VESPA, the need for a copy of the entire array, as required in ESPRIT, is totally eliminated. VESPA preserves the computational advantage of ESPRIT over search-based algorithms. An example array configuration is given in Fig. 62.2.

Without loss of generality, let the signals received by the identical sensor pair be $r_{1}$ and $r_{2}$. The sensors $r_{1}$ and $r_{2}$ are collectively referred to as the guiding sensor pair. The VESPA algorithm is

1. Two $M \times M$ matrices, $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$, are generated as follows:

$$
\begin{aligned}
& c^{1}{ }_{i j}=\operatorname{cum}\left(r_{1}, r_{1}^{*}, r_{i}, r_{j}^{*}\right), 1 \leq i, j \leq M \\
& {c^{2}}_{i j}=\operatorname{cum}\left(r_{2}, r_{1}^{*}, r_{i}, r_{j}^{*}\right), 1 \leq i, j \leq M
\end{aligned}
$$

It can be shown that these relations can be expressed as $\mathbf{C}^{1}=\mathbf{A F A}^{H}$ and $\mathbf{C}^{2}=\mathbf{A} \Phi \mathbf{F} \mathbf{A}^{H}$, where the $P \times P$ matrix

$$
\mathbf{F} \triangleq \operatorname{diag}\left\{\gamma_{4, s_{1}}\left|a_{11}\right|^{2}, \cdots, \gamma_{4, s_{P}}\left|a_{1 P}\right|^{2}\right\},\left\{\gamma_{4, s_{P}}\right\}_{p=1}^{P}
$$

and $\Phi$ has been defined before.
2. Note that these equations are in the same form as ESPRIT and Chiang and Nikias's ESPRIT-like method; however, as opposed to these methods, there is no need for an identical copy of the array; only an identical response sensor pair is necessary for VESPA. Consequently, any version of ESPRIT or GEESE can be used to solve for $\Phi$ by replacing $\mathbf{R}^{11}$ and $\mathbf{R}^{21}$ by $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$, respectively.


FIGURE 62.2: The main array and its virtual copy.

Note, also, that there exists a very close link between $V C^{3}$ and VESPA. Although the way we chose $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$ above seems to be not very obvious, there is a unique geometric interpretation to it. According to $V C^{3}$, as far as the bearing information is concerned, $\mathbf{C}^{1}$ is equivalent to the autocorrelation matrix of the array, and $\mathbf{C}^{2}$ is equivalent to the cross-correlation matrix between the
array and its virtual copy (which is created by displacing the array by the vector that connects the second and the first sensors).

If the noisecomponent of the signal received by one of theguiding sensor pair elementsisindependent of the noises at the other sensors, VESPA suppresses the noise regardless of its distribution [6]. In practice, the noise does affect the standard deviations of results obtained from VESPA.

An iterative version of VESPA has also been developed for cases where the source powers have a high dynamic range [11]. IterativeVESPA has the same hardware requirements and assumptions as in VESPA.
Extended VESPA [10]: When there are coherent (or completely correlated) sources, all of the above second- and higher-order statisticsmethods, except for theWSF method and other multidimensional search-based approaches, fail. For theWSF and other multidimensional methods, however, the array must be calibrated accurately and the computational load is expensive. The coherent signals case arises in practice when there are multipaths. Porat and Friedlander present a modified version of their algorithm to handle the case of coherent signals; however, their method is not practical because it requires selection of a highly redundant subset of fourth-order cumulants that contains $O\left(N^{4}\right)$ elements, and no guidelines exist for its selection and 2nd-, 4th-, 6th-, and 8th-order moments of the data are required. If the array is uniform linear, coherence can be handled using spatial smoothing as a preprocessor to the usual second- or higher-order [3,39] methods; however, the array aperture is reduced. Extended VESPA can handle coherence and provides increased aperture. Additionally, the array does not haveto be completely uniform linear or calibrated; however, a uniform linear subarray is still needed. An example array configuration is shown in Figure 62.3.


FIGURE 62.3: An example array configuration. Thereare $M$ sensors, $L$ of which are uniform linearly positioned; $r_{1}(t)$ and $r_{2}(t)$ are identical guiding sensors. Linear subarray elements are separated by $\Delta$.

Consider a scenario in which thereare $G$ statistically independent narrowband sources, $\left\{u_{g}(t)\right\}_{i=1}^{G}$. These source signals undergo multipath propagation, and each produces $p_{i}$ coherent wavefronts

$$
\left\{s_{1,1}, \cdots, s_{1, p_{1}}, \cdots, s_{G, 1}, \cdots, s_{G, p_{G}}\right\} \quad\left(\sum_{i=1}^{G} p_{i}=P\right)
$$

that impinge on an $M$ element sensor array from directions

$$
\left\{\theta_{1,1}, \cdots, \theta_{1, p_{1}}, \cdots, \theta_{G, 1}, \cdots, \theta_{G, p_{G}}\right\}
$$

where $\theta_{m, p}$ represents the angle-of-arrival of the wavefront $s_{g, p}$ that is the $p$ th coherent signal in the $g$ th group. The collection of $p_{i}$ coherent wavefronts, which are scaled and delayed replicas of the $i$ th source, are referred to as the $i$ th group. The wavefronts are represented by the $P$-vector $\mathbf{s}(t)$. The problem is to estimate the DOAs $\left\{\theta_{1,1}, \cdots, \theta_{1, p_{1}}, \cdots, \theta_{G, 1}, \cdots, \theta_{G, p_{G}}\right\}$.

When the multipath delays are insignificant compared to the bit durations of signals, then the signals received from different paths differ by only amplitude and phase shifts, thus the coherence among the received wavefronts can be expressed by the following equation:

$$
\mathbf{s}(t)=\left[\begin{array}{c}
\mathbf{s}_{1}(t)  \tag{62.2}\\
\mathbf{s}_{2}(t) \\
\vdots \\
\mathbf{s}_{G}(t)
\end{array}\right]=\left[\begin{array}{cccc}
\mathbf{c}_{1} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{c}_{2} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{c}_{G}
\end{array}\right]\left[\begin{array}{c}
u_{1}(t) \\
u_{2}(t) \\
\vdots \\
u_{G}(t)
\end{array}\right] \triangleq \mathbf{Q u}(t)
$$

where $\mathbf{s}_{i}(t)$ is a $p_{i} \times 1$ signal vector representing the coherent wavefronts from the $i$ th independent source $u_{i}(t), \mathbf{c}_{i}$ is a $p_{i} \times 1$ complex attenuation vector for the $i$ th source $(1 \leq i \leq G)$, and $\mathbf{Q}$ is $P \times G$. The elements of $\mathbf{c}_{i}$ account for the attenuation and phase differences among the multipaths due to different arrival times. The received signal can then be written in terms of the independent sources as follows:

$$
\begin{equation*}
\mathbf{r}(t)=\mathbf{A} \mathbf{s}(t)+\mathbf{n}(\mathbf{t})=\mathbf{A Q} \mathbf{u}(t)+\mathbf{n}(\mathbf{t})=\mathbf{B u}(t)+\mathbf{n}(\mathbf{t}) \tag{62.3}
\end{equation*}
$$

where $\mathbf{B} \triangleq \mathbf{A Q}$. The columns of $M \times G$ matrix $\mathbf{B}$ are known as the generalized steering vectors.
Extended VESPA has three major steps:
Step 1: Use Step (1) of VESPA by choosing $r_{1}(t)$ and $r_{2}(t)$ as any two sensor measurements. In this case $\mathbf{C}^{1}=\mathbf{B G} \mathbf{B}^{H}$ and $\mathbf{C}^{2}=\mathbf{B C G B}{ }^{H}$, where

$$
\begin{gathered}
\mathbf{G} \triangleq \operatorname{diag}\left(\gamma_{4, u_{1}}\left|b_{11}\right|^{2}, \cdots, \gamma_{4, u_{G}}\left|b_{1 G}\right|^{2}\right),\left\{\gamma_{4, u_{g}}\right\}_{g=1}^{G} \\
\mathbf{C} \triangleq \operatorname{diag}\left(\frac{b_{21}}{b_{11}}, \cdots, \frac{b_{2 G}}{b_{1 G}}\right) .
\end{gathered}
$$

Due to the coherence, the DOAs cannot be obtained at this step from just $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$ because the columns of $\mathbf{B}$ depend on a vector of DOAs (all those within a group). In the independent sources case, the columns of $\mathbf{A}$ depend only on a singleDOA. Fortunately, the columns of $\mathbf{B}$ can be solved for as follows: (1.1) Follow Steps 2 through 5 of TLS ESPRIT by replacing $\mathbf{R}^{11}$ and $\mathbf{R}^{21}$ by $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$, respectively, and using appropriate matrix dimensions; (1.2) determine the eigenvectors and eigenvalues of $-\mathbf{F}_{x} \mathbf{F}_{y}^{-1}$; Let the eigenvector and eigenvalue matrices of $-\mathbf{F}_{x} \mathbf{F}_{y}^{-1}$ be $\mathbf{E}$ and $\mathbf{D}$, respectively; and, (1.3) obtain an estimate of $\mathbf{B}$ to within a diagonal matrix, as $\mathbf{B}=\left(\mathbf{U}_{11} \mathbf{E}+\mathbf{U}_{12} \mathbf{E} \mathbf{D}^{-1}\right) / 2$, for use in Step 2.
Step 2: Partition the matrices $\mathbf{B}$ and $\mathbf{A}$ as $\mathbf{B}=\left[\mathbf{b}_{1}, \cdots, \mathbf{b}_{G}\right]$ and $\mathbf{A}=\left[\mathbf{A}_{1}, \cdots, \mathbf{A}_{G}\right]$, where the steering vector for the $i$ th group $\mathbf{b}_{i}$ is $M \times 1, \mathbf{A}_{i} \triangleq\left[\mathbf{a}\left(\theta_{i, 1}\right), \cdots, \mathbf{a}\left(\theta_{i, p_{i}}\right)\right]$ is $M \times p_{i}$, and $\theta_{i, m}$ is the angle-of-arrival of the $m$ th source in the $i$ th coherent group ( $1 \leq m \leq p_{i}$ ). Using the fact that the $i$ th column of $\mathbf{Q}$ has $p_{i}$ nonzero elements, express $\mathbf{B}$ as $\mathbf{B}=\mathbf{A Q}=\left[\mathbf{A}_{1} \mathbf{c}_{1}, \cdots, \mathbf{A}_{G} \mathbf{c}_{G}\right]$; therefore, the $i$ th column of $\mathbf{B}, \mathbf{b}_{i}$, is $\mathbf{b}_{i}=\mathbf{A}_{i} \mathbf{c}_{i}$ where $i=1, \cdots, G$. Now, the problem of solving for the steering vectors is transformed into the problem of solving for the steering vectors from each coherent group separately. To solve this new problem, each generalized steering vector $\mathbf{b}_{i}$ can be interpreted as
a received signal for an array illuminated by $p_{i}$ coherent signals having a steering matrix $\mathbf{A}_{i}$, and covariancematrix $\mathbf{c}_{i} \mathbf{c}_{i}^{H}$. TheDOAs could then be solved for by using a second-order-statistics-based high-resolution method such as MUSIC, if the array was calibrated, and the rank of $\mathbf{c}_{i} \mathbf{c}_{i}^{H}$ was $p_{i}$; however, the array is not calibrated and $\operatorname{rank}\left(\mathbf{c}_{i} \mathbf{c}_{i}^{H}\right)=1$. The solution is to keep the portion of each $\mathbf{b}_{i}$ that corresponds to the uniform linear part of the array, $\mathbf{b}_{L, i}$, and to then apply the Section 62.3.3 spatial smoothing technique to a pseudocovariance matrix $\mathbf{b}_{L, i} \mathbf{b}_{L, i}{ }^{H}$ for $i=1, \cdots, G$. Doing this restores the rank of $\mathbf{c}_{i} \mathbf{c}_{i}^{H}$ to $p_{i}$. In the Section 62.3 .3 spatial smoothing technique, we must replace $\mathbf{r}(t)$ by $\mathbf{b}_{L, i}$ and set $N=1$.

The conditions on the length of the linear subarray and the parameter $S$ under which the rank of $\mathbf{b}_{S, i} \mathbf{b}_{S, i}{ }^{H}$ isrestored to $p_{i}$ are[11]: (a) $L \geq 3 p_{i} / 2$, which meansthat thelinear subarray must haveat least $3 p_{\max } / 2$ elements, where $p_{\max }$ isthemaximum number of multipathsin anyoneof the $G$ groups; and (b) given $L$ and $p_{\max }$, theparameter $S$ must beselected such that $p_{\max }+1 \leq S \leq L-p_{\max } / 2+1$. Step 3: Apply any second-order-statistics-based subspace technique(e.g., root-M USIC, etc.) to $\mathbf{R}_{i}^{f b}$ ( $i=1, \cdots, G$ ) to estimate DOAs of up to $2 L / 3$ coherent signals in each group.

Note that the matrices $\mathbf{C}$ and $\mathbf{G}$ in $\mathbf{C}^{1}$ and $\mathbf{C}^{2}$ are not used; however, if the received signals are independent, choosing $r_{1}(t)$ and $r_{2}(t)$ from the linear subarray lets DOA estimates be obtained from C in Step 1 because, in that case,

$$
\mathbf{C}=\operatorname{diag}\left\{e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{1}}, \cdots, e^{-j 2 \pi \frac{d}{\lambda} \sin \theta_{P}}\right\}
$$

hence, extended VESPA can also be applied to the case of independent sources.

### 62.4.1 Discussion

One advantage of using higher-order statistics-based methods over second-order methods is that the covariance matrix of the noise is not needed when the noise is Gaussian. The fact that higher-order statistics have more arguments than covariances leads to more practical algorithms that have less restrictions on the array structure (for instance, the requirement of maintaining identical arrays for ESPRIT is reduced to only maintaining two identical sensors for VESPA). Another advantage ismore sources than sensors can be detected, i.e., the array aperture is increased when higher-order statistics are properly applied; or, depending on the array geometry, unreliable sensor measurements can be replaced by using the $V C^{3}$ idea. One disadvantage of using higher-order statistics-based methods is that sample estimates of higher-order statistics require longer data lengths than covariances; hence, computational complexity is increased. In their recent study, Cardoso and Moulines [2] present a comparative performance analysis of second- and fourth-order statistics-based MUSIC methods. Their results indicate that dynamic range of the sources may be a factor limiting the performance of the fourth-order statistics-based M USIC. A comprehensive performance analysis of the above higher-order statistical methods is still lacking; therefore, a detailed comparison of these methods remains as a very important research topic.

### 62.5 Flowchart Comparison of Subspace-Based Methods

Clearly, there are many subspace-based direction finding methods. In order to see the forest from the trees, to know when to use a second-order or a higher-order statistics-based method, we present Figs. 62.4 through 62.9. These figures provide a comprehensive summary of the existing subspacebased methods for direction finding and constitute guidelines to selection of a proper directionfinding method for a given application.

Notethat: Fig. 62.4 depicts independent sources and ULA, Fig. 62.5 depicts independent sources and NL/mixed array, Fig. 62.6 depicts coherent and correlated sources and ULA, and Fig. 62.7 depicts coherent and correlated sources and NL/mixed array.


FIGURE 62.4: Second- or higher-order statistics-based subspaceDF algorithm. Independent sources and ULA.

All four figures show two paths: SOS (second-order statistics) and HOS (higher-order statistics). Each path terminates in one or more method boxes, each of which may contain a multitude of methods. Figures 62.8 and 62.9 summarize the pros and cons of all the methods we have considered in this chapter.

Using Fig. 62.4 through 62.9, it is possiblefor a potential user of asubspace-based direction finding method to decide which method(s) is (are) most likely to give best results for his/her application.


FIGURE 62.5: Second- or higher-order statistics-based subspaceDF algorithm. Independent sources and $\mathrm{NL} /$ mixed array.


FIGURE 62.6: Second- or higher-order statistics-based subspace DF algorithms. Coherent and edripelated souffes and ULA.


FIGURE 62.7: Second- or higher-order statistics-based subspace DF algorithms. Coherent and correlated sources and NL/mixed array.

## Second-Order Statistics based Subspace Methods for Direction Finding

## Signal Subspace Methods

$>$ SNR is enhanced effectively by retaining the signal subspace only

## Search Based Methods

> Select if array is calibrated or response is known analytically

## Correlogram

> Lower resolution than MV and AR

Minimum Variance (MV)
> Narrower mainlobe and smoother sidelobes than conventional beamformers
$>$ Higher resolution than Correlogram
$>$ Lower resolution than AR
$>$ Lower variance than AR
Autoregressive (AR)
> Higher resolution than MV and Correlogram

Subspace Fitting (SF)
$>$ Weighted SF works regardless of source correlation, and has the same asymptotic properties as the stochastic ML method, i.e. it achieves CRB.
$>$ Requires accurate calibration of the manifold and its derivative with respect to arrival angle

## Algebraic Methods

$>$ Select if the array is ULA or its identical copy exists
> Computationally simpler than search-based methods.

## ESPRIT

$>$ Select if the array has an identical copy
$>$ Computationally simple as compared to search based methods
$>$ Sensitive to perturbations in the sensor response and array geometry
$>L S$ and TLS versions are best. They have the same asymptotic performance, but TLS converges faster and is better than LS for low SNR and short data lengths

Toeplitz Approximation
Method (TAM)
> Equivalent to LS-ESPRIT

## GEESE

$>$ Better than ESPRIT

## Noise Subspace Methods

$>$ Methods are based on the orthogonality of steering
vectors and noise subspace eigenvectors

| Search Based Methods | Algebraic Methods |
| :---: | :---: |
| $>$ Select if array is calibrated or response is known anatytically | $>$ Select if the array is ULA <br> $>$ Algebraic versions of EV, Pisarenko, MUSIC and Minimum |
| Eigenvector (EV) <br> > Produces fewer spurious peaks than MUSIC | Norm are possible <br> > Better resolution than search-based versions |
| > Shapes the noise spectrum better than MUSIC |  |
| Pisarenko <br> $>$ Performance with shor data is poor | Root MUSIC <br> > Lower SNR threshold than MUSIC for resolution of closely spaced sources <br> $>$ Simple root-finding procedure |
| MUSIC |  |
| $>$ Better than MV <br> $>$ Same asymptotic performance as the deterministic ML for uncorrel sources | ted |
| Minimum Norm <br> $>$ Select if the array is ULA <br> $>$ Lower SNR threshold than MUSIC <br> for resolution of closely spaced sour | urces |
| Method of Direction Estima (MODE) <br> > Consistent for ergodic and station signals | ary |

## Higher-Order Statistics Based Subspace Methods for Direction Finding

> Advantages over second-order methods: Less restrictions on the array geometry.,
no need for the noise covariance matrix
$>$ Disadvantage: Longer data lengths than second-order methods needed
> Detailed analyses and comparisons remain unexplored

## Pan-Nikias and

## Cardoso-Moulines

## Method

> Calibration or analytical
response of the array required
> Two cumulant formulations
possible
$>$ Any of the second-order search-based and algebraic methods (except fpr EV and ESPRIT) can be applied by using cumulant eigen-
> Same hardware requirement $>$ as the corresponding second as the correspon
order methods.
> Similar performance as second-or
$>$ Limited use when source powers have a high dynamic ance
> Fails for coherent sources

## Porat and Friedlander

## Method

> Calibration or analytical response of the array required
> Second-order search-based methods can be applied
$>$ Fails for coherent sources
> Computationally expensive

## Yuen and Friedlander

## Method

$>$ Handles coherent sources $>$ Limited to uniform linear arrays
$>$ Array aperture is decreased

## Chen and Lin Method

$>$ Handles coherent sources
> Limited to uniform linear arrays
> Array aperture is decreased


## ESPRIT

$>$ An identical copy of the array needed
$>$ ESPRIT is used with
two cumulant matrices.
> Fails for coherent sources

Dogan and Mendel
Methods:
> Array aperture is
increased
Virtual Cross Correlation Computer
> Cross-correlations are replaced (and computed) by their cumulani equivalents.
$>$ Any of the second-order search-
based and algebaric methods can be applied to virtuallycreated covariance matrix $>$ More sources than sensors can be detected
> Fault tolerance capability
> Fails for correlated and coherent sources

## Virtual ESPRIT (VESPA)

> Only one pair of identical sensors is required
Applicable to arbitrary arrays
No calibration required
> Similar computational load
as ESPRIT
Fails for correlated and
coherent sources

FIGURE 62.9: Pros and cons of all the methods considered.
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### 63.1 Introduction

Estimating thedirections of arrival (DOAs) of propagating planewaves is a requirement in a variety of applications including radar, mobile communications, sonar, and seismology. Due to its simplicity and high-resolution capability, ESPRIT (Estimation of Signal Parameters via Rotational Invariance Techniques) [18] has becomeoneof themost popular signal subspace-based DOA or spatial frequency estimation schemes. ESPRIT is explicitly premised on a point source model for the sources and is restricted to use with array geometries that exhibit so-called invariances [18]. However, this requirement is not very restrictive as many of the common array geometries used in practice exhibit these invariances, or their output may be transformed to effect these invariances.

ESPRIT may be viewed as a complement to the MUSIC algorithm, the forerunner of all signal subspace-based DOA methods, in that it is based on properties of the signal eigenvectors whereas MUSIC is based on properties of the noise eigenvectors. This chapter concentrates solely on the use of ESPRIT to estimate the DOAs of plane waves incident upon an antenna array. It should be noted, though, that ESPRIT may be used in the dual problem of estimating the frequencies of sinusoids embedded in a time series [18]. In this application, ESPRIT is more generally applicable than MUSIC asit can handledamped sinusoids and provides estimates of the damping factors as well
as the constituent frequencies. The standard ESPRIT algorithm for one dimensional (1-D) arrays is reviewed in Section 63.2. There are three primary steps in any ESPRIT-type algorithm:

1. Signal Subspace Estimation computation of a basis for the estimated signal subspace,
2. Solution of the InvarianceEquation solution of an (in general) overdetermined system of equations, the so-called invariance equation, derived from the basis matrix estimated in Step 1, and
3. Spatial Frequency Estimation computation of the eigenvalues of the solution of the invariance equation formed in Step 2.

M any antenna arrays used in practice have geometries that possess some form of symmetry. For example, a linear array of equi-spaced identical antennas is symmetric about the center of the linear aperture it occupies. In Section 63.3.1, an efficient implementation of ESPRIT is presented that exploits the symmetry present in so-called centro-symmetric arrays to formulate the three steps of ESPRIT in terms of real-valued computations, despite the fact that the input to the algorithm needs to be the complex analytic signal output from each antenna. This reduces the computational complexity significantly. A reduced dimension beamspace version of ESPRIT is developed in Section 63.3.2. Advantages to working in beamspace include reduced computational complexity [3], decreased sensitivity to array imperfections [1], and lower SNR resolution thresholds [11].

With a 1-D array, one can only estimate the angle of each incident plane wave relative to the array axis. For sourcelocalization purposes, this only places the source on a conewhose axis of symmetry is the array axis. The use of a 2-D or planar array enables oneto passively estimatethe2-D arrival angles of each emitting source. The remainder of the chapter presents ESPRIT-based techniques for use in conjunction with circular and rectangular arrays that provideestimates of the azimuth and elevation angle of each incident signal. As in the 1-D case, the symmetries present in these array geometries are exploited to formulate the three primary steps of ESPRIT in terms of real-valued computations.

### 63.1.1 Notation

Throughout this chapter, column vectors and matrices are denoted by lower case and upper case boldfaced letters, respectively. For any positive integer $p, \boldsymbol{I}_{p}$ is the $p \times p$ identity matrix and $\boldsymbol{\Pi}_{p}$ the $p \times p$ exchange matrix with ones on its antidiagonal and zeros elsewhere,

$$
\boldsymbol{\Pi}_{p}=\left[\begin{array}{llll} 
& & & 1  \tag{63.1}\\
& & 1 & \\
& \cdot & &
\end{array}\right] \in \mathbb{R}^{p \times p} .
$$

Pre-multiplication of a matrix by $\Pi_{p}$ will reverse the order of its rows, while post-multiplication of a matrix by $\Pi_{p}$ reverses the order of its columns. Furthermore, the superscripts $(\cdot)^{H}$ and $(\cdot)^{T}$ denote complex conjugate transposition and transposition without complex conjugation, respectively. Complex conjugation by itself is denoted by an overbar $\overline{(\cdot)}$, such that $\boldsymbol{X}^{H}=\overline{\boldsymbol{X}}^{T}$. A diagonal matrix $\boldsymbol{\Phi}$ with the diagonal elements $\phi_{1}, \phi_{2}, \ldots, \phi_{d}$ may be written as

$$
\boldsymbol{\Phi}=\operatorname{diag}\left\{\phi_{i}\right\}_{i=1}^{d}=\left[\begin{array}{llll}
\phi_{1} & & & \\
& \phi_{2} & & \\
& & & \\
& & & \phi_{d}
\end{array}\right] \in \mathbb{C}^{d \times d} .
$$

M oreover, matrices $Q \in \mathbb{C}^{p \times q}$ satisfying

$$
\begin{equation*}
\boldsymbol{\Pi}_{p} \overline{\boldsymbol{Q}}=\boldsymbol{Q} \tag{63.2}
\end{equation*}
$$

will becalled left $\Pi$-real [10]. Often left $\Pi$-real matrices arealso called conjugatecentro-symmetric [24].

### 63.2 The Standard ESPRIT Algorithm

The algorithm ESPRIT [18] must be used in conjunction with an $M$-element sensor array composed of $m$ pairs of pairwise identical, but displaced, sensors (doublets) as depicted in Fig. 63.1. If the subarrays do not overlap, i.e., if they do not shareany elements, $M=2 m$, but in general $M \leq 2 m$ since overlapping subarrays areallowed, cf. Fig. 63.2. Let $\Delta$ denotethedistancebetween thetwo subarrays. Incident on both subarraysare $d$ narrowband noncoherent ${ }^{1}$ planar wavefrontswith distinct directions


FIGURE 63.1: Planar array composed of $m=3$ pairwise identical, but displaced, sensors (doublets).
of arrival (DOAs) $\theta_{i}, 1 \leq i \leq d$, relative to the displacement between the two subarrays. ${ }^{2}$ Their complex pre-envelope at an arbitrary reference point may beexpressed as $s_{i}(t)=\alpha_{i}(t) e^{j\left(2 \pi f_{c} t+\beta_{i}(t)\right)}$, where $f_{c}$ denotes the common carrier frequency of the $d$ wavefronts. Without loss of generality, we assume that the reference point is the array centroid. The signals are called narrowband if their amplitudes $\alpha_{i}(t)$ and phases $\beta_{i}(t)$ vary slowly with respect to the propagation time across the array $\tau$, i.e., if

$$
\begin{equation*}
\alpha_{i}(t-\tau) \approx \alpha_{i}(t) \quad \text { and } \quad \beta_{i}(t-\tau) \approx \beta_{i}(t) \tag{63.3}
\end{equation*}
$$

In other words, the narrowband assumption allows the time delay of the signals across the array $\tau$ to be modeled as a simple phase shift of the carrier frequency, such that

$$
s_{i}(t-\tau) \approx \alpha_{i}(t) e^{\mathrm{j}\left(2 \pi f_{c}(t-\tau)+\beta_{i}(t)\right)}=e^{-\mathrm{j} 2 \pi f_{c} \tau} s_{i}(t)
$$

Figure 63.1 shows that the propagation delay of a plane wave signal between thetwo identical sensors of a doublet equals $\tau_{i}=\frac{\Delta \sin \theta_{i}}{c}$, where $c$ denotes the signal propagation velocity. Due to the narrowband assumption (63.3), this propagation delay $\tau_{i}$ corresponds to the multiplication of the complex envelope signal by the complex exponential $e^{j \mu_{i}}$, referred to as the phase factor, such that

$$
\begin{equation*}
s_{i}\left(t-\tau_{i}\right)=e^{-\mathrm{j} \frac{2 \pi f_{c}}{c} \Delta \sin \theta_{i}} s_{i}(t)=e^{\mathrm{j} \mu_{i}} s_{i}(t) \tag{63.4}
\end{equation*}
$$

where the spatial frequencies $\mu_{i}$ are given by $\mu_{i}=-\frac{2 \pi}{\lambda} \Delta \sin \theta_{i}$. Here, $\lambda=\frac{c}{f_{c}}$ denotes the common wavelength of the signals. We also assume that there is a one-to-one correspondence between the

[^54]spatial frequencies $-\pi<\mu_{i}<\pi$ and the range of possible DOAs. Thus, the maximum range is achieved for $\Delta \leq \lambda / 2$. In thiscase, theDOAs are restricted to the interval $-90^{\circ}<\theta_{i}<90^{\circ}$ to avoid ambiguities.

In the sequel, the $d$ impinging signals $s_{i}(t), 1 \leq i \leq d$, are combined to a column vector $s(t)$. Then the noise-corrupted measurements taken at the $M$ sensors at time $t$ obey the linear model

$$
\boldsymbol{x}(t)=\left[\begin{array}{llll}
\boldsymbol{a}\left(\mu_{1}\right) & \boldsymbol{a}\left(\mu_{2}\right) & \cdots & \boldsymbol{a}\left(\mu_{d}\right)
\end{array}\right]\left[\begin{array}{c}
s_{1}(t)  \tag{63.5}\\
s_{2}(t) \\
\vdots \\
s_{d}(t)
\end{array}\right]+\boldsymbol{n}(t)=\boldsymbol{A} \boldsymbol{s}(t)+\boldsymbol{n}(t) \in \mathbb{C}^{M}
$$

where the columns of the array steering matrix $\boldsymbol{A} \in \mathbb{C}^{M \times d}$, the array response or array steering vectors $\boldsymbol{a}\left(\mu_{i}\right)$, are functions of the unknown spatial frequencies $\mu_{i}, 1 \leq i \leq d$. For example, for a uniform linear array (ULA) of $M$ identical omnidirectional antennas,

$$
\boldsymbol{a}\left(\mu_{i}\right)=e^{-\mathrm{j}\left(\frac{M-1}{2}\right) \mu_{i}}\left[\begin{array}{lllll}
1 & e^{\mathrm{j} \mu_{i}} & e^{\mathrm{j} 2 \mu_{i}} & \ldots & e^{\mathrm{j}(M-1) \mu_{i}}
\end{array}\right]^{T}, \quad 1 \leq i \leq d
$$

M oreover, the additive noise vector $\boldsymbol{n}(t)$ is taken from a zero-mean, spatially uncorrelated random process with variance $\sigma_{N}^{2}$, which is also uncorrelated with the signals. Since every row of $\boldsymbol{A}$ corre sponds to an element of the sensor array, a particular subarray configuration can be described by two selection matrices, each choosing $m$ elements of $\boldsymbol{x}(t) \in \mathbb{C}^{M}$, where $m, d \leq m<M$, is the number of elements in each subarray. Figure 63.2, for example, displays the appropriate subarray choices for three centro-symmetric arrays of $M=6$ identical sensors.


FIGURE 63.2: Threecentro-symmetric line arrays of $M=6$ identical sensors and thecorresponding subarrays required for ESPRIT-type algorithms.

In case of a ULA with maximum overlap, cf. Figure63.2 (a), $\boldsymbol{J}_{1}$ picks the first $m=M-1$ rows of $\boldsymbol{A}$, while $\boldsymbol{J}_{2}$ selects the last $m=M-1$ rows of the array steering matrix. In this case, the corresponding selection matrices are given by

$$
\boldsymbol{J}_{1}=\left[\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & . & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & 0
\end{array}\right] \in \mathbb{R}^{m \times M} \quad \text { and } \quad \boldsymbol{J}_{2}=\left[\begin{array}{cccccc}
0 & 1 & 0 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & . & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 1
\end{array}\right] \in \mathbb{R}^{m \times M} .
$$

Notice that $\boldsymbol{J}_{1}$ and $\boldsymbol{J}_{2}$ are centro-symmetric with respect to one another, i.e., they obey $\boldsymbol{J}_{2}=$ $\Pi_{m} \boldsymbol{J}_{1} \boldsymbol{\Pi}_{M}$. This property holdsfor all centro-symmetric arrays and plays a key rolein the derivation of Unitary ESPRIT [7]. Since we have two identical, but physically displaced subarrays, Eq. (63.4) indicates that an array steering vector of the second subarray $\boldsymbol{J}_{2} \boldsymbol{a}\left(\mu_{i}\right)$ is just a scaled version of the corresponding array steering vector of the first subarray $\boldsymbol{J}_{1} \boldsymbol{a}\left(\mu_{i}\right)$, namely

$$
\begin{equation*}
\boldsymbol{J}_{1} \boldsymbol{a}\left(\mu_{i}\right) e^{j \mu_{i}}=\boldsymbol{J}_{2} \boldsymbol{a}\left(\mu_{i}\right), \quad 1 \leq i \leq d \tag{63.6}
\end{equation*}
$$

This shift invariance property of all $d$ array steering vectors $\boldsymbol{a}\left(\mu_{i}\right)$ may be expressed in compact form as

$$
\begin{equation*}
\boldsymbol{J}_{1} \boldsymbol{A} \boldsymbol{\Phi}=\boldsymbol{J}_{2} \boldsymbol{A}, \quad \text { where } \quad \boldsymbol{\Phi}=\operatorname{diag}\left\{e^{i \mu_{i}}\right\}_{i=1}^{d} \tag{63.7}
\end{equation*}
$$

is the unitary diagonal $d \times d$ matrix of the phase factors. All ESPRIT-type algorithms are based on this invariance property of the array steering matrix $\boldsymbol{A}$, where $\boldsymbol{A}$ is assumed to have full column rank $d$.

Let $\boldsymbol{X}$ denote an $M \times N$ complex data matrix composed of $N$ snapshots $\boldsymbol{x}\left(t_{n}\right), 1 \leq n \leq N$,

$$
\begin{align*}
\boldsymbol{X} & =\left[\begin{array}{llll}
\boldsymbol{x}\left(t_{1}\right) & \boldsymbol{x}\left(t_{2}\right) & \cdots & \boldsymbol{x}\left(t_{N}\right)
\end{array}\right]  \tag{63.8}\\
& =\boldsymbol{A}\left[\begin{array}{llll}
\boldsymbol{s}\left(t_{1}\right) & \boldsymbol{s}\left(t_{2}\right) & \cdots & \boldsymbol{s}\left(t_{N}\right)
\end{array}\right]+\left[\begin{array}{llll}
\boldsymbol{n}\left(t_{1}\right) & \boldsymbol{n}\left(t_{2}\right) & \cdots & \boldsymbol{n}\left(t_{N}\right)
\end{array}\right] \\
& =\boldsymbol{A} \cdot \boldsymbol{S}+\boldsymbol{N} \in \mathbb{C}^{M \times N}
\end{align*}
$$

The starting point is a singular value decomposition (SVD) of the noise-corrupted data matrix $\boldsymbol{X}$ (direct data approach). Assume that $\boldsymbol{U}_{s} \in \mathbb{C}^{M \times d}$ contains the $d$ left singular vectors corresponding to the $d$ largest singular values of $\boldsymbol{X}$. Alternatively, $\boldsymbol{U}_{s}$ can be obtained via an eigendecomposition of the (scaled) sample covariance matrix $\boldsymbol{X} \boldsymbol{X}^{H}$ (covariance approach). Then, $\boldsymbol{U}_{s} \in \mathbb{C}^{M \times d}$ contains the $d$ eigenvectors corresponding to the $d$ largest eigenvalues of $\boldsymbol{X} \boldsymbol{X}^{H}$.

Asymptotically, i.e., as the number of snapshots $N$ becomes infinitely large, the range space of $\boldsymbol{U}_{s}$ is the $d$-dimensional range space of the array steering matrix $\boldsymbol{A}$ referred to as the signal subspace. Therefore, there exists a nonsingular $d \times d$ matrix $\boldsymbol{T}$ such that $\boldsymbol{A} \approx \boldsymbol{U}_{s} \boldsymbol{T}$. Let us express the shift-invariance property (63.7) in terms of the matrix $\boldsymbol{U}_{s}$ that spans the estimated signal subspace,

$$
\boldsymbol{J}_{1} \boldsymbol{U}_{s} \boldsymbol{T} \boldsymbol{\Phi} \approx \boldsymbol{J}_{2} \boldsymbol{U}_{s} \boldsymbol{T} \Longleftrightarrow \boldsymbol{J}_{1} \boldsymbol{U}_{s} \boldsymbol{\Psi} \approx \boldsymbol{J}_{2} \boldsymbol{U}_{s}, \quad \text { where } \boldsymbol{\Psi}=\boldsymbol{T} \boldsymbol{\Phi} \boldsymbol{T}^{-1}
$$

is anonsingular $d \times d$ matrix. Since $\boldsymbol{\Phi}$ in Eq. (63.7) isdiagonal, $\boldsymbol{T} \boldsymbol{\Phi} \boldsymbol{T}^{-1}$ is in theform of an eigenvalue decomposition. This implies that $e^{j \mu_{i}}, 1 \leq i \leq d$, are the eigenvalues of $\Psi$. These observations form the basis for the subsequent steps of the algorithm. By applying the two selection matrices to the signal subspace matrix, the following (in general) overdetermined set of equations is formed,

$$
\begin{equation*}
\boldsymbol{J}_{1} \boldsymbol{U}_{s} \boldsymbol{\Psi} \approx \boldsymbol{J}_{2} \boldsymbol{U}_{s} \in \mathbb{C}^{m \times d} \tag{63.9}
\end{equation*}
$$

This set of equations, the so-called invariance equation, is usually solved in the least squares (LS) or total least squares (TLS) sense. Notice, however, that Eq. (63.9) is highly structured if overlapping subarray configurations are used. Structured least squares (SLS) is a new algorithm to solve the invarianceequation by preserving its structure[8]. Formally, SLS was derived as a linearized iterative solution of a nonlinear optimization problem. If SLS is initialized with the LS solution of the invariance equation, only one "iteration", i.e., the solution of one linear system of equations, is required to achieve a significant improvement of the estimation accuracy [8].

Then an eigendecomposition of the resulting solution $\Psi \in \mathbb{C}^{d \times d}$ may be expressed as

$$
\begin{equation*}
\boldsymbol{\Psi}=\boldsymbol{T} \boldsymbol{\Phi} \boldsymbol{T}^{-1} \quad \text { with } \quad \boldsymbol{\Phi}=\operatorname{diag}\left\{\phi_{i}\right\}_{i=1}^{d} . \tag{63.10}
\end{equation*}
$$

The eigenvalues $\phi_{i}$, i.e., the diagonal elements of $\boldsymbol{\Phi}$, represent estimates of the phase factors $e^{j \mu_{i}}$. Notice that the $\phi_{i}$ are not guaranteed to be on the unit circle. Notwithstanding, estimates of the spatial frequencies $\mu_{i}$ and the corresponding DOAs $\theta_{i}$ are obtained via the relationships,

$$
\begin{equation*}
\mu_{i}=\arg \left(\phi_{i}\right) \quad \text { and } \quad \theta_{i}=-\frac{\lambda}{2 \pi \Delta} \arcsin \left(\mu_{i}\right), \quad 1 \leq i \leq d \tag{63.11}
\end{equation*}
$$

To end this section, a brief summary of the standard ESPRIT algorithm is given in Table 63.1.

TABLE 63.1 Summary of the Standard ESPRIT Algorithm

1. Signal Subspace Estimation: Compute $\boldsymbol{U}_{s} \in \mathbb{C}^{M \times d}$ as the $d$ dominant left singular vectors of $\boldsymbol{X} \in \mathbb{C}^{M \times N}$.
2. Solution of the Invariance Equation: Solve

$$
\underbrace{\boldsymbol{J}_{1} \boldsymbol{U}_{s}}_{\mathbb{C}^{m \times d}} \boldsymbol{\Psi} \approx \underbrace{\boldsymbol{J}_{2} \boldsymbol{U}_{s}}_{\mathbb{C}^{m \times d}}
$$

by means of LS, TLS, or SLS.
3. Spatial Frequency Estimation: Calculate the eigenvalues of the resulting complex-valued solution

$$
\begin{array}{ll}
\boldsymbol{\Psi}=\boldsymbol{T} \boldsymbol{\Phi} \boldsymbol{T}^{-1} \in \mathbb{C}^{d \times d} \quad \text { with } \quad \boldsymbol{\Phi}=\operatorname{diag}\left\{\phi_{i}\right\}_{i=1}^{d} \\
\text { - } \mu_{i}=\arg \left(\phi_{i}\right), \quad 1 \leq i \leq d
\end{array}
$$

### 63.3 1-D Unitary ESPRIT

In contrast to the standard ESPRIT algorithm, Unitary ESPRIT is efficiently formulated in terms of real-valued computations throughout [7]. It is applicable to centro-symmetric array configurations that possess the discussed invariance structure, cf. Figs. 63.1 and 63.2. A sensor array is called centrosymmetric [23] if its element locations are symmetric with respect to the centroid. If the sensor elements have identical radiation characteristics, the array steering matrix of a centro-symmetric array satisfies

$$
\begin{equation*}
\Pi_{M} \overline{\boldsymbol{A}}=A \tag{63.12}
\end{equation*}
$$

since the array centroid is chosen as the phase reference.

### 63.3.1 1-D Unitary ESPRIT in Element Space

Before presenting an efficient element space implementation of Unitary ESPRIT, let us define the sparse unitary matrices

$$
\boldsymbol{Q}_{2 n}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
\boldsymbol{I}_{n} & \mathrm{j} \boldsymbol{I}_{n}  \tag{63.13}\\
\boldsymbol{\Pi}_{n} & -\mathrm{j} \boldsymbol{\Pi}_{n}
\end{array}\right] \quad \text { and } \quad \boldsymbol{Q}_{2 n+1}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
\boldsymbol{I}_{n} & \mathbf{0} & \mathrm{j} \boldsymbol{I}_{n} \\
\mathbf{0}^{T} & \sqrt{2} & \mathbf{0}^{T} \\
\boldsymbol{\Pi}_{n} & \mathbf{0} & -\mathrm{j} \boldsymbol{\Pi}_{n}
\end{array}\right] .
$$

They are left $\boldsymbol{\Pi}$-real matrices of even and odd order, respectively.
Since Unitary ESPRIT involves forward-backward averaging, it can efficiently be formulated in terms of real-valued computations throughout, due to a one-to-one mapping between centroHermitian and real matrices [10]. The forward-backward averaged sample covariance matrix is centro-Hermitian and can, therefore, be transformed into a real-valued matrix of the same size, cf. [12], [15], and [7]. A real-valued square-root factor of thistransformed samplecovariance matrix is given by

$$
\mathcal{T}(\boldsymbol{X})=\boldsymbol{Q}_{M}^{H}\left[\begin{array}{ll}
\boldsymbol{X} & \boldsymbol{\Pi}_{M} \overline{\boldsymbol{X}} \boldsymbol{\Pi}_{N} \tag{63.14}
\end{array}\right] \boldsymbol{Q}_{2 N} \in \mathbb{R}^{M \times 2 N}
$$

where $\boldsymbol{Q}_{M}$ and $\boldsymbol{Q}_{2 N}$ weredefined in Eq. (63.13). ${ }^{3}$ If $M$ iseven, an efficient computation of $\mathcal{T}(\boldsymbol{X})$ from the complex-valued data matrix $\boldsymbol{X}$ only requires $M \times 2 N$ real additions and no multiplication [7]. Instead of computing a complex-valued SVD as in the standard ESPRIT case, the signal subspace estimate is obtained via a real-valued SVD of $\mathcal{T}(\boldsymbol{X})$ (direct data approach). Let $\boldsymbol{E}_{s} \in \mathbb{R}^{M \times d}$ contain the $d$ left singular vectors corresponding to the $d$ largest singular values of $\mathcal{T}(\boldsymbol{X}) .{ }^{4}$ Then the columns
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\[

$$
\begin{equation*}
\boldsymbol{U}_{s}=\boldsymbol{Q}_{M} \boldsymbol{E}_{s} \tag{63.15}
\end{equation*}
$$

\]

span theestimated signal subspace, and spatial frequency estimates could be obtained from theeigenvalues of the complex-valued matrix $\Psi$ that solves Eq. (63.9). These complex-valued computations, however, are not required because the transformed array steering matrix

$$
\boldsymbol{D}=\boldsymbol{Q}_{M}^{H} \boldsymbol{A}=\left[\begin{array}{llll}
\boldsymbol{d}\left(\mu_{1}\right) & \boldsymbol{d}\left(\mu_{2}\right) & \cdots & \boldsymbol{d}\left(\mu_{d}\right) \tag{63.16}
\end{array}\right] \in \mathbb{R}^{M \times d}
$$

satisfies the following shift invariance property

$$
\begin{equation*}
\boldsymbol{K}_{1} \boldsymbol{D} \boldsymbol{\Omega}=\boldsymbol{K}_{2} \boldsymbol{D}, \quad \text { where } \quad \boldsymbol{\Omega}=\operatorname{diag}\left\{\tan \left(\frac{\mu_{i}}{2}\right)\right\}_{i=1}^{d} \tag{63.17}
\end{equation*}
$$

and the transformed selection matrices $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$ aregiven by

$$
\begin{equation*}
\boldsymbol{K}_{1}=2 \cdot \operatorname{Re}\left\{\boldsymbol{Q}_{m}^{H} \boldsymbol{J}_{2} \boldsymbol{Q}_{M}\right\} \quad \text { and } \quad \boldsymbol{K}_{2}=2 \cdot \operatorname{Im}\left\{\boldsymbol{Q}_{m}^{H} \boldsymbol{J}_{2} \boldsymbol{Q}_{M}\right\} . \tag{63.18}
\end{equation*}
$$

Here, $\operatorname{Re}\{\cdot\}$ and $\operatorname{Im}\{\cdot\}$ denote the real and the imaginary part, respectively. Notice that Eq. (63.17) is similar to Eq. (63.7) except for the fact that all matrices in Eq. (63.17) are real-valued.

Let us take a closer look at the transformed selection matrices defined in Eq. (63.18). If $\boldsymbol{J}_{2}$ is sparse, $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$ are also sparse. This is illustrated by the following example. For the ULA with $M=6$ sensors and maximum overlap sketched in Fig. 63.2 (a), $\boldsymbol{J}_{2}$ is given by

$$
\boldsymbol{J}_{2}=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \in \mathbb{R}^{5 \times 6}
$$

According to Eq. (63.18), straightforward calculations yield the transformed selection matrices

$$
\boldsymbol{K}_{1}=\left[\begin{array}{rrrrrr}
1 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & \sqrt{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1
\end{array}\right] \quad \text { and } \quad \boldsymbol{K}_{2}=\left[\begin{array}{rrrrrr}
0 & 0 & 0 & -1 & 1 & 0 \\
0 & 0 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & -\sqrt{2} \\
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 & 0 & 0
\end{array}\right] .
$$

In this case, applying $\boldsymbol{K}_{1}$ or $\boldsymbol{K}_{2}$ to $\boldsymbol{E}_{S}$ only requires $(m-1) d$ real additions and $d$ real multiplications.
Asymptotically, the real-valued matrices $\boldsymbol{E}_{s}$ and $\boldsymbol{D}$ span the same $d$-dimensional subspace, i.e., there is a nonsingular matrix $\boldsymbol{T} \in \mathbb{R}^{d \times d}$ such that $\boldsymbol{D} \approx \boldsymbol{E}_{s} \boldsymbol{T}$. Substituting this into Eq. (63.17) yields the real-valued invariance equation

$$
\begin{equation*}
\boldsymbol{K}_{1} \boldsymbol{E}_{s} \boldsymbol{\Upsilon} \approx \boldsymbol{K}_{2} \boldsymbol{E}_{s} \in \mathbb{R}^{m \times d}, \quad \text { where } \boldsymbol{\Upsilon}=\boldsymbol{T} \boldsymbol{\Omega} \boldsymbol{T}^{-1} \tag{63.19}
\end{equation*}
$$

Thus, the eigenvalues of the solution $\Upsilon \in \mathbb{R}^{d \times d}$ to the matrix equation above are

$$
\begin{equation*}
\omega_{i}=\tan \left(\frac{\mu_{i}}{2}\right)=\frac{1}{j} \frac{e^{j \mu_{i}}-1}{e^{j \mu_{i}}+1}, \quad 1 \leq i \leq d \tag{63.20}
\end{equation*}
$$

This reveals a spatial frequency warping identical to the temporal frequency warping incurred in designing a digital filter from an analog filter via the bilinear transformation. Consider $\Delta=\frac{\lambda}{2}$ so that $\mu_{i}=-\frac{2 \pi}{\lambda} \Delta \sin \theta_{i}=-\pi \sin \theta_{i}$. In this case, there is a one-to-one mapping between
$-1<\sin \theta_{i}<1$, corresponding to the range of possiblevalues for theDOAs $-90^{\circ}<\theta_{i}<90^{\circ}$, and $-\infty<\omega_{i}<\infty$.

Note that the fact that the eigenvalues of a real matrix have to either be real-valued or occur in complex conjugate pairsgives riseto an ad-hoc reliability test. That is, if thefinal step of the algorithm yields a complex conjugate pair of eigenvalues, then either theSNR is too low, not enough snapshots have been averaged, or two corresponding signal arrivals have not been resolved. In the latter case, taking the tangent inverse of the real part of the eigenvalues can sometimes provide a rough estimate of the direction of arrival of the two closely spaced signals. In general, though, if the algorithm yields oneor morecomplex-conjugate pairs of eigenvalues in the final stage, the estimates should be viewed as unreliable.

The element space implementation of 1-D Unitary ESPRIT is summarized in Table 63.2.

TABLE 63.2 Summary of 1-D Unitary ESPRIT in Element Space

1. Signal Subspace Estimation: Compute $\boldsymbol{E}_{s} \in \mathbb{R}^{M \times d}$ as the $d$ dominant left singular vectors of $\mathcal{T}(\boldsymbol{X}) \in \mathbb{R}^{M \times 2 N}$.
2. Solution of the Invariance Equation: Then solve

$$
\underbrace{K_{1} E_{s}}_{\mathbb{R}^{m \times d}} \Upsilon \approx \underbrace{K_{2} E_{s}}_{\mathbb{R}^{m \times d}}
$$

by means of LS, TLS, or SLS.
3. Spatial Frequency Estimation: Calculate the eigenvalues of the resulting real-valued solution

$$
\boldsymbol{\Upsilon}=\boldsymbol{T} \boldsymbol{\Omega} \boldsymbol{T}^{-1} \in \mathbb{R}^{d \times d} \quad \text { with } \quad \boldsymbol{\Omega}=\operatorname{diag}\left\{\omega_{i}\right\}_{i=1}^{d}
$$

- $\mu_{i}=2 \arctan \left(\omega_{i}\right), \quad 1 \leq i \leq d$


### 63.3.2 1-D Unitary ESPRIT in DFT Beamspace

Reduced dimension processing in beamspace, yielding reduced computational complexity, is an option when one has a priori information on the general angular locations of the incident signals, as in a radar application, for example. In the case of a uniform linear array (ULA), transformation from element space to DFT beamspace may be effected by pre-multiplying the data by those rows of the DFT matrix that form beams encompassing the sector of interest. (Each row of the DFT matrix forms a beam pointed to a different angle.) If there is no a priori information, one may examine the DFT spectrum and apply Unitary ESPRIT in DFT beamspace to a small set of DFT values around each spectral peak above a particular threshold. In a more general setting, Unitary ESPRIT in DFT beamspace can simply beapplied via parallel processing to each of a number of sets of successiveDFT values corresponding to overlapping sectors.

Note, though, that in the development to follow, we will initially employ all $M$ DFT beams for the sake of notational simplicity. Without loss of generality, we consider an omnidirectional ULA. Let $\boldsymbol{W}_{M}^{H} \in \mathbb{C}^{M \times M}$ be the scaled $M$-point DFT matrix with its $M$ rows given by

$$
\boldsymbol{w}_{k}^{H}=e^{\mathrm{j}\left(\frac{M-1}{2}\right) k \frac{2 \pi}{M}}\left[\begin{array}{lllll}
1 & e^{-\mathrm{j} k \frac{2 \pi}{M}} & e^{-\mathrm{j} 2 k \frac{2 \pi}{M}} & \cdots & e^{-\mathrm{j}(M-1) k \frac{2 \pi}{M}} \tag{63.21}
\end{array}\right], \quad 0 \leq k \leq(M-1) .
$$

Notice that $\boldsymbol{W}_{M}$ is left $\boldsymbol{\Pi}$-real or column conjugate symmetric, i.e., $\boldsymbol{\Pi}_{M} \overline{\boldsymbol{W}}_{M}=\boldsymbol{W}_{M}$. Thus, as pointed out for $\boldsymbol{D}$ in Eq. (63.16), the transformed steering matrix of the ULA

$$
\boldsymbol{B}=\boldsymbol{W}_{M}^{H} \boldsymbol{A}=\left[\begin{array}{llll}
\boldsymbol{b}\left(\mu_{1}\right) & \boldsymbol{b}\left(\mu_{2}\right) & \cdots & \boldsymbol{b}\left(\mu_{d}\right) \tag{63.22}
\end{array}\right] \in \mathbb{R}^{M \times d}
$$

is real-valued. It has been shown in [24] that $\boldsymbol{B}$ satisfies a shift invariance property which is similar to Eq. (63.17), namely

$$
\begin{equation*}
\boldsymbol{\Gamma}_{1} \boldsymbol{B} \boldsymbol{\Omega}=\boldsymbol{\Gamma}_{2} \boldsymbol{B}, \quad \text { where } \quad \boldsymbol{\Omega}=\operatorname{diag}\left\{\tan \left(\frac{\mu_{i}}{2}\right)\right\}_{i=1}^{d} . \tag{63.23}
\end{equation*}
$$

Here, the selection matrices $\boldsymbol{\Gamma}_{1}$ and $\boldsymbol{\Gamma}_{2}$ of size $M \times M$ are defined as

$$
\begin{align*}
& \boldsymbol{\Gamma}_{1}=\left[\begin{array}{ccccccc}
1 & \cos \left(\frac{\pi}{M}\right) & 0 & 0 & \cdots & 0 & 0 \\
0 & \cos \left(\frac{\pi}{M}\right) & \cos \left(\frac{2 \pi}{M}\right) & 0 & \cdots & 0 & 0 \\
0 & 0 & \cos \left(\frac{2 \pi}{M}\right) & \cos \left(\frac{3 \pi}{M}\right) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \cos \left((M-2) \frac{\pi}{M}\right) & \cos \left((M-1) \frac{\pi}{M}\right) \\
(-1)^{M} & 0 & 0 & 0 & \cdots & 0 & \cos \left((M-1) \frac{\pi}{M}\right)
\end{array}\right]  \tag{63.24}\\
& \boldsymbol{\Gamma}_{2}=\left[\begin{array}{ccccccc}
0 & \sin \left(\frac{\pi}{M}\right) & 0 & 0 & \cdots & 0 & 0 \\
0 & \sin \left(\frac{\pi}{M}\right) & \sin \left(\frac{2 \pi}{M}\right) & 0 & \cdots & 0 & 0 \\
0 & 0 & \sin \left(\frac{2 \pi}{M}\right) & \sin \left(\frac{3 \pi}{M}\right) & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \sin \left((M-2) \frac{\pi}{M}\right) & \sin \left((M-1) \frac{\pi}{M}\right) \\
0 & 0 & 0 & 0 & \cdots & 0 & \sin \left((M-1) \frac{\pi}{M}\right)
\end{array}\right]
\end{align*}
$$

As an alternative to Eq. (63.14), another real-valued square-root factor of the transformed sample covariance matrix is given by

$$
\begin{equation*}
[\operatorname{Re}\{\boldsymbol{Y}\} \quad \operatorname{Im}\{\boldsymbol{Y}\}] \in \mathbb{R}^{M \times 2 N}, \quad \text { where } \quad \boldsymbol{Y}=\boldsymbol{W}_{M}^{H} \boldsymbol{X} \in \mathbb{C}^{M \times N} \tag{63.26}
\end{equation*}
$$

The matrix $\boldsymbol{Y}$ can efficiently be computed via an FFT, which exploits the Vandermonde form of the rows of the DFT matrix, followed by an appropriate scaling, cf. Eq. (63.21). Let the columns of $\boldsymbol{E}_{s} \in \mathbb{R}^{M \times d}$ contain the $d$ left singular vectors corresponding to the $d$ largest singular values of Eq. (63.26). Asymptotically, the real-valued matrices $\boldsymbol{E}_{s}$ and $\boldsymbol{B}$ span the same $d$-dimensional subspace, i.e., there is a nonsingular matrix $\boldsymbol{T} \in \mathbb{R}^{d \times d}$, such that $\boldsymbol{B} \approx \boldsymbol{E}_{s} \boldsymbol{T}$. Substituting this into Eq. (63.23), yields the real-valued invariance equation

$$
\begin{equation*}
\boldsymbol{\Gamma}_{1} \boldsymbol{E}_{s} \boldsymbol{\Upsilon} \approx \boldsymbol{\Gamma}_{2} \boldsymbol{E}_{s} \in \mathbb{R}^{M \times d}, \quad \text { where } \boldsymbol{\Upsilon}=\boldsymbol{T} \boldsymbol{\Omega} \boldsymbol{T}^{-1} \tag{63.27}
\end{equation*}
$$

Thus, the eigenvalues of the solution $\Upsilon \in \mathbb{R}^{d \times d}$ to the matrix equation above are also given by Eq. (63.20).

It is a crucial observation that one row of thematrix equation (63.23) relates two successive componentsofthetransformed array steeringvectors $\boldsymbol{b}\left(\mu_{i}\right)$, cf. (63.24) and (63.25). Thisinsight enablesusto apply only $B \ll M$ successive rows of $\boldsymbol{W}_{M}^{H}$ (instead of all $M$ rows) to thedata matrix $\boldsymbol{X}$ in Eq. (63.26). To stress the reduced number of rows, we call the resulting beamforming matrix $\boldsymbol{W}_{B}^{H} \in \mathbb{C}^{B \times M}$. The number of its rows, $B$, depends on the width of the sector of interest and may be substantially less than the number of sensors $M$. Thereby, the SVD of Eq. (63.26) and, therefore, also $\boldsymbol{E}_{s} \in \mathbb{R}^{B \times d}$ and the invariance equation (63.27) will have a reduced dimensionality. Employing the appropriate subblocks of $\Gamma_{1}$ and $\Gamma_{2}$ as selection matrices, the algorithm is the same as the one described previously except for its reduced dimensionality. In the sequel, the resulting selection matrices of size $(B-1) \times B$ will be called $\Gamma_{1}^{(B)}$ and $\Gamma_{2}^{(B)}$. The whole algorithm that operatesin a $B$-dimensional DFT beamspace is summarized in Table 63.3.

Consider, for example, a ULA of $M=8$ sensors. The structure of the corresponding selection matrices $\Gamma_{1}$ and $\Gamma_{2}$ is sketched in Fig. 63.3. Here, the symbol $\times$ denotes entries of both selection matrices that might be nonzero, cf. (63.24) and (63.25). If one employed rows 4, 5, and 6 of $\boldsymbol{W}_{8}^{H}$ to form $B=3$ beams in estimating the DOAs of two closely spaced signal arrivals, as in the low-angle

TABLE 63.3 Summary of 1-D Unitary ESPRIT in DFT Beamspace
0 . Transformation to Beamspace: $\quad \boldsymbol{Y}=W_{B}^{H} \boldsymbol{X} \in \mathbb{C}^{B \times N}$

1. Signal Subspace Estimation: Compute $\boldsymbol{E}_{s} \in \mathbb{R}^{B \times d}$ as the $d$ dominant left singular vectors of
$\left[\begin{array}{ll}\operatorname{Re}\{\boldsymbol{Y}\} & \operatorname{Im}\{\boldsymbol{Y}\}\end{array}\right] \in \mathbb{R}^{B \times 2 N}$.
2. Solution of the Invariance Equation: Solve

$$
\underbrace{\boldsymbol{\Gamma}_{1}^{(B)} \boldsymbol{E}_{s}}_{\mathbb{R}^{(B-1) \times d}} \Upsilon \approx \underbrace{\boldsymbol{\Gamma}_{2}^{(B)} \boldsymbol{E}_{s}}_{\mathbb{R}^{(B-1) \times d}}
$$

by means of LS, TLS, or SLS.
3. Spatial Frequency Estimation: Calculate the eigenvalues of the resulting real-valued solution

$$
\boldsymbol{\Upsilon}=\boldsymbol{T} \boldsymbol{\Omega} \boldsymbol{T}^{-1} \in \mathbb{R}^{d \times d} \quad \text { with } \quad \boldsymbol{\Omega}=\operatorname{diag}\left\{\omega_{i}\right\}_{i=1}^{d}
$$

- $\mu_{i}=2 \arctan \left(\omega_{i}\right), \quad 1 \leq i \leq d$


FIGURE 63.3: Structure of the selection matrices $\boldsymbol{\Gamma}_{1}$ and $\boldsymbol{\Gamma}_{2}$ for a ULA of $M=8$ sensors. The symbol $\times$ denotes entries of both selection matrices that might be nonzero. The shaded areas illustrate how to choose the appropriate subblocks of the selection matrices for reduced dimension processing, i.e., how to form $\boldsymbol{\Gamma}_{1}^{(B)}$ and $\boldsymbol{\Gamma}_{2}^{(B)}$, if only $B=3$ successive rows of $\boldsymbol{W}_{8}^{H}$ are applied to the data matrix $\boldsymbol{X}$. Here, the following two examples are used: (a) rows 4, 5, and 6 . (b) rows 8, 1, and 2.
radar tracking scheme described by Zoltowski and Lee[26], the corresponding $2 \times 3$ subblock of the selection matrices $\Gamma_{1}$ and $\Gamma_{2}$ is shaded in Fig. 63.3 (a). ${ }^{5}$ Notice that the first and the last ( $M$ th) row of $\boldsymbol{W}_{M}^{H}$ steer beams that are al so physically adjacent to one another (thewrap-around property of the DFT). If, for example, one employed rows 8,1 , and 2 of $\boldsymbol{W}_{8}^{H}$ to form $B=3$ beams in estimating the DOAs of two closely spaced signal arrivals, the corresponding subblocks of the selection matrices $\Gamma_{1}$ and $\boldsymbol{\Gamma}_{2}$ are shaded in Fig. 63.3 (b). ${ }^{6}$
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### 63.4 UCA-ESPRIT for Circular RingArrays



FIGURE 63.4: Definitions of azimuth ( $-180^{\circ}<\phi_{i} \leq 180^{\circ}$ ) and elevation ( $0^{\circ} \leq \theta_{i} \leq 90^{\circ}$ ). The direction cosines $u_{i}$ and $v_{i}$ are the rectangular coordinates of the projection of the corresponding point on the unit ball onto the equatorial plane.

UCA-ESPRIT $[15,16,17]$ is a 2-D angle estimation algorithm developed for use with uniform circular arrays (UCAs). The algorithm provides automatically paired azimuth and elevation angle estimates of far-field signals incident on the UCA via a closed-form procedure. The rotational symmetry of theUCA makes it desi rable for a variety of applications where oneneeds to discriminate in both azimuth and elevation, as opposed to just conical angle of arrival which is all the ULA can discriminateon. For example, UCAs are commonly employed as part of an anti-jam spatial filter for GPS receivers. Some experimental UCA based systems are described in [4]. The development of a closed-form 2-D angle estimation techniquefor a UCA provides further motivation for the use of a UCA in a given application.

Consider an $M$ element UCA in which the array elements are uniformly distributed over the circumference of a circle of radius $R$. We will assume that the array is located in the $x-y$ plane, with its center at the origin of the coordinate system. The elevation angles $\theta_{i}$ and azimuth angles $\phi_{i}$ of the $d$ impinging sources are defined in Fig. 63.4, as are the direction cosines $u_{i}$ and $v_{i}, 1 \leq i \leq d$. UCA-ESPRIT is premised on phase mode excitation-based beamforming. The maximum phase mode(integer valued) excitable by a given UCA is

$$
K \approx \frac{2 \pi R}{\lambda}
$$

where $\lambda$ is the common (carrier) wavelength of the incident signals. Phase mode excitation-based beamforming requires $M>2 K$ array elements ( $M=2 K+3$ is usually adequate). UCA-ESPRIT can resolve a maximum of $d_{\max }=K-1$ sources. As an example, if the array radiusis $r=\lambda, K=6$ (the largest integer smaller than $2 \pi$ ) and at least $M=15$ array elements are needed. UCA-ESPRIT can resolve five sources in conjunction with this UCA.

UCA-ESPRIT operates in a $K^{\prime}=2 K+1$ dimensional beamspace. It employsa $K^{\prime} \times M$ beamforming matrix to transform from element space to beamspace. After this transformation, the algorithm has the same three basic steps of any ESPRIT-type algorithm: (1) the computation of a basis for the signal subspace, (2) the solution to an (in general) overdetermined system of equations derived from
the matrix of vectors spanning the signal subspace, and (3) the computation of the eigenvalues of the solution to the system of equations formed in Step (2). As illustrated in Fig. 63.6, the $i$ th eigenvalue obtained in the final step is ideally of the form $\xi_{i}=\sin \theta_{i} e^{j \phi_{i}}$, where $\phi_{i}$ and $\theta_{i}$ are the azimuth and elevation angles of the $i$ th source. Notethat

$$
\xi_{i}=\sin \theta_{i} e^{\mathrm{j} \phi_{i}}=u_{i}+\mathrm{j} v_{i}, \quad 1 \leq i \leq d,
$$

where $u_{i}$ and $v_{i}$ are the direction cosines of the $i$ th source relative to the $x$ - and $y$-axis, respectively, as indicated in Fig. 63.4.
Theformulation of UCA-ESPRIT is based on the special structure of the resulting $K^{\prime}$-dimensional beamspace manifold. The following vector and matrix definitions are needed to summarize the algorithm in Table 63.4.

$$
\left.\begin{array}{rl}
\boldsymbol{v}_{k}^{H} & =\frac{1}{M}\left[\begin{array}{lllll}
1 & e^{j k \frac{2 \pi}{M}} & e^{j 2 k \frac{2 \pi}{M}} & \cdots & e^{j(M-1) k \frac{2 \pi}{M}}
\end{array}\right] \\
\boldsymbol{V} & =\sqrt{M}\left[\begin{array}{lllll}
\boldsymbol{v}_{-K} & \cdots & \boldsymbol{v}_{-1} & \boldsymbol{v}_{0} & \boldsymbol{v}_{1}
\end{array} \cdots\right. \\
\boldsymbol{v}_{K}
\end{array}\right] \in \mathbb{C}^{M \times K^{\prime}}
$$

Notethat the columnsof thematrix $\boldsymbol{V}$ consist of theDFT weight vectors $\boldsymbol{v}_{k}$ defined in Eq. (63.28). The beamforming matrix $\boldsymbol{F}_{r}^{H}$ in Eq. (63.29) synthesizes a real-valued beamspace manifold and facilitates signal subspace estimation via a real-valued SVD or eigendecomposition. Recall that the sparse left $\boldsymbol{\Pi}$-real matrix $\boldsymbol{Q}_{K^{\prime}} \in \mathbb{C}^{K^{\prime} \times K^{\prime}}$ hasbeen defined in Eq. (63.13). ThecompleteUCA-ESPRIT algorithm is summarized in Table 63.4.

### 63.4.1 Results of Computer Simulations

Simulations were conducted with a UCA of radius $R=\lambda$, with $K=6$ and $M=19$ (performance close to that reported below can be expected even if $M=15$ elements are employed). The simulation employed two sources with arrival angles given by $\left(\theta_{1}, \phi_{1}\right)=\left(72.73^{\circ}, 90^{\circ}\right)$ and $\left(\theta_{2}, \phi_{2}\right)=\left(50.44^{\circ}, 78^{\circ}\right)$. The sources were highly correlated, with the correlation coefficient referred to the center of the array being $0.9 e^{i \frac{\pi}{4}}$. The signal-to-noise ratio (SNR) was 10 dB (per array element) for each source. The number of snapshots was $N=64$, and arrival angle estimates were obtained for 200 independent trials. Figure 63.5 depicts the results of the simulation. Here, the UCA-ESPRIT eigenvalues $\xi_{i}$ aredenoted by the symbol $\times .{ }^{7}$ Theresults from all 200 trials are superimposed in the figure. The eigenvalues are seen to be clustered around the expected locations (the dashed circles indicate the true elevation angles).

[^57]TABLE 63.4 Summary of UCA-ESPRIT

$$
\begin{aligned}
& \text { 0. Transformation to Beamspace: } \boldsymbol{Y}=\boldsymbol{F}_{r}^{H} \boldsymbol{X} \in \mathbb{C}^{K^{\prime} \times N} \\
& \text { 1. Signal Subspace Estimation: Compute } \boldsymbol{E}_{s} \in \mathbb{R}^{K^{\prime} \times d} \text { as the } d \text { dominant left singular vectors of } \\
& \text { [ } \operatorname{Re}\{\boldsymbol{Y}\} \quad \operatorname{Im}\{\boldsymbol{Y}\}] \in \mathbb{R}^{K^{\prime} \times 2 N} . \\
& \text { 2. Solution of the Invariance Equation: } \\
& \text { • Compute } \boldsymbol{E}_{u}=\boldsymbol{C}_{o} \overline{\boldsymbol{Q}}_{K^{\prime}} \boldsymbol{E}_{s} \text {. Form thematrix } \boldsymbol{E}_{-1} \text { that consists of all but the last two rows of } \boldsymbol{E}_{u} \text {. Similarly } \\
& \text { form the matrix } \boldsymbol{E}_{0} \text { that consists of all but the first and last rows of } \boldsymbol{E}_{u} \text {. } \\
& \text { • Compute } \underline{\boldsymbol{\Psi}} \in \mathbb{C}^{2 d \times d} \text {, the least squares solution to the system } \\
& \qquad \quad\left[\boldsymbol{E}_{-1} \quad \boldsymbol{D} \Pi_{\left(K^{\prime}-2\right)} \overline{\boldsymbol{E}}_{-1}\right] \underline{\boldsymbol{\Psi}}=\boldsymbol{\Gamma} \boldsymbol{E}_{0} \in \mathbb{C}^{\left(K^{\prime}-2\right) \times d} \\
& \text { Recall that the overbar denotes complex conjugation. Form } \boldsymbol{\Psi} \text { by extracting the upper } d \times d \text { block from } \underline{\boldsymbol{\Psi}} \text {. } \\
& \text { Note that } \boldsymbol{\Psi} \text { can be computed efficiently by solving a real-valued system of } 2 d \text { equations (see [17]). } \\
& \text { 3. Spatial Frequency Estimation: Computetheeigenvalues } \xi_{i}, 1 \leq i \leq d \text {, of } \boldsymbol{\Psi} \in \mathbb{C} d \times d \text {. Theestimates of theelevation } \\
& \text { and azimuth angles of the } i \text { th source are } \\
& \qquad \theta_{i}=\text { arcsin }\left(\left|\xi_{i}\right|\right) \quad \text { and } \quad \phi_{i}=\arg \left(\xi_{i}\right), \\
& \text { respectively. If direction cosine estimates are desired, we have } \\
& \text { Again, } \xi_{i} \text { can be efficiently computed via a real-valued EVD (see[17]). }
\end{aligned}
$$

### 63.5 FCA-ESPRIT for Filled Circular Arrays

The use of a circular ring array and the attendant use of UCA-ESPRIT is ideal for applications where the array aperture is not very large as on the top of a mobile communications unit. For much larger array apertures as in phased array surveillance radars, too much of the aperture is devoid of elements so that a lot of the signal energy impinging on the aperture is not intercepted. As an example, each of the four panels comprising either the SPY-1A or SPY-1B radars of the AEGIS series is composed of 4400 identical elements regularly spaced on a flat panel over a circular aperture[19]. The sampling lattice is hexagonal. Recent prototype arrays for satellite-based communications have also employed the filled circular array geometry [2].

This section presents an algorithm similar to UCA-ESPRIT that provides the same closed-form 2-D angle estimation capability for a Filled Circular Array (FCA). Similar to UCA-ESPRIT, the far field pattern arising from the sampled excitation is approximated by the far field pattern arising from the continuous excitation from which the sampled excitation is derived through sampling. (Note, Steinberg [20] shows that the array pattern for a ULA of $N$ elements with interelement spacing $d$ is nearly identical to the far field pattern for a continuous linear aperture of length $(N+1) d$, except near the fringes of the visible region.) That is, it is assumed that the interelement spacings have been chosen so that aliasing effects are negligible as in the generation of phase modes with a single ring array. It can be shown that this is the case for any sampling lattice as long as the inter-sensor spacings is roughly half a wavelength or less on the average and that the sources of interest are at least $20^{\circ}$ in elevation above the plane of the array, i.e., we require that the elevation angle of the $i$ th source satisfies $0 \leq \theta_{i} \leq 70^{\circ}$. In practice, many phased arrays only provide reliable coverage for $0 \leq \theta_{i} \leq 60^{\circ}$ (plus or minus $60^{\circ}$ away from boresite) due to a reduced aperture effect and the fact that the gain of each individual antenna has a significant roll-off at elevation angles near the horizon, i.e., the plane of the array. FCA-ESPRIT has been successfully applied to rectangular, hexagonal, polar raster, and random sampling lattices.

The key to the development of UCA-ESPRIT was phase-mode (DFT) excitation and exploitation of a recurrence relationship that Bessel functions satisfy. In the case of a filled circular array, the same


FIGURE 63.5: Plot of theUCA-ESPRIT eigenvalues $\xi_{1}=\sin \theta_{1} e^{i \phi_{1}}$ and $\xi_{2}=\sin \theta_{2} e^{i \phi_{2}}$ for 200 trials.
type of processing is facilitated by the use of a phase-mode dependent aperture taper derived from an integral relationship that Bessel functions satisfy.

Consider an $M$ element FCA where the array elements are distributed over a circular aperture of radius $R$. We assume that the array is centered at the origin of the coordinate system and contained in the $x-y$ plane. The $i$ th element is located at a radial distance $r_{i}$ from the origin and at an angle $\gamma_{i}$ relativeto the $x$-axismeasured counter-clockwisein the $x-y$ plane. In contrast to aUCA, $0 \leq r_{i} \leq R$, i.e., the elements lie within, rather than on, a circle of radius $R$. The beamforming weight vectors employed in FCA-ESPRIT are

$$
\boldsymbol{w}_{m}=\frac{1}{M}\left[\begin{array}{c}
A_{1}\left(\frac{r_{1}}{R}\right)^{|m|}  \tag{63.30}\\
\vdots \\
A_{i}\left(\frac{r_{i}}{R}\right)^{-j m \gamma_{1}} \\
\vdots \\
A_{M}\left(\frac{r_{M}}{R}\right)^{-j m \gamma_{i}} \\
e^{-j m \gamma_{M}}
\end{array}\right]
$$

where $m$ ranges from $-K$ to $K$ with $K \approx \frac{2 \pi R}{\lambda}$. Here $A_{i}$ is proportional to the area surrounding the $i$ th array element. $A_{i}$ is a constant (and can be omitted) for hexagonal and rectangular lattices and proportional to the radius ( $A_{i}=r_{i}$ ) for a polar raster. The transformation from element space to beamspace is effected through pre-multiplication by the beamforming matrix

$$
\boldsymbol{W}=\sqrt{M}\left[\begin{array}{lllllll}
\boldsymbol{w}_{-K} & \cdots & \boldsymbol{w}_{-1} & \boldsymbol{w}_{0} & \boldsymbol{w}_{1} & \cdots & \boldsymbol{w}_{K} \tag{63.31}
\end{array}\right] \in \mathbb{C}^{M \times K^{\prime}}\left(K^{\prime}=2 K+1\right) .
$$

Thefollowing matrix definitions are needed to summarize FCA-ESPRIT.

$$
\begin{align*}
\boldsymbol{B} & =\boldsymbol{W} \boldsymbol{C} \in \mathbb{C}^{M \times K^{\prime}}  \tag{63.32}\\
\boldsymbol{C} & =\operatorname{diag}\left\{\operatorname{sign}(k) \cdot \mathrm{j}^{k}\right\}_{k=-K}^{K} \in \mathbb{C}^{K^{\prime} \times K^{\prime}}
\end{align*}
$$



FIGURE 63.6: Illustrating the form of signal roots (eigenvalues) obtained with UCA-ESPRIT or FCA-ESPRIT.

$$
\begin{aligned}
\boldsymbol{B}_{r} & =\boldsymbol{B} \boldsymbol{F} \overline{\boldsymbol{Q}}_{K^{\prime}} \in \mathbb{C}^{M \times K^{\prime}} \\
\boldsymbol{F} & =\operatorname{diag}\left(\left[(-1)^{-M-1}, \cdots,(-1)^{-2}, 1,1, \cdots, 1\right]\right) \in \mathbb{R}^{K^{\prime} \times K^{\prime}} \\
\boldsymbol{\Gamma} & =\frac{\lambda}{\pi R} \operatorname{diag}([\overbrace{-M, \cdots,-3,-2}, 0, \overbrace{2, \cdots, M}^{M-1}]) \in \mathbb{R}^{\left(K^{\prime}-2\right) \times\left(K^{\prime}-2\right)} \\
\boldsymbol{C}_{1} & =\operatorname{diag}([\overbrace{1, \cdots, 1}^{M-2},-1,-1, \overbrace{1, \cdots, 1}^{M-1}]) \in \mathbb{R}^{\left(K^{\prime}-2\right) \times\left(K^{\prime}-2\right)}
\end{aligned}
$$

The whole algorithm is summarized in Table 63.5. The beamforming matrix $\boldsymbol{B}_{r}^{H}$ synthesizes a real-valued manifold that facilitates signal subspace estimation via a real-valued SVD or eigenvalue decomposition in the first step. As in UCA-ESPRIT, the eigenvalues of $\Psi$ computed in the final step are asymptotically of the form $\sin \left(\theta_{i}\right) e^{i \phi_{i}}$, where $\theta_{i}$ and $\phi_{i}$ are the elevation and azimuth angles of the $i$ th source, respectively.

### 63.5.1 Computer Simulation

As an example, a simulation involving a random filled array is presented. The element locations are depicted in Fig. 63.7. The outer radius is $R=5 \lambda$ and the average distance between elements is $\lambda / 4$. Two plane waves of equal power were incident upon the array. The Signal to Noise Ratio (SNR) per antenna per signal was 0 dB . One signal arrived at $10^{\circ}$ elevation and $40^{\circ}$ azimuth, while the other arrived at $30^{\circ}$ elevation and $60^{\circ}$ azimuth. Figure 63.8 shows the results of 32 independent trials of FCA-ESPRIT overlaid; each execution of the algorithm (with a different realization of the noise) produced two eigenvalues. The eigenvalues are observed to be clustered around the expected locations (the dashed circles indicate the true elevation angles).

### 63.6 2-D Unitary ESPRIT

For uniform circular arrays and filled circular arrays, UCA-ESPRIT and FCA-ESPRIT provideclosedform, automati cally paired 2-D angleestimatesaslong asthedirection cosinepair of each signal arrival

TABLE 63.5 Summary of FCA-ESPRIT
0. Transformation to Beamspace: $\quad \boldsymbol{Y}=\boldsymbol{B}_{r}^{H} \boldsymbol{X}$

1. Signal Subspace Estimation: Compute $\boldsymbol{E}_{s} \in \mathbb{R}^{K^{\prime} \times d}$ as the $d$ dominant left singular vector of $[\operatorname{Re}\{\boldsymbol{Y}\} \quad \operatorname{Im}\{\boldsymbol{Y}\}] \in \mathbb{R}^{K^{\prime} \times 2 N}$.
2. Solution of the Invariance Equation:

- Compute $\boldsymbol{E}_{u}=\boldsymbol{F} \boldsymbol{Q}_{K^{\prime}} \boldsymbol{E}_{s}$. Form the matrices $\boldsymbol{E}_{-1}, \boldsymbol{E}_{0}$, and $\boldsymbol{E}_{1}$ that consist of all but the last two, first and last, and first two rows, respectively.
- Compute $\underline{\Psi} \in \mathbb{C}^{2 d \times d}$, the least squares solution to the system

$$
\left[\begin{array}{ll}
\boldsymbol{E}_{-1} & \boldsymbol{C}_{1} \boldsymbol{E}_{1}
\end{array}\right] \underline{\boldsymbol{\Psi}}=\boldsymbol{\Gamma} \boldsymbol{E}_{0} \in \mathbb{C}^{\left(K^{\prime}-2\right) \times d}
$$

Form $\boldsymbol{\Psi}$ by extracting the upper $d \times d$ block from $\underline{\boldsymbol{\Psi}}$.
3. Spatial Frequency Estimation: Compute the eigenvalues $\xi_{i}, 1 \leq i \leq d$, of $\Psi \in \mathbb{C}^{d \times d}$. The estimates of the elevation and azimuth angles of the $i$ th source are

$$
\theta_{i}=\arcsin \left(\left|\xi_{i}\right|\right) \quad \text { and } \quad \phi_{i}=\arg \left(\xi_{i}\right)
$$

respectively.


FIGURE 63.7: Random filled array.
is unique. In this section, we develop 2-D Unitary ESPRIT, a closed-form 2-D angleestimation algorithm that achieves automatic pairing in a similar fashion. It is applicable to 2-D centro-symmetric array configurations with a dual invariance structure such as uniform rectangular arrays (URAs). In the derivations of UCA-ESPRIT and FCA-ESPRIT it was necessary to approximate the sampled aperture pattern by the continuous aperture pattern. Such an approximation is not required in the development of 2-D Unitary ESPRIT.

Apart from the 2-D extension presented here, Unitary ESPRIT has also been extended to the $R$-dimensional case to solve the $R$-dimensional harmonic retrieval problem, where $R \geq 3$. $R$-D Unitary ESPRIT is a closed-form algorithm to estimate several undamped $R$-dimensional modes (or frequencies) along with their correct pairing. In [6], automatic pairing of the $R$-dimensional frequency estimates is achieved through a new simultaneous Schur decomposition of $R$ real-valued, non-symmetric matrices that reveals their "average eigenstructure". Like its 1-D and 2-D counterparts, $R$-D Unitary ESPRIT inherently includes forward-backward averaging and is efficiently formulated in terms of real-valued computations throughout. In the array processing context, a three-dimensional extension of Unitary ESPRIT can be used to estimate the 2-D arrival angles and carrier frequencies of several impinging wavefronts simultaneously.


FIGURE 63.8: Plot of the FCA-ESPRIT eigenvalues from 32 independent trials.

### 63.6.1 2-D Array Geometry

Consider a 2-D centro-symmetric sensor array of $M$ elements lying in the $x-y$ plane (Fig. 63.4). Assume that the array also exhibits a dual invariance, i.e., two identical subarrays of $m_{x}$ elements are displaced by $\Delta_{x}$ along the $x$-axis, and another pair of identical subarrays, consisting of $m_{y}$ elements each, is displaced by $\Delta_{y}$ along the $y$-axis. Notice that the four subarrays can overlap and $m_{x}$ is not required to equal $m_{y}$. Such array configurations includeuniform rectangular arrays (URAs), uniform rectangular frame arrays (URFAs), i.e., URAs without some of their center elements, and cross arrays consisting of two orthogonal linear arrays with a common phase center as shown in Fig. 63.9. ${ }^{8}$


FIGURE 63.9: Centro-symmetric array configurations with a dual invariance structure: (a) URA with $M=12, m_{x}=9, m_{y}=8$. (b) URFA with $M=12, m_{x}=m_{y}=6$. (c) Cross array with $M=10, m_{x}=3, m_{y}=5$. (d) $M=12, m_{x}=m_{y}=7$.

Incident on the array are $d$ narrowband planar wavefronts with wavelength $\lambda$, azimuth $\phi_{i}$, and elevation $\theta_{i}, 1 \leq i \leq d$. Let

$$
u_{i}=\cos \phi_{i} \sin \theta_{i} \quad \text { and } \quad v_{i}=\sin \phi_{i} \sin \theta_{i}, \quad 1 \leq i \leq d,
$$

denote the direction cosines of the $i$ th source relative to the $x$ - and $y$-axes, respectively. These definitions areillustrated in Fig. 63.4. Thefact that $\xi_{i}=u_{i}+\mathrm{j} v_{i}=\sin \theta_{i} e^{i \phi_{i}}$ yields a simpleformula

[^58]

FIGURE 63.10: Subarray selection for a URA of $M=4.4=16$ sensor elements(maximum overlap in both directions: $m_{x}=m_{y}=12$ ).
to determineazimuth $\phi_{i}$ and elevation $\theta_{i}$ from thecorresponding direction $\operatorname{cosines} u_{i}$ and $v_{i}$, namely

$$
\begin{equation*}
\phi_{i}=\arg \left(\xi_{i}\right) \quad \text { and } \quad \theta_{i}=\arcsin \left(\left|\xi_{i}\right|\right), \quad \text { with } \quad \xi_{i}=u_{i}+\mathrm{j} v_{i}, \quad 1 \leq i \leq d \tag{63.33}
\end{equation*}
$$

Similar to the1-D case, the data matrix $\boldsymbol{X}$ is an $M \times N$ matrix composed of $N$ snapshots $\boldsymbol{x}\left(t_{n}\right), 1 \leq$ $n \leq N$, of data as columns. Referring to Fig. 63.10 for a URA of $M=4 \times 4=16$ sensors as an illustrative example, the antenna element outputs are stacked columnwise. Specifically, the first element of $\boldsymbol{x}\left(t_{n}\right)$ is the output of the antenna in the upper left corner. Then sequentially progress downwardsalong thepositive $x$-axissuch that thefourth element of $\boldsymbol{x}\left(t_{n}\right)$ istheoutput of theantenna in the bottom left corner. The fifth element of $\boldsymbol{x}\left(t_{n}\right)$ is the output of the antenna at the top of the second column; the eighth element of $\boldsymbol{x}\left(t_{n}\right)$ is the output of the antenna at the bottom of the second column, etc. This forms a $16 \times 1$ vector at each sampling instant $t_{n}$.

Similar to the 1-D case, the array measurements may be expressed as $\boldsymbol{x}(t)=\boldsymbol{A} \boldsymbol{s}(t)+\boldsymbol{n}(t) \in \mathbb{C}^{M}$. Due to the centro-symmetry of the array, the steering matrix $A \in \mathbb{C}^{M \times d}$ satisfies Eq. (63.12). The goal is to construct two pairs of selection matrices that are centro-symmetric with respect to each other, i.e.,

$$
\begin{equation*}
\boldsymbol{J}_{\mu 2}=\boldsymbol{\Pi}_{m_{x}} \boldsymbol{J}_{\mu 1} \boldsymbol{\Pi}_{M} \quad \text { and } \quad \boldsymbol{J}_{v 2}=\boldsymbol{\Pi}_{m_{y}} \boldsymbol{J}_{v 1} \boldsymbol{\Pi}_{M}, \tag{63.34}
\end{equation*}
$$

and cause the array steering matrix $\boldsymbol{A}$ to satisfy the following two invariance properties,

$$
\begin{equation*}
\boldsymbol{J}_{\mu 1} \boldsymbol{A} \boldsymbol{\Phi}_{\mu}=\boldsymbol{J}_{\mu 2} \boldsymbol{A} \quad \text { and } \quad \boldsymbol{J}_{v 1} \boldsymbol{A} \boldsymbol{\Phi}_{v}=\boldsymbol{J}_{v 2} \boldsymbol{A}, \tag{63.35}
\end{equation*}
$$

where the diagonal matrices

$$
\begin{equation*}
\boldsymbol{\Phi}_{\mu}=\operatorname{diag}\left\{e^{\mathrm{j} \mu_{i}}\right\}_{i=1}^{d} \quad \text { and } \quad \boldsymbol{\Phi}_{v}=\operatorname{diag}\left\{e^{\mathrm{j} \nu_{i}}\right\}_{i=1}^{d} \tag{63.36}
\end{equation*}
$$

are unitary and contain the desired 2-D angle information. Here $\mu_{i}=\frac{2 \pi}{\lambda} \Delta_{x} u_{i}$ and $v_{i}=\frac{2 \pi}{\lambda} \Delta_{y} v_{i}$ are the spatial frequencies in $x$ - and $y$-direction, respectively.

Figure 63.10 visualizes a possible choice of the selection matrices for a URA of $M=4 \times 4=16$ sensor elements. Given the stacking procedure described above and the 1-D selection matrices for a ULA of 4 elements

$$
\boldsymbol{J}_{1}^{(4)}=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right] \quad \text { and } \quad \boldsymbol{J}_{2}^{(4)}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

$$
\boldsymbol{J}_{\mu 1}=\boldsymbol{I}_{M_{y}} \otimes \boldsymbol{J}_{1}^{\left(M_{x}\right)}=\left[\begin{array}{cccccccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right] \in \mathbb{R}^{12 \times 16}
$$

$$
\boldsymbol{J}_{\mu 2}=\boldsymbol{I}_{M_{y}} \otimes \boldsymbol{J}_{2}^{\left(M_{x}\right)}=\left[\begin{array}{cccccccccccccccc}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \in \mathbb{R}^{12 \times 16}
$$

$$
\boldsymbol{J}_{\nu 1}=\boldsymbol{J}_{1}^{\left(M_{y}\right)} \otimes \boldsymbol{I}_{M_{x}}=\left[\begin{array}{llllllllllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right] \in \mathbb{R}^{12 \times 16}
$$

$$
\boldsymbol{J}_{v 2}=\boldsymbol{J}_{2}^{\left(M_{y}\right)} \otimes \boldsymbol{I}_{M_{x}}=\left[\begin{array}{cccccccccccccccc}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \in \mathbb{R}^{12 \times 16},
$$

where $M_{x}=M_{y}=4$. Notice, however, that it is not required to compute all four selection matrices explicitly, since they are related via Eq. (63.34). In fact, to be able to compute the four transformed selection matrices for 2-D Unitary ESPRIT, it is sufficient to specify $\boldsymbol{J}_{\mu 2}$ and $\boldsymbol{J}_{\nu 2}$, cf. (63.38) and (63.39).

### 63.6.2 2-D Unitary ESPRIT in Element Space

Similar to Eq. (63.16) in the 1-D case, let us define the transformed 2-D array steering matrix as $\boldsymbol{D}=\boldsymbol{Q}_{M}^{H} \boldsymbol{A}$. Based on the two invariance properties of the 2-D array steering matrix $\boldsymbol{A}$ in Eq. (63.35), it is a straightforward 2-D extension of the derivation of 1-D Unitary ESPRIT to show that the transformed array steering matrix $\boldsymbol{D}$ satisfies

$$
\begin{equation*}
\boldsymbol{K}_{\mu 1} \boldsymbol{D} \cdot \boldsymbol{\Omega}_{\mu}=\boldsymbol{K}_{\mu 2} \boldsymbol{D} \quad \text { and } \quad \boldsymbol{K}_{v 1} \boldsymbol{D} \cdot \boldsymbol{\Omega}_{v}=\boldsymbol{K}_{v 2} \boldsymbol{D} \tag{63.37}
\end{equation*}
$$

where the two pairs of transformed selection matrices are defined as

$$
\begin{align*}
\boldsymbol{K}_{\mu 1}=2 \cdot \operatorname{Re}\left\{\boldsymbol{Q}_{m_{x}}^{H} \boldsymbol{J}_{\mu 2} \boldsymbol{Q}_{M}\right\} & \boldsymbol{K}_{\mu 2}=2 \cdot \operatorname{Im}\left\{\boldsymbol{Q}_{m_{x}}^{H} \boldsymbol{J}_{\mu 2} \boldsymbol{Q}_{M}\right\}  \tag{63.38}\\
\boldsymbol{K}_{v 1}=2 \cdot \operatorname{Re}\left\{\boldsymbol{Q}_{m_{y}}^{H} \boldsymbol{J}_{v 2} \boldsymbol{Q}_{M}\right\} & \boldsymbol{K}_{v 2}=2 \cdot \operatorname{Im}\left\{\boldsymbol{Q}_{m_{y}}^{H} \boldsymbol{J}_{\nu 2} \boldsymbol{Q}_{M}\right\} \tag{63.39}
\end{align*}
$$

and the real-valued diagonal matrices

$$
\begin{equation*}
\boldsymbol{\Omega}_{\mu}=\operatorname{diag}\left\{\tan \left(\frac{\mu_{i}}{2}\right)\right\}_{i=1}^{d} \quad \text { and } \quad \boldsymbol{\Omega}_{v}=\operatorname{diag}\left\{\tan \left(\frac{v_{i}}{2}\right)\right\}_{i=1}^{d} \tag{63.40}
\end{equation*}
$$

contain the desired (spatial) frequency information.
Given the noise-corrupted data matrix $\boldsymbol{X}$, a real-valued matrix $\boldsymbol{E}_{s}$, spanning the dominant subspace of $\mathcal{T}(\boldsymbol{X})$, is obtained as described in Section 63.3 .1 for the 1-D case. Asymptotically or without additivenoise, $\boldsymbol{E}_{s}$ and $\boldsymbol{D}$ span the same $d$-dimensional subspace, i.e., there is a nonsingular matrix $\boldsymbol{T}$ of size $d \times d$ such that $\boldsymbol{D} \approx \boldsymbol{E}_{s} \boldsymbol{T}$. Substitutingthisrelationship into Eq. (63.37) yields two real-valued invariance equations

$$
\begin{equation*}
\boldsymbol{K}_{\mu 1} \boldsymbol{E}_{s} \Upsilon_{\mu} \approx \boldsymbol{K}_{\mu 2} \boldsymbol{E}_{s} \in \mathbb{R}^{m_{x} \times d} \quad \text { and } \quad \boldsymbol{K}_{v 1} \boldsymbol{E}_{s} \Upsilon_{v} \approx \boldsymbol{K}_{v 2} \boldsymbol{E}_{s} \in \mathbb{R}^{m_{y} \times d} \tag{63.41}
\end{equation*}
$$

where $\boldsymbol{\Upsilon}_{\mu}=\boldsymbol{T} \boldsymbol{\Omega}_{\mu} \boldsymbol{T}^{-1} \in \mathbb{R}^{d \times d}$ and $\boldsymbol{\Upsilon}_{\nu}=\boldsymbol{T} \boldsymbol{\Omega}_{v} \boldsymbol{T}^{-1} \in \mathbb{R}^{d \times d}$. Thus, $\boldsymbol{\Upsilon}_{\mu}$ and $\boldsymbol{\Upsilon}_{\nu}$ are related with the diagonal matrices $\boldsymbol{\Omega}_{\mu}$ and $\boldsymbol{\Omega}_{v}$ via eigenvalue preserving similarity transformations. M oreover, the real-valued matrices $\boldsymbol{\Upsilon}_{\mu}$ and $\boldsymbol{\Upsilon}_{\nu}$ share the same set of eigenvectors. As in the 1-D case, the two real-valued invariance equations (63.41) can be solved independently via LS, TLS, or SLS [9]. As an alternative, they may be solved jointly via 2-D SLS, which is a 2-D extension of structured least squares (SLS) [8].

### 63.6.3 Automatic Pairing of the 2-D Frequency Estimates

Asymptotically or without additive noise, the real-valued eigenvalues of the solutions $\Upsilon_{\mu} \in \mathbb{R}^{d \times d}$ and $\boldsymbol{\Upsilon}_{v} \in \mathbb{R}^{d \times d}$ to theinvarianceequations abovearegiven by $\tan \left(\mu_{i} / 2\right)$ and $\tan \left(v_{i} / 2\right)$, respectively. If theseseigenvalues were calculated independently, it would bequitedifficult to pair the resultingtwo distinct sets of frequency estimates. Notice that one can choose a real-valued eigenvector matrix $\boldsymbol{T}$ such that all matrices that appear in the spectral decompositions of $\boldsymbol{\Upsilon}_{\mu}=\boldsymbol{T} \boldsymbol{\Omega}_{\mu} \boldsymbol{T}^{-1}$ and $\boldsymbol{\Upsilon}_{\nu}=$ $\boldsymbol{T} \boldsymbol{\Omega}_{\nu} \boldsymbol{T}^{-1}$ are real-valued. Moreover, the subspace spanned by the columns of $\boldsymbol{T} \in \mathbb{R}^{d \times d}$ is unique. These observations are critical to achieve automatic pairing of the spatial frequencies $\mu_{i}$ and $v_{i}$, $1 \leq i \leq d$.
With additive noise and a finite number of snapshots $N$, however, the real-valued matrices $\Upsilon_{\mu}$ and $\Upsilon_{\nu}$ do not exactly share the same set of eigenvectors. To determine an approximation of the set of common eigenvectors from one of these matrices is, obviously, not the best solution, since this strategy would rely on an arbitrary choice and would also discard information contained in the other matrix. M oreover, $\Upsilon_{\mu}$ and $\mathbf{\Upsilon}_{\nu}$ might have some degenerate (multiple) eigenvalues, while both of them havewell determined common eigenvectors $\boldsymbol{T}$ (for $N \rightarrow \infty$ or $\sigma_{N}^{2} \rightarrow 0$ ). 2-D Unitary ESPRIT circumvents thesedifficulties and achieves automatic pairing of the spatial frequency estimates $\mu_{i}$ and $\nu_{i}$ by computing the eigenvalues of the "complexified" matrix $\mathbf{\Upsilon}_{\mu}+\mathrm{j} \mathbf{\Upsilon}_{\nu}$ since this complex-valued matrix may be spectrally decomposed as

$$
\begin{equation*}
\boldsymbol{\Upsilon}_{\mu}+\mathrm{j} \boldsymbol{\Upsilon}_{\nu}=\boldsymbol{T}\left(\boldsymbol{\Omega}_{\mu}+\mathrm{j} \boldsymbol{\Omega}_{\nu}\right) \boldsymbol{T}^{-1} . \tag{63.42}
\end{equation*}
$$

Here, automatically paired estimates of $\boldsymbol{\Omega}_{\mu}$ and $\boldsymbol{\Omega}_{\nu}$ in Eq. (63.40) are given by the real and imaginary parts of the complex eigenvalues of $\mathbf{\Upsilon}_{\mu}+\mathrm{j} \mathbf{\Upsilon}_{\nu}$. The maximum number of sources 2-D Unitary ESPRIT can handleistheminimum of $m_{x}$ and $m_{y}$, assuming that at least $d / 2$ snapshots are avail able. If only a single snapshot is available (or more than two sources are highly correlated), one can extract $d / 2$ or more identical subarrays out of the overall array to get the effect of multiple snapshots (spatial smoothing), thereby decreasing the maximum number of sources that can be handled. A brief summary of the described element space implementation of 2-D Unitary ESPRIT is given in Table 63.6.

TABLE 63.6 Summary of 2-D Unitary ESPRIT in Element Space

1. Signal Subspace Estimation: Compute $\boldsymbol{E}_{s} \in \mathbb{R}^{M \times d}$ as the $d$ dominant left singular vectors of $\mathcal{T}(\boldsymbol{X}) \in \mathbb{R}^{M \times 2 N}$.
2. Solution of the Invariance Equations: Solve

$$
\underbrace{\boldsymbol{K}_{\mu 1} \boldsymbol{E}_{s}}_{\mathbb{R}^{m_{x} \times d}} \boldsymbol{\Upsilon}_{\mu} \approx \underbrace{\boldsymbol{K}_{\mu 2} \boldsymbol{E}_{s}}_{\mathbb{R}^{m_{x} \times d}} \text { and } \underbrace{\boldsymbol{K}_{\nu 1} \boldsymbol{E}_{s}}_{\mathbb{R}^{m_{y} \times d}} \boldsymbol{\Upsilon}_{v} \approx \underbrace{\boldsymbol{K}_{v 2} \boldsymbol{E}_{s}}_{\mathbb{R}^{m_{y} \times d}}
$$

by means of LS, TLS, SLS, or 2-D SLS.
3. Spatial Frequency Estimation: Calculate the eigenvalues of the complex-valued $d \times d$ matrix

$$
\mathbf{\Upsilon}_{\mu}+\mathbf{j} \mathbf{\Upsilon}_{v}=\boldsymbol{T} \boldsymbol{\Lambda} \boldsymbol{T}^{-1} \quad \text { with } \quad \boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{i}\right\}_{i=1}^{d}
$$

- $\mu_{i}=2 \arctan \left(\operatorname{Re}\left\{\lambda_{i}\right\}\right), \quad 1 \leq i \leq d$
- $v_{i}=2 \arctan \left(\operatorname{lm}\left\{\lambda_{i}\right\}\right), \quad 1 \leq i \leq d$

It is instructive to examine a very simple numerical example. Consider a uniform rectangular array (URA) of $M=2 \times 2=4$ sensor elements, i.e., $M_{x}=M_{y}=2$. Effecting maximum overlap, we have $m_{x}=m_{y}=2$. For the sake of simplicity, assume that the true covariance matrix of the
noise-corrupted measurements

$$
\boldsymbol{R}_{x x}=\mathrm{E}\left\{\boldsymbol{x}(t) \boldsymbol{x}^{H}(t)\right\}=\boldsymbol{A} \boldsymbol{R}_{s s} \boldsymbol{A}^{H}+\sigma_{N}^{2} \boldsymbol{I}_{4}=\left[\begin{array}{cccc}
3 & 0 & 1-\mathrm{j} & -1+\mathrm{j} \\
0 & 3 & 1-\mathrm{j} & 1-\mathrm{j} \\
1+\mathrm{j} & 1+\mathrm{j} & 3 & 0 \\
-1-\mathrm{j} & 1+\mathrm{j} & 0 & 3
\end{array}\right]
$$

is known. Here, $\boldsymbol{R}_{s s}=\mathrm{E}\left\{\boldsymbol{s}(t) \boldsymbol{s}^{H}(t)\right\} \in \mathbb{C}^{d \times d}$ denotes the unknown signal covariance matrix. Furthermore, the measurement vector $\boldsymbol{x}(t)$ is defined as

$$
\boldsymbol{x}(t)=\left[\begin{array}{llll}
x_{11}(t) & x_{12}(t) & x_{21}(t) & x_{22}(t) \tag{63.43}
\end{array}\right]^{T} .
$$

In this example, wehaveto use a covarianceapproach instead of the direct data approach summarized in Table 63.6, since the array measurements $\boldsymbol{x}(t)$ themselves are not known. To this end, we will computetheeigendecomposition of thereal part of thetransformed covariancematrix as, for instance, discussed in [25]. According to Eq. (63.13), theleft $\boldsymbol{\Pi}$-real transformation matrices $Q_{M}$ and $\boldsymbol{Q}_{m_{x}}=$ $\boldsymbol{Q}_{m_{y}}$ take the form

$$
\boldsymbol{Q}_{4}=\frac{1}{\sqrt{2}}\left[\begin{array}{rrrr}
1 & 0 & \mathrm{j} & 0 \\
0 & 1 & 0 & \mathrm{j} \\
0 & 1 & 0 & -\mathrm{j} \\
1 & 0 & -\mathrm{j} & 0
\end{array}\right] \quad \text { and } \quad \boldsymbol{Q}_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{rr}
1 & \mathrm{j} \\
1 & -\mathrm{j}
\end{array}\right],
$$

respectively. Therefore, we have

$$
\boldsymbol{R}_{Q}=\operatorname{Re}\left\{\boldsymbol{Q}_{4}^{H} \boldsymbol{R}_{x x} \boldsymbol{Q}_{4}\right\}=\boldsymbol{Q}_{4}^{H} \boldsymbol{R}_{x x} \boldsymbol{Q}_{4}=\left[\begin{array}{rrrr}
2 & 1 & 1 & -1  \tag{63.44}\\
1 & 4 & -1 & -1 \\
1 & -1 & 4 & -1 \\
-1 & -1 & -1 & 2
\end{array}\right] .
$$

The eigenvalues of $\boldsymbol{R}_{Q}$ are given by $\varrho_{1}=5, \varrho_{2}=5, \varrho_{3}=1$, and $\varrho_{4}=1$. Clearly, $\varrho_{1}$ and $\varrho_{2}$ are the dominant eigenvalues, and the variance of the additive noise is identified as $\sigma_{N}^{2}=\varrho_{3}=\varrho_{4}=1$. Therefore, there are $d=2$ impinging wavefronts. The columns of

$$
\boldsymbol{E}_{s}=\left[\begin{array}{rr}
1 & 0 \\
1 & 1 \\
1 & -1 \\
-1 & 0
\end{array}\right]
$$

contain eigenvectors of $\boldsymbol{R}_{Q}$ corresponding to the $d=2$ largest eigenvalues $\varrho_{1}$ and $\varrho_{2}$. The four selection matrices

$$
\begin{aligned}
\boldsymbol{J}_{\mu 1} & =\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right], \boldsymbol{J}_{\mu 2}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], \\
\boldsymbol{J}_{\nu 1} & =\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right], \quad \boldsymbol{J}_{\nu 2}=\left[\begin{array}{llll}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
\end{aligned}
$$

are constructed in accordance with Eq. (63.43), cf. Fig. 63.10, yielding

$$
\begin{aligned}
\boldsymbol{K}_{\mu 1}=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{array}\right], & \boldsymbol{K}_{\mu 2}=\left[\begin{array}{rrrr}
0 & 0 & -1 & 1 \\
1 & -1 & 0 & 0
\end{array}\right], \\
\boldsymbol{K}_{v 1}=\left[\begin{array}{rrrr}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & -1
\end{array}\right], & \boldsymbol{K}_{v 2}=\left[\begin{array}{rrrr}
0 & 0 & -1 & -1 \\
1 & -1 & 0 & 0
\end{array}\right],
\end{aligned}
$$

according to Eq. (63.38) and Eq. (63.39). With these definitions, the invariance equations (63.41) turn out to be

$$
\left[\begin{array}{rr}
2 & 1 \\
0 & -1
\end{array}\right] \mathbf{\Upsilon}_{\mu} \approx\left[\begin{array}{rr}
-2 & 1 \\
0 & -1
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{rr}
2 & 1 \\
2 & -1
\end{array}\right] \mathbf{\Upsilon}_{\nu} \approx\left[\begin{array}{rr}
0 & 1 \\
0 & -1
\end{array}\right] .
$$

Solving these matrix equations, we get

$$
\mathbf{\Upsilon}_{\mu}=\left[\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right] \quad \text { and } \quad \mathbf{\Upsilon}_{\nu}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] .
$$

Finally, the eigenvalues of the "complexified" $2 \times 2$ matrix $\mathbf{\Upsilon}_{\mu}+\mathrm{j} \mathbf{\Upsilon}_{\nu}$ are observed to be $\lambda_{1}=-1$ and $\lambda_{2}=1+\mathrm{j}$, corresponding to the spatial frequencies

$$
\mu_{1}=-\frac{\pi}{2}, \quad \nu_{1}=0 \quad \text { and } \quad \mu_{2}=\frac{\pi}{2}, \quad \nu_{2}=\frac{\pi}{2} .
$$

If weassumethat $\Delta_{x}=\Delta_{y}=\lambda / 2$, the direction cosines aregiven by $u_{i}=\mu_{i} / \pi$ and $v_{i}=v_{i} / \pi, i=$ 1, 2. According to Eq. (63.33), the corresponding azimuth and elevation angles can be calculated as

$$
\phi_{1}=180^{\circ}, \quad \theta_{1}=30^{\circ}, \quad \text { and } \quad \phi_{2}=45^{\circ}, \quad \theta_{2}=45^{\circ} .
$$

### 63.6.4 2-D Unitary ESPRIT in DFT Beamspace

Here, we will restrict the presentation of 2-D Unitary ESPRIT in DFT beamspaceto uniform rectangular arrays (URAs) of $M=M_{x} \cdot M_{y}$ identical sensors, cf. Fig. 63.10. ${ }^{9}$ Without loss of generality, assume that the $M$ sensors are omnidirectional and that the centroid of the URA is chosen as the phase reference.

Let usform $B_{x}$ out of $M_{x}$ beams in $x$-direction and $B_{y}$ out of $M_{y}$ beams in $y$-direction, yielding a total of $B=B_{x} \cdot B_{y}$ beams. Then the corresponding scaled DFT-matrices $W_{B_{x}}^{H} \in \mathbb{C}^{B_{x} \times M_{x}}$ and $\boldsymbol{W}_{B_{y}}^{H} \in \mathbb{C}^{B_{y} \times M_{y}}$ are formed as discussed in Section 63.3.2. Now, viewing the array output at a given snapshot as an $M_{x} \times M_{y}$ matrix, premultiplythismatrix by $\boldsymbol{W}_{B_{x}}^{H}$ and postmultiply it by $\overline{\boldsymbol{W}}_{B_{y}} .{ }^{10}$ Then apply the vec $\{\cdot\}$-operator, and place the resulting $B \times 1$ vector ( $B=B_{x} \cdot B_{y}$ ) as a column of a matrix $\boldsymbol{Y} \in \mathbb{C}^{B \times N}$. The vec $\{\cdot\}$-operator maps a $B_{x} \times B_{y}$ matrix to a $B \times 1$ vector by stacking the columns of the matrix. Note that if $\boldsymbol{X}$ denotes the $M \times N$ complex-valued element space data matrix, it is easy to show that the relationship between $\boldsymbol{Y}$ and $\boldsymbol{X}$ may be expressed as $\boldsymbol{Y}=\left(\boldsymbol{W}_{B_{y}}^{H} \otimes \boldsymbol{W}_{B_{x}}^{H}\right) \boldsymbol{X}$ [24]. Here, the symbol $\otimes$ denotes the Kronecker matrix product [5].

Let the columns of $\boldsymbol{E}_{s} \in \mathbb{R}^{B \times d}$ contain the $d$ left singular vectors of

$$
\begin{equation*}
[\operatorname{Re}\{\boldsymbol{Y}\} \quad \operatorname{Im}\{\boldsymbol{Y}\}] \in \mathbb{R}^{B \times 2 N} \tag{63.45}
\end{equation*}
$$

corresponding to its $d$ largest singular values. To set up two invarianceequationssimilar to Eq. (63.41), but with a reduced dimensionality, let us define the selection matrices

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\mu 1}=\boldsymbol{I}_{B_{y}} \otimes \boldsymbol{\Gamma}_{1}^{\left(B_{x}\right)} \quad \text { and } \quad \boldsymbol{\Gamma}_{\mu 2}=\boldsymbol{I}_{B_{y}} \otimes \boldsymbol{\Gamma}_{2}^{\left(B_{x}\right)} \tag{63.46}
\end{equation*}
$$

[^59]of size $b_{x} \times B$ for the $x$-direction $\left(b_{x}=\left(B_{x}-1\right) \cdot B_{y}\right)$ and
\[

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\nu 1}=\boldsymbol{\Gamma}_{1}^{\left(B_{y}\right)} \otimes \boldsymbol{I}_{B_{x}} \quad \text { and } \quad \boldsymbol{\Gamma}_{\nu 2}=\boldsymbol{\Gamma}_{2}^{\left(B_{y}\right)} \otimes \boldsymbol{I}_{B_{x}} \tag{63.47}
\end{equation*}
$$

\]

of size $b_{y} \times B$ for the $y$-direction ( $b_{y}=B_{x} \cdot\left(B_{y}-1\right)$ ). Then $\Upsilon_{\mu} \in \mathbb{R}^{d \times d}$ and $\Upsilon_{\nu} \in \mathbb{R}^{d \times d}$ can be calculated as the LS, TLS, SLS, or 2-D SLS solution of

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\mu 1} \boldsymbol{E}_{s} \Upsilon_{\mu} \approx \boldsymbol{\Gamma}_{\mu 2} \boldsymbol{E}_{s} \in \mathbb{R}^{b_{x} \times d} \quad \text { and } \quad \boldsymbol{\Gamma}_{\nu 1} \boldsymbol{E}_{s} \Upsilon_{v} \approx \boldsymbol{\Gamma}_{\nu 2} \boldsymbol{E}_{s} \in \mathbb{R}^{b_{y} \times d} \tag{63.48}
\end{equation*}
$$

respectively. Finally, the desired automatically paired spatial frequency estimates $\mu_{i}$ and $v_{i}, 1 \leq i \leq$ $d$, are obtained from the real and imaginary part of the eigenvalues of the "complexified" matrix $\boldsymbol{\Upsilon}_{\mu}+\mathrm{j} \mathbf{\Upsilon}_{\nu}$ as discussed in Section 63.6.2. Here, the maximum number of sources we can handle is given by the minimum of $b_{x}$ and $b_{y}$, assuming that at least $d / 2$ snapshots are available. A summary of 2-D Unitary ESPRIT in DFT beamspace is presented in Table 63.7.

TABLE 63.7 Summary of 2-D Unitary ESPRIT in DFT Beamspace
0. Transformation to Beamspace: Computea2-D DFT (with appropriatescaling) of the $M_{x} \times M_{y}$ matrix of array outputs at each snapshot, apply thevec $\{\cdot\}$-operator, and place the result as a column of $\boldsymbol{Y} \quad \Longrightarrow \quad \boldsymbol{Y}=\left(\boldsymbol{W}_{B_{y}}^{H} \otimes \boldsymbol{W}_{B_{x}}^{H}\right) \boldsymbol{X} \in$ $\mathbb{C}^{B \times N}\left(B=B_{x} \cdot B_{y}\right)$.

1. Signal Subspace Estimation: Compute $\boldsymbol{E}_{s} \in \mathbb{R}^{B \times d}$ as the $d$ dominant left singular vectors of
$\left[\begin{array}{ll}\operatorname{Re}\{\boldsymbol{Y}\} & \operatorname{Im}\{\boldsymbol{Y}\}\end{array}\right] \in \mathbb{R}^{B \times 2 N}$.
2. Solution of the Invariance Equations: Solve

$$
\underbrace{\boldsymbol{\Gamma}_{\mu 1} \boldsymbol{E}_{s} \boldsymbol{\Upsilon}_{\mu}}_{\begin{array}{c}
\mathbb{R}^{b_{x} \times d} \\
b_{x}=\left(B_{x}-1\right) \cdot B_{y}
\end{array}} \approx \underbrace{\boldsymbol{b}_{y} \times d}_{\begin{array}{c}
\mathbb{R}^{b_{x} \times d}
\end{array} \boldsymbol{\Gamma}_{\mathbb{R}_{2} \boldsymbol{E}_{s}}} \begin{aligned}
& b_{y}=B_{x} \cdot\left(\begin{array}{c}
\left.\mathbb{R}_{y}-1\right)
\end{array}\right. \\
& \boldsymbol{R}_{\nu 1} \times d
\end{aligned}
$$

by means of LS, TLS, SLS, or 2-D SLS.
3. Spatial Frequency Estimation: Calculate the eigenvalues of the complex-valued $d \times d$ matrix

$$
\mathbf{\Upsilon}_{\mu}+\mathrm{j} \mathbf{\Upsilon}_{\nu}=\boldsymbol{T} \boldsymbol{\Lambda} \boldsymbol{T}^{-1} \quad \text { with } \quad \boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{i}\right\}_{i=1}^{d}
$$

- $\mu_{i}=2 \arctan \left(\operatorname{Re}\left\{\lambda_{i}\right\}\right), \quad 1 \leq i \leq d$
- $\nu_{i}=2 \arctan \left(\operatorname{Im}\left\{\lambda_{i}\right\}\right), \quad 1 \leq i \leq d$


### 63.6.5 Simulation Results

Simulations were conducted employing a URA of $8 \times 8$ elements, i.e., $M_{x}=M_{y}=8$, with $\Delta_{x}=$ $\Delta_{y}=\lambda / 2$. The source scenario consisted of $d=3$ equi-powered, uncorrelated sources located at $\left(u_{1}, v_{1}\right)=(0,0),\left(u_{2}, v_{2}\right)=(1 / 8,0)$, and $\left(u_{3}, v_{3}\right)=(0,1 / 8)$, where $u_{i}$ and $v_{i}$ are the direction cosines of the $i$ th source relative to the $x$ - and $y$-axes, respectively. Notice that sources 1 and 2 have the same $v$-coordinates, while sources 2 and 3 have the same $u$-coordinates. A given trial run at a given SNR level (per source per element) involved $N=64$ snapshots. The noise was i.i.d. from element to element and from snapshot to snapshot. The RM S error defined as

$$
\begin{equation*}
\mathrm{RMSE}_{i}=\sqrt{\mathrm{E}\left\{\left(\hat{u}_{i}-u_{i}\right)^{2}\right\}+\mathrm{E}\left\{\left(\hat{v}_{i}-v_{i}\right)^{2}\right\}}, \quad i=1,2,3, \tag{63.49}
\end{equation*}
$$

was employed as the performance metric. Let ( $\hat{u}_{i_{k}}, \hat{v}_{i_{k}}$ ) denote the coordinate estimates of the $i$ th source obtained at the $k$ th run. Sample performance statistics were computed from $K=1000$


FIGURE 63.11: RM S error of source 1 at $\left(u_{1}, v_{1}\right)=(0,0)$ in the $u-v$ plane as a function of the SNR ( $8 \times 8$ sensors, $N=64$, 1000 trial runs).


FIGURE 63.12: RMS error of source 2 at $\left(u_{2}, v_{2}\right)=(1 / 8,0)$ in the $u-v$ plane as a function of the SNR ( $8 \times 8$ sensors, $N=64$, 1000 trial runs).


FIGURE 63.13: RMS error of source 3 at $\left(u_{3}, v_{3}\right)=(0,1 / 8)$ in the $u-v$ plane as a function of the SNR ( $8 \times 8$ sensors, $N=64$, 1000 trial runs).
independent trials as

$$
\begin{equation*}
\widehat{\operatorname{RMSE}}_{i}=\sqrt{\frac{1}{K} \sum_{k=1}^{T}\left\{\left(\hat{u}_{i_{k}}-u_{i}\right)^{2}+\left(\hat{v}_{i_{k}}-v_{i}\right)^{2}\right\}}, \quad i=1,2,3 . \tag{63.50}
\end{equation*}
$$

2-D Unitary ESPRIT in DFT beamspace was implemented with a set of $B=9$ beams centered at $(u, v)=(0,0)$, using $B_{x}=3$ out of $M_{x}=8$ in $x$-direction (rows 8,1 , and 2 of $\boldsymbol{W}_{8}^{H}$ ) and also $B_{y}=3$ out of $M_{y}=8$ in $y$-direction (again, rows 8,1 , and 2 of $\boldsymbol{W}_{8}^{H}$ ). Thus, the corresponding subblocks of the selection matrices $\boldsymbol{\Gamma}_{1} \in \mathbb{R}^{8 \times 8}$ and $\boldsymbol{\Gamma}_{2} \in \mathbb{R}^{8 \times 8}$, used to form $\boldsymbol{\Gamma}_{1}^{\left(B_{x}\right)}$ and $\Gamma_{2}^{\left(B_{x}\right)}$ in Eq. (63.46) and also used to form $\boldsymbol{\Gamma}_{1}^{\left(B_{y}\right)}$ and $\boldsymbol{\Gamma}_{2}^{\left(B_{y}\right)}$ in Eq. (63.47), are shaded in Fig. 63.3 (b). Thebias of 2-D Unitary ESPRIT in element space and DFT beamspace was found to be negligible, facilitating comparison with the Cramér-Rao (CR) lower bound [15]. The resulting performance curves are plotted in Figs. 63.11, 63.12, and 63.13. We have also included theoretical performance predictions of both implementations based on an asymptotic performance analysis [13, 14]. Observe that the empirical RM SEs closely follow the theoretical predictions, except for deviations at low SNRs. The performance of the DFT beamspace implementation is comparable to that of the element space implementation. However, the former requires significantly less computations than the latter, since it operates in a $B=B_{x} \cdot B_{y}=9$ dimensional beamspace as opposed to an $M=M_{x} \cdot M_{y}=64$ dimensional element space.

For SN Rslower than -9 dB , theDFT beamspaceversion outperformed theelement spaceversion of 2-D Unitary ESPRIT. Thisisdue to fact that theDFT beamspace version exploits a priori information on the source locations by forming beams pointed in the general directions of the sources.
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The main goal herein is to describe and analyze, in a unifying manner, the spatial and temporal IV-SSF approaches recently proposed for array signal processing in colored noise fields. (The acronym IV-SSF stands for "Instrumental Variable - Signal Subspace Fitting"). Despite the generality of the approach taken herein, our analysis technique is simpler than those used in previous more specialized publications. We derive a general, optimally-weighted (optimal, for short), IV-SSF direction estimator and show that this estimator encompassesthe UNCLE estimator of Wong and Wu, which is aspatial IV-SSF method, and the temporal IV-SSF estimator of Viberg, Stoica and Ottersten. The latter two estimators have seemingly different forms (among others, the first of them makes use of four weights, whereas the second one uses three weights "only"), and hence their asymptotic equivalence shown in this paper comes as a surprising unifying result. We hopethat thepresent paper, along with theoriginal works aforementioned, will stimulate theinterest in theIV-SSF approach to array signal processing, which issufficiently flexible to handle colored noisefields, coherent signals and indeed al so situations wereonly some of the sensors in the array are calibrated.
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### 64.1 Introduction

Most parametric methods for Direction-Of-Arrival (DOA) estimation require knowledge of the spatial (sensor-to-sensor) color of thebackground noise. If this information is unavailable, a serious degradation of the quality of the estimates can result, particularly at low Signal-to-Noise Ratio (SNR) [1, 2, 3]. A number of methods have been proposed over the recent years to alleviate the sensitivity to thenoisecolor. If aparametric model of thecovariancematrix of thenoiseisavailable, the parameters of the noise model can beestimated along with those of the interesting signals [4, 5, 6, 7]. Such an approach is expected to perform well in situations wherethenoisecan be accurately modeled with relatively few parameters. An alternative approach, which does not require a precise model of the noise, is based on the principle of Instrumental Variables (IV). See[8, 9] for thorough treatments of IV methods (IVM) in the context of identification of linear time-invariant dynamical systems. A brief introduction is given in the appendix of this chapter. Computationally simple IVM s for array signal processing appeared in [10, 11]. Thesemethods perform poorly in difficult scenarios involving closely spaced DOAs and correlated signals.

M ore recently, the combined Instrumental Variable Signal Subspace Fitting (IV-SSF) technique has been proposed as a promising alternative to array signal processing in spatially colored noise fields $[12,13,14,15]$. The IV-SSF approach has a number of appealing advantages over other DOA estimation methods. These advantages include:

- IV-SSF can handle noises with arbitrary spatial correlation, under minor restrictions on the signals or the array. In addition, estimation of a noise model is avoided, which leads to statistical robustness and computational simplicity.
- The IV-SSF approach is applicable to both non-coherent and coherent signal scenarios.
- Thespatial IV-SSF techniquecan make use of the information contained in the output of a completely uncalibrated subarray under certain weak conditions, which other methods cannot.

Depending on the type of "instrumental variables" used, two classes of IV methods have appeared in the literature:

1. Spatial IVM , for which the instrumental variables are derived from the output of a (possibly uncalibrated) subarray the noise of which is uncorrelated with the noise in the main calibrated subarray under consideration (see [12, 13]).
2. Temporal IVM, which obtains instrumental variables from the delayed versions of the array output, under the assumption that the temporal-correlation length of the noise field is shorter than that of the signals (see[11, 14]).

The previous literature on IV-SSF has treated and analyzed the above two classes of spatial and temporal methods separately, ignoring their common basis. In this contribution, we reveal the common roots of these two classes of DOA estimation methods and study them under the same umbrella. Additionally, weestablish the statistical properties of a general (either spatial or temporal) weighted IV-SSF method and present the optimal weights that minimize the variance of the DOA estimation errors. In particular, we point out that the optimal four-weight spatial IV-SSF of [12, 13] (called UNCLE there, and arrived at by using canonical correlation decomposition ideas) and the optimal three weight temporal IV-SSF of [14] are asymptotically equivalent when used under the same conditions. This asymptotic equivalenceproperty, which is a main result of the present section, is believed to be important as it shows the close ties that exist between two seemingly different DOA estimators.

This section is organized as follows. In Section 64.2 the data model and technical assumptions are introduced. Next, in Section 64.3 the IV-SSF method is presented in a fairly general setting. In

Section 64.4, the statistical performance of the method is presented along with the optimal choices of certain user-specified quantities. Thedata requirements and theoptimal IV-SSF (UNCLE) algorithm are summarized in Section 64.5. The anxious reader may wish to jump directly to this point to investigate the usefulness of the algorithm in a specific application. In Section 64.6, some numerical examples and computer simulations are presented to illustrate the performance. The conclusions are given in Section 64.7. In the appendix we give a brief introduction to IV methods. The reader who is not familiar with IV might be helped by reading the appendix before the rest of the paper. Background material on thesubspace-based approach to DOA estimation can befound in Chapter 62 of this H andbook.

### 64.2 Problem Formulation

Consider a scenario in which $n$ narrowband plane waves, generated by point sources, impingeon an array comprising $m$ calibrated sensors. Assume, for simplicity, that the $n$ sources and the array are situated in the same plane. Let $\boldsymbol{a}(\theta)$ denote the complex array response to a unit-amplitude signal with DOA parameter equal to $\theta$. Under these assumptions, the output of the array, $\boldsymbol{y}(t) \in \mathcal{C}^{m \times 1}$, can be described by the following well-known equation [16, 17]:

$$
\begin{equation*}
\boldsymbol{y}(t)=\boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{e}(t) \tag{64.1}
\end{equation*}
$$

where $\boldsymbol{x}(t) \in \mathcal{C}^{n \times 1}$ denotes the signal vector, $\boldsymbol{e}(t) \in \mathcal{C}^{m \times 1}$ is a noiseterm, and

$$
\begin{equation*}
\boldsymbol{A}=\left[\boldsymbol{a}\left(\theta_{1}\right) \cdots \boldsymbol{a}\left(\theta_{n}\right)\right] \tag{64.2}
\end{equation*}
$$

Hereafter, $\theta_{k}$ denotes the $k$ th DOA parameter.
The following assumptions on the quantities in the array equation, (64.1), are considered to hold throughout this section:
A1. Thesignal vector $\boldsymbol{x}(t)$ is a normally distributed random variable with zero mean and a possibly singular covariance. Thesignals may betemporally correlated; in fact thetemporal IV-SSF approach relies on the assumption that the signals exhibit some form of temporal correlation (see below for details).
A2. The noise $\boldsymbol{e}(t)$ is a random vector that is temporally white, uncorrelated with the signals and circularly symmetric normally distributed with zero mean and unknown covariancematrix ${ }^{2} \boldsymbol{Q}>\boldsymbol{O}$,

$$
\begin{equation*}
\mathrm{E}\left[\boldsymbol{e}(t) \boldsymbol{e}^{*}(s)\right]=\boldsymbol{Q} \delta_{t, s} ; \quad \mathrm{E}\left[\boldsymbol{e}(t) \boldsymbol{e}^{T}(s)\right]=\boldsymbol{O} \tag{64.3}
\end{equation*}
$$

A3. The manifold vectors $\{\boldsymbol{a}(\theta)\}$, corresponding to any set of $m$ different values of $\theta$, are linearly independent.

Notethat assumption A1 above allowsfor coherent signals, and that in A2 the noisefield is allowed to be arbitrarily spatially correlated with an unknown covariance matrix. Assumption A3 is a wellknown condition that, under a weak restriction on $m$, guarantees DOA parameter identifiability in the case $\boldsymbol{Q}$ is known (to within a multiplicative constant) [18]. When $\boldsymbol{Q}$ is completely unknown, DOA identifiability can only be achieved if further assumptions are made on the scenario under consideration. The following assumption is typical of the IV-SSF approach:

[^61]A4. There exists a vector $z(t) \in \mathcal{C}^{\bar{m} \times 1}$, which is normally distributed and satisfies

$$
\begin{align*}
\mathrm{E}\left[z(t) \boldsymbol{e}^{*}(s)\right] & =\boldsymbol{O} \text { for } t \leq s  \tag{64.4}\\
\mathrm{E}\left[\boldsymbol{z}(t) \boldsymbol{e}^{T}(s)\right] & =\boldsymbol{O} \text { for all } t, s \tag{64.5}
\end{align*}
$$

Furthermore, denote

$$
\begin{align*}
\boldsymbol{\Gamma} & =\mathrm{E}\left[z(t) \boldsymbol{x}^{*}(t)\right] \quad(\bar{m} \times n)  \tag{64.6}\\
\bar{n} & =\operatorname{rank}(\boldsymbol{\Gamma}) \leq \bar{m} . \tag{64.7}
\end{align*}
$$

It is assumed that no row of $\boldsymbol{\Gamma}$ is identically zero and that the inequality

$$
\begin{equation*}
\bar{n}>2 n-m \tag{64.8}
\end{equation*}
$$

holds (note that a rank-one $\boldsymbol{\Gamma}$ matrix can satisfy the condition (64.8) if $m$ is largeenough, and hence the condition in question is rather weak). Owing to its (partial) uncorrelatedness with $\{\boldsymbol{e}(t)\}$, the vector $\{z(t)\}$ can be used to eliminate the noise from the array output equation (64.1), and for this reason $\{z(t)\}$ is called an IV vector. Below, we briefly describe three possible ways to derive an IV vector from the available data measured with an array of sensors (for more details on this aspect, the reader should consult [12, 13, 14]).

## EXAMPLE 64.1: Spatial IV

Assume that the $n$ signals, which impinge on the main (sub)array under consideration, are also received by another (sub)array that issufficiently distanced from themain oneso that thenoisevectors in the two subarrays are uncorrelated with one another. Then $z(t)$ can be made from the outputs of the sensors in the second subarray (note that those sensors need not be calibrated) [12, 13, 15].

## EXAMPLE 64.2: Temporal IV

When a second subarray, as described above, is not available but the signals are temporally correlated, one can obtain an IV vector by delaying theoutput vector: $\boldsymbol{z}(t)=\left[\boldsymbol{y}^{T}(t-1) \boldsymbol{y}^{T}(t-2) \cdots\right]^{T}$. Clearly, such a vector $z(t)$ satisfies (64.4) and (64.5), and it also satisfies (64.8) under weak conditions on thesignal temporal correlation. Thisconstruction of an IV vector can be readily extended to cases where $\boldsymbol{e}(t)$ is temporally correlated, provided that the signal temporal correlation length is longer than that corresponding to the noise [11, 14].

In a sense, the above examples are both special cases of the following more general situation:

## EXAMPLE 64.3: Reference Signal

In many systems a reference or pilot signal $[19,20] z(t)$ (scalar or vector) is available. If the reference signal is sufficiently correlated with all signals of interest (in the sense of (64.8)) and uncorrelated with the noise, it can be used as an IV. Note that all signals that are not correlated with the reference will be treated as noise. Reference signals are commonly available in communication applications, for example a PN-code in spread spectrum communication [20] or a training signal used for synchronization and/or equalizer training [21]. A closely related possibility is utilization of cyclo-stationarity (or self-coherence), a property that is exhibited by many man-made signals. The reference signal(s) can then consist, for example, of sinusoids of different frequencies [22, 23]. In these techniques, the data is usually pre-processed by computing the auto-covariance function (or a higher-order statistic) before correlating with the reference signal.

The problem considered in this section concerns the estimation of the DOA vector

$$
\begin{equation*}
\boldsymbol{\theta}=\left[\theta_{1}, \cdots, \theta_{n}\right]^{T} \tag{64.9}
\end{equation*}
$$

given $N$ snapshots of the array output and of the IV vector, $\{\boldsymbol{y}(t), \boldsymbol{z}(t)\}_{t=1}^{N}$. The number of signals, $n$, and the rank of the covariance matrix $\Gamma, \bar{n}$, are assumed to be given (for the estimation of these integer-valued parameters by means of IV/SSF-based methods, we refer to [24, 25]).

### 64.3 The IV-SSF Approach

Let

$$
\begin{equation*}
\hat{\boldsymbol{R}}=\hat{\boldsymbol{W}}_{L}\left[\frac{1}{N} \sum_{t=1}^{N} \boldsymbol{z}(t) \boldsymbol{y}^{*}(t)\right] \hat{\boldsymbol{W}}_{R} \quad(\bar{m} \times m) \tag{64.10}
\end{equation*}
$$

where $\hat{\boldsymbol{W}}_{L}$ and $\hat{\boldsymbol{W}}_{R}$ are two nonsingular Hermitian weighting matrices which are possibly datadependent (as indicated by the fact that they are roofed). Under the assumptions made, as $N \rightarrow \infty$, $\hat{\boldsymbol{R}}$ converges to the matrix:

$$
\begin{equation*}
\boldsymbol{R}=\boldsymbol{W}_{L} \mathrm{E}\left[\boldsymbol{z}(t) \boldsymbol{y}^{*}(t)\right] \boldsymbol{W}_{R}=\boldsymbol{W}_{L} \boldsymbol{\Gamma} \boldsymbol{A}^{*} \boldsymbol{W}_{R} \tag{64.11}
\end{equation*}
$$

where $\boldsymbol{W}_{L}$ and $\boldsymbol{W}_{R}$ are the limiting weighting matrices (assumed to be bounded and nonsingular). O wing to assumptions A 2 and A 3 ,

$$
\begin{equation*}
\operatorname{rank}(\boldsymbol{R})=\bar{n} \tag{64.12}
\end{equation*}
$$

Hence, the Singular Value Decomposition (SVD) [26] of $\boldsymbol{R}$ can be written as

$$
\boldsymbol{R}=\left[\begin{array}{ll}
\boldsymbol{U} & ?
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\Lambda} & \boldsymbol{O}  \tag{64.13}\\
\boldsymbol{O} & \boldsymbol{O}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{S}^{*} \\
?
\end{array}\right]=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{S}^{*}
$$

where $\boldsymbol{U}^{*} \boldsymbol{U}=\boldsymbol{S}^{*} \boldsymbol{S}=\boldsymbol{I}, \quad \boldsymbol{\Lambda} \in \mathcal{R}^{\bar{n} \times \bar{n}}$ is diagonal and nonsingular, and where the question marks stand for blocks that are of no importance for the present discussion.

The following key equality is obtained by comparing the two expressions for $\boldsymbol{R}$ in Eqs. (64.11) and (64.13) above:

$$
\begin{equation*}
S=W_{R} A C \tag{64.14}
\end{equation*}
$$

where $\boldsymbol{C} \triangleq \boldsymbol{\Gamma}^{*} \boldsymbol{W}_{L} \boldsymbol{U} \boldsymbol{\Lambda}^{-1} \in \mathcal{C}^{n \times \bar{n}}$ has full column rank. For a given $\boldsymbol{S}$, the true DOA vector can be obtained as the unique solution to Eq. (64.14) under the parameter identifiability condition (64.8) (see, e.g., [18]). In the more realistic case when $S$ is unknown, one can make use of Eq. (64.14) to estimate the DOA vector in the following steps.

The IV step - Compute the pre and post-weighted sample covariance matrix $\hat{\boldsymbol{R}}$ in Eq. (64.10), along with its SVD:

$$
\hat{\boldsymbol{R}}=\left[\begin{array}{ll}
\hat{\boldsymbol{U}} & ?
\end{array}\right]\left[\begin{array}{ll}
\hat{\boldsymbol{\Lambda}} & \boldsymbol{O}  \tag{64.15}\\
\boldsymbol{O} & ?
\end{array}\right]\left[\begin{array}{c}
\hat{\boldsymbol{S}}^{*} \\
?
\end{array}\right]
$$

where $\hat{\boldsymbol{\Lambda}}$ contains the $\bar{n}$ largest singular values. Note that $\hat{\boldsymbol{U}}, \hat{\boldsymbol{\Lambda}}$, and $\hat{\boldsymbol{S}}$ are consistent estimates of $\boldsymbol{U}, \boldsymbol{\Lambda}$, and $\boldsymbol{S}$ in the SVD of $\boldsymbol{R}$.

The SSF step - Compute the DOA estimate as the minimizing argument of the following signal subspace fitting criterion:

$$
\begin{equation*}
\min _{\boldsymbol{\theta}}\left\{\min _{\boldsymbol{C}}\left[\operatorname{vec}\left(\hat{\boldsymbol{S}}-\hat{\boldsymbol{W}}_{R} \boldsymbol{A} \boldsymbol{C}\right)\right]^{*} \hat{\boldsymbol{V}}\left[\operatorname{vec}\left(\hat{\boldsymbol{S}}-\hat{\boldsymbol{W}}_{R} \boldsymbol{A} \boldsymbol{C}\right)\right]\right\} \tag{64.16}
\end{equation*}
$$

where $\hat{V}$ is a positive definiteweightingmatrix, and "vec" isthevectorization operator ${ }^{3}$. Alternatively, one can estimate the DOA instead by minimizing the following criterion:

$$
\begin{equation*}
\min _{\boldsymbol{\theta}}\left\{\left[\operatorname{vec}\left(\boldsymbol{B}^{*} \hat{\boldsymbol{W}}_{R}^{-1} \hat{\boldsymbol{S}}\right)\right]^{*} \hat{\boldsymbol{W}}\left[\operatorname{vec}\left(\boldsymbol{B}^{*} \hat{\boldsymbol{W}}_{R}^{-1} \hat{\boldsymbol{S}}\right)\right]\right\} \tag{64.17}
\end{equation*}
$$

where $\hat{\boldsymbol{W}}$ is a positive definite weight, and $\boldsymbol{B} \in \mathcal{C}^{m \times(m-n)}$ is a matrix whose columns form a basis of the null-space of $\boldsymbol{A}^{*}$ (hence, $\boldsymbol{B}^{*} \boldsymbol{A}=0$ and $\operatorname{rank}(\boldsymbol{B})=m-n$ ). The alternative fitting criterion above is obtained from the simple observation that Eq. (64.14) along with the definition of $\boldsymbol{B}$ imply that

$$
\begin{equation*}
\boldsymbol{B}^{*} \boldsymbol{W}_{R}^{-1} \boldsymbol{S}=0 \tag{64.18}
\end{equation*}
$$

It can be shown [27] that the classes of DOA estimates derived from Eqs. (64.16) and (64.17), respectively, are asymptotically equivalent. More exactly, for any $\hat{\boldsymbol{V}}$ in Eq. (64.16) one can choose $\hat{\boldsymbol{W}}$ in Eq. (64.17) so that the DOA estimates obtained by minimizing Eq. (64.16) and, respectively, Eq. (64.17) have the same asymptotic distribution and vice-versa.

In view of the previous result, in an asymptotical analysis it suffices to consider only one of the two criteria above. In the following, we focus on Eq. (64.17). Compared with Eq. (64.16), the criterion (64.17) has the advantage that it depends on the DOA only. On the other hand, for a general array thereis no known closed-form parameterization of $\boldsymbol{B}$ in terms of $\boldsymbol{\theta}$. However, as shown in the following, this is no drawback because the optimally weighted criterion (which is the one to be used in applications) is an explicit function of $\theta$.

### 64.4 The Optimal IV-SSF Method

In what follows, we deal with the essential problem of choosing the weights $\hat{\boldsymbol{W}}, \hat{\boldsymbol{W}}_{R}$, and $\hat{\boldsymbol{W}}_{L}$ in the IV-SSF criterion (64.17) so as to maximize theDOA estimation accuracy. First, we optimize the accuracy with respect to $\hat{\boldsymbol{W}}$, and then with respect to $\hat{\boldsymbol{W}}_{R}$ and $\hat{\boldsymbol{W}}_{L}$.

## Optimal Selection of $\hat{W}$

Define

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{\theta})=\operatorname{vec}\left(\boldsymbol{B}^{*} \hat{\boldsymbol{W}}_{R}^{-1} \hat{\boldsymbol{S}}\right) \tag{64.19}
\end{equation*}
$$

and observe that the criterion function in Eq. (64.17) can be written as,

$$
\begin{equation*}
g^{*}(\theta) \hat{W} g(\theta) \tag{64.20}
\end{equation*}
$$

In [27] it is shown that $\boldsymbol{g} \boldsymbol{\theta} \boldsymbol{\theta})$ (evaluated at the trueDOA vector) has, asymptotically in $N$, a circularly symmetric normal distribution with zero mean and the following covariance:

$$
\begin{equation*}
\boldsymbol{G}(\boldsymbol{\theta})=\frac{1}{N}\left[\left(\boldsymbol{W}_{L} \boldsymbol{U} \boldsymbol{\Lambda}^{-1}\right)^{*} \boldsymbol{R}_{z}\left(\boldsymbol{W}_{L} \boldsymbol{U} \boldsymbol{\Lambda}^{-1}\right)\right]^{T} \otimes\left[\boldsymbol{B}^{*} \boldsymbol{R}_{y} \boldsymbol{B}\right] \tag{64.21}
\end{equation*}
$$

[^62]where $\otimes$ denotes the Kronecker matrix product [28]; and where, for a stationary signal $s(t)$, we use the notation
\[

$$
\begin{equation*}
\boldsymbol{R}_{s}=\mathrm{E}\left[\boldsymbol{s}(t) s^{*}(t)\right] . \tag{64.22}
\end{equation*}
$$

\]

Then, it follows from theABC (Asymptoti cally Best Consistent) theory of parameter estimation ${ }^{4}$ that the minimum varianceestimate, in theclass of estimates under discussion, is given by the minimizing argument of the criterion in Eq. (64.20) with $\hat{\boldsymbol{W}}=\hat{\boldsymbol{G}}^{-1}(\boldsymbol{\theta})$, that is

$$
\begin{equation*}
f(\theta)=g^{*}(\theta) \hat{G}^{-1}(\theta) g(\theta) \tag{64.23}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\boldsymbol{G}}(\boldsymbol{\theta})=\frac{1}{N}\left[\left(\hat{\boldsymbol{W}}_{L} \hat{\boldsymbol{U}} \hat{\boldsymbol{\Lambda}}^{-1}\right)^{*} \hat{\boldsymbol{R}}_{z}\left(\hat{\boldsymbol{W}}_{L} \hat{\boldsymbol{U}} \hat{\boldsymbol{\Lambda}}^{-1}\right)\right]^{T} \otimes\left[\boldsymbol{B}^{*} \hat{\boldsymbol{R}}_{y} \boldsymbol{B}\right] \tag{64.24}
\end{equation*}
$$

and where $\hat{\boldsymbol{R}}_{z}$ and $\hat{\boldsymbol{R}}_{y}$ are the usual sample estimates of $\boldsymbol{R}_{z}$ and $\boldsymbol{R}_{y}$. Furthermore, it is easily shown that theminimum varianceestimate, obtained by minimizingEq. (64.23), is asymptotically normally distributed with mean equal to the true parameter vector and the following covariance matrix:

$$
\begin{equation*}
\boldsymbol{H}=\frac{1}{2}\left\{\operatorname{Re}\left[\boldsymbol{J}^{*} \boldsymbol{G}^{-1}(\boldsymbol{\theta}) \boldsymbol{J}\right]\right\}^{-1} \tag{64.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{J}=\lim _{N \rightarrow \infty} \frac{\partial \boldsymbol{g}(\boldsymbol{\theta})}{\partial \boldsymbol{\theta}} \tag{64.26}
\end{equation*}
$$

The following more explicit formula for $\boldsymbol{H}$ is derived in [27]:

$$
\begin{equation*}
\boldsymbol{H}=\frac{1}{2 N}\left(\operatorname{Re}\left\{\left[\boldsymbol{D}^{*} \boldsymbol{R}_{y}^{-1 / 2} \boldsymbol{\Pi}_{R_{y}^{-1 / 2} A}^{\perp} \boldsymbol{R}_{y}^{-1 / 2} \boldsymbol{D}\right] \odot \boldsymbol{\Omega}^{T}\right\}\right)^{-1} \tag{64.27}
\end{equation*}
$$

where $\odot$ denotes the $H$ adamard-Schur matrix product (elementwise multiplication) and

$$
\begin{equation*}
\boldsymbol{\Omega}=\boldsymbol{\Gamma}^{*} \boldsymbol{W}_{L} \boldsymbol{U}\left(\boldsymbol{U}^{*} \boldsymbol{W}_{L} \boldsymbol{R}_{z} \boldsymbol{W}_{L} \boldsymbol{U}\right)^{-1} \boldsymbol{U}^{*} \boldsymbol{W}_{L} \boldsymbol{\Gamma} \tag{64.28}
\end{equation*}
$$

Furthermore, the notation $\boldsymbol{Y}^{-1 / 2}$ is used for a Hermitian (for notational convenience) square root of the inverse of a positive definitematrix $\boldsymbol{Y}$, the matrix $\boldsymbol{D}$ is made from the direction vector derivatives,

$$
\boldsymbol{D}=\left[\begin{array}{lll}
\boldsymbol{d}_{1} & \cdots & \boldsymbol{d}_{n}
\end{array}\right] ; \quad \boldsymbol{d}_{k}=\frac{\partial \boldsymbol{a}\left(\boldsymbol{\theta}_{k}\right)}{\partial \boldsymbol{\theta}_{k}}
$$

and, for a full column-rank matrix $\boldsymbol{X}, \boldsymbol{\Pi}_{X}^{\perp}$ defines the orthogonal projection onto the nullspace of $\boldsymbol{X}^{*}$ as

$$
\begin{equation*}
\boldsymbol{\Pi}_{X}^{\perp}=\boldsymbol{I}-\boldsymbol{\Pi}_{X} ; \quad \boldsymbol{\Pi}_{X}=\boldsymbol{X}\left(\boldsymbol{X}^{*} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{*} . \tag{64.29}
\end{equation*}
$$

To summarize, for fixed $\hat{\boldsymbol{W}}_{R}$ and $\hat{\boldsymbol{W}}_{L}$, the statistically optimal selection of $\hat{\boldsymbol{W}}$ leads to DOA estimates with an asymptotic normal distribution with mean equal to the true DOA vector and covariance matrix given by Eq. (64.27).
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## Optimal Selection of $\hat{W}_{R}$ and $\hat{W}_{L}$

The optimal weights $\hat{\boldsymbol{W}}_{R}$ and $\hat{\boldsymbol{W}}_{L}$ are, by definition, those that minimize the limiting covariance matrix $\boldsymbol{H}$ of theDOA estimation errors. In the expression (64.27) of $\boldsymbol{H}$, only $\boldsymbol{\Omega}$ depends on $\boldsymbol{W}_{R}$ and $\boldsymbol{W}_{L}$ (the dependence on $\boldsymbol{W}_{R}$ is implicit, via $\boldsymbol{U}$ ). Since the matrix $\boldsymbol{\Gamma}$ has rank $\bar{n}$, it can be factorized as follows:

$$
\begin{equation*}
\Gamma=\Gamma_{1} \Gamma_{2}^{*} \tag{64.30}
\end{equation*}
$$

where both $\boldsymbol{\Gamma}_{1} \in \mathcal{C}^{\bar{m} \times \bar{n}}$ and $\boldsymbol{\Gamma}_{2} \in \mathcal{C}^{n \times \bar{n}}$ have full column rank. Insertion of Eq. (64.30) into the equality $\boldsymbol{W}_{L} \boldsymbol{\Gamma} \boldsymbol{A}^{*} \boldsymbol{W}_{R}=\boldsymbol{U} \boldsymbol{\Lambda} \boldsymbol{S}^{*}$ yields the following equation, after a simplemanipulation,

$$
\begin{equation*}
\boldsymbol{W}_{L} \boldsymbol{\Gamma}_{1} \boldsymbol{T}=\boldsymbol{U} \tag{64.31}
\end{equation*}
$$

where $\boldsymbol{T}=\boldsymbol{\Gamma}_{2}^{*} \boldsymbol{A}^{*} \boldsymbol{W}_{R} \boldsymbol{S} \boldsymbol{\Lambda}^{-1} \in \mathcal{C}^{\bar{n} \times \bar{n}}$ is a nonsingular transformation matrix. By using Eq. (64.31) in Eq. (64.28), we obtain:

$$
\begin{equation*}
\boldsymbol{\Omega}=\boldsymbol{\Gamma}_{2}\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{W}_{L}^{2} \boldsymbol{\Gamma}_{1}\right)\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{W}_{L}^{2} \boldsymbol{R}_{z} \boldsymbol{W}_{L}^{2} \boldsymbol{\Gamma}_{1}\right)^{-1}\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{W}_{L}^{2} \boldsymbol{\Gamma}_{1}\right) \boldsymbol{\Gamma}_{2}^{*} \tag{64.32}
\end{equation*}
$$

Observe that $\boldsymbol{\Omega}$ does not actually depend on $\boldsymbol{W}_{R}$. Hence, $\hat{\boldsymbol{W}}_{R}$ can be arbitrarily selected, as any nonsingular Hermitian matrix, without affecting the asymptotics of the DOA parameter estimates! Concerning the choice of $\hat{\boldsymbol{W}}_{L}$, it is easily verified that

$$
\begin{equation*}
\boldsymbol{\Omega} \leq\left.\boldsymbol{\Omega}\right|_{\boldsymbol{W}_{L}=\boldsymbol{R}_{z}^{-1 / 2}}=\boldsymbol{\Gamma}_{2}\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{R}_{z}^{-1} \boldsymbol{\Gamma}_{1}\right) \boldsymbol{\Gamma}_{2}^{*}=\boldsymbol{\Gamma}^{*} \boldsymbol{R}_{z}^{-1} \boldsymbol{\Gamma} \tag{64.33}
\end{equation*}
$$

Indeed,

$$
\begin{align*}
& \boldsymbol{\Gamma}^{*} \boldsymbol{R}_{z}^{-1} \boldsymbol{\Gamma}-\boldsymbol{\Omega}=\boldsymbol{\Gamma}_{2}\left[\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{R}_{z}^{-1} \boldsymbol{\Gamma}_{1}-\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{W}_{L}^{2} \boldsymbol{\Gamma}_{1}\right)\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{W}_{L}^{2} \boldsymbol{R}_{z} \boldsymbol{W}_{L}^{2} \boldsymbol{\Gamma}_{1}\right)^{-1} \times\right. \\
& \left.\quad \times\left(\boldsymbol{\Gamma}_{1}^{*} \boldsymbol{W}_{L}^{2} \boldsymbol{\Gamma}_{1}\right)\right] \boldsymbol{\Gamma}_{2}^{*}=\boldsymbol{\Gamma}^{*} \boldsymbol{R}_{z}^{-1 / 2} \boldsymbol{\Pi}_{R_{z}^{1 / 2} W_{L}^{2} \Gamma_{1}}^{\perp} \boldsymbol{R}_{z}^{-1 / 2} \boldsymbol{\Gamma} \tag{64.34}
\end{align*}
$$

which is obviously a nonnegative definite matrix. Hence, $\boldsymbol{W}_{L}=\boldsymbol{R}_{z}^{-1 / 2}$ maximizes $\boldsymbol{\Omega}$. Then, it follows from the expression of thematrix $\boldsymbol{H}$ and the properties of theH adamard-Schur product that this same choice of $\boldsymbol{W}_{L}$ minimizes $\boldsymbol{H}$. The conclusion is that the optimal weight $\hat{\boldsymbol{W}}_{L}$, which yields the best limiting accuracy, is

$$
\begin{equation*}
\hat{\boldsymbol{W}}_{L}=\hat{\boldsymbol{R}}_{z}^{-1 / 2} \tag{64.35}
\end{equation*}
$$

The (minimum) covariance matrix $\boldsymbol{H}$, corresponding to the above choice, is given by

$$
\begin{equation*}
\boldsymbol{H}_{o}=\frac{1}{2 N}\left\{\operatorname{Re}\left[\left(\boldsymbol{D}^{*} \boldsymbol{R}_{y}^{-1 / 2} \boldsymbol{\Pi}_{R_{y}^{-1 / 2} A}^{\perp} \boldsymbol{R}_{y}^{-1 / 2} \boldsymbol{D}\right) \odot\left(\boldsymbol{\Gamma}^{*} \boldsymbol{R}_{z}^{-1} \boldsymbol{\Gamma}\right)^{T}\right]\right\}^{-1} \tag{64.36}
\end{equation*}
$$

Remark It is worth noting that $\boldsymbol{H}_{o}$ monotonically decreases as $\bar{m}$ (the dimension of $\boldsymbol{z}(t)$ ) increases. The proof of thisclaim issimilar to theproof of the corresponding result in [9], Complement C8.5. Hence, as could be intuitively expected, one should use all available instruments (spatial and/or temporal) to obtain maximal theoretical accuracy. However, practice has shown that too large a dimension of the IV vector may in fact decrease the empirically observed accuracy. This phenomenon can be explained by the fact that increasing $\bar{m}$ means that a longer data set is necessary for the asymptotic results to be valid.

## Optimal IV-SSF Criteria

Fortunately, thecriterion, (64.23) and (64.24) can beexpressed in afunctional form that dependson the indeterminate $\boldsymbol{\theta}$ in an explicit way (recall that, for most cases, the dependence of $\boldsymbol{B}$ in Eq. (64.23) on $\boldsymbol{\theta}$ is not available in explicit form). By using the following readily verified equality [28],

$$
\begin{equation*}
\operatorname{tr}\left(\boldsymbol{A} \boldsymbol{X}^{*} \boldsymbol{B} \boldsymbol{Y}\right)=[\operatorname{vec}(\boldsymbol{X})]^{*}\left[\boldsymbol{A}^{T} \otimes \boldsymbol{B}\right][\operatorname{vec}(\boldsymbol{Y})] \tag{64.37}
\end{equation*}
$$

which holds for any conformable matrices $\boldsymbol{A}, \boldsymbol{X}, \boldsymbol{B}$, and $\boldsymbol{Y}$, one can write Eq. (64.23) as. ${ }^{5}$

$$
\begin{equation*}
f(\boldsymbol{\theta})=\operatorname{tr}\left\{\left[\left(\hat{\boldsymbol{W}}_{L} \hat{\boldsymbol{U}} \hat{\boldsymbol{\Lambda}}^{-1}\right)^{*} \hat{\boldsymbol{R}}_{z}\left(\hat{\boldsymbol{W}}_{L} \hat{\boldsymbol{U}} \hat{\boldsymbol{\Lambda}}^{-1}\right)\right]^{-1} \hat{\boldsymbol{S}}^{*} \hat{\boldsymbol{W}}_{R}^{-1} \boldsymbol{B}\left(\boldsymbol{B}^{*} \hat{\boldsymbol{R}}_{y} \boldsymbol{B}\right)^{-1} \boldsymbol{B}^{*} \hat{\boldsymbol{W}}_{R}^{-1} \hat{\boldsymbol{S}}\right\} \tag{64.38}
\end{equation*}
$$

However, observe that

$$
\begin{equation*}
\boldsymbol{B}\left(\boldsymbol{B}^{*} \hat{\boldsymbol{R}}_{y} \boldsymbol{B}\right)^{-1} \boldsymbol{B}^{*}=\hat{\boldsymbol{R}}_{y}^{-1 / 2} \boldsymbol{\Pi}_{\hat{\boldsymbol{R}}_{y}^{1 / 2}} \hat{\boldsymbol{R}}_{y}^{-1 / 2}=\hat{\boldsymbol{R}}_{y}^{-1 / 2} \boldsymbol{\Pi}_{\hat{\boldsymbol{R}}_{y}^{-1 / 2} A}^{\perp} \hat{\boldsymbol{R}}_{y}^{-1 / 2} \tag{64.39}
\end{equation*}
$$

Inserting Eq. (64.39) into Eq. (64.38) yields:

$$
\begin{equation*}
f(\boldsymbol{\theta})=\operatorname{tr}\left[\hat{\boldsymbol{\Lambda}}\left(\hat{\boldsymbol{U}}^{*} \hat{\boldsymbol{W}}_{L} \hat{\boldsymbol{R}}_{z} \hat{\boldsymbol{W}}_{L} \hat{\boldsymbol{U}}\right)^{-1} \hat{\boldsymbol{\Lambda}} \hat{\boldsymbol{S}}^{*} \hat{\boldsymbol{W}}_{R}^{-1} \hat{\boldsymbol{R}}_{y}^{-1 / 2} \boldsymbol{\Pi}_{\hat{\boldsymbol{R}}_{y}^{-1 / 2}}^{\perp} \hat{\boldsymbol{R}}_{y}^{-1 / 2} \hat{\boldsymbol{W}}_{R}^{-1} \hat{\boldsymbol{S}}\right] \tag{64.40}
\end{equation*}
$$

which is an explicit function of $\theta$. Insertion of the optimal choice of $\boldsymbol{W}_{L}$ into Eq. (64.40) leads to a further simplification of the criterion as seen below.

Owing to the arbitrariness in the choice of $\hat{W}_{R}$, there exists an infinite class of optimal IV-SSF criteria. In what follows, we consider two members of this class.
Let

$$
\begin{equation*}
\hat{\boldsymbol{W}}_{R}=\hat{\boldsymbol{R}}_{y}^{-1 / 2} \tag{64.41}
\end{equation*}
$$

Insertion of Eq. (64.41), alongwith Eq. (64.35), into Eq. (64.40) yieldsthefollowingcriterion function:

$$
\begin{equation*}
f_{W W}(\boldsymbol{\theta})=\operatorname{tr}\left(\boldsymbol{\Pi}_{\hat{R}_{y}^{-1 / 2}}^{\perp} \tilde{\tilde{\boldsymbol{S}}} \tilde{\mathbf{\Lambda}}^{2} \tilde{\boldsymbol{S}}^{*}\right) \tag{64.42}
\end{equation*}
$$

where $\tilde{\boldsymbol{S}}$ and $\tilde{\mathbf{\Lambda}}$ are made from the principal singular right vectors and singular values of the matrix

$$
\begin{equation*}
\tilde{\boldsymbol{R}}=\hat{\boldsymbol{R}}_{z}^{-1 / 2} \hat{\boldsymbol{R}}_{z y} \hat{\boldsymbol{R}}_{y}^{-1 / 2} \tag{64.43}
\end{equation*}
$$

(with $\hat{\boldsymbol{R}}_{z y}$ defined in an obviousway). Thefunction (64.42) istheUNCLE (spatial IV-SSF) criterion of Wong and Wu [12, 13].
Next, choose $\hat{W}_{R}$ as

$$
\begin{equation*}
\hat{W}_{R}=I \tag{64.44}
\end{equation*}
$$

The corresponding criterion function is

$$
\begin{equation*}
f_{V S O}(\boldsymbol{\theta})=\operatorname{tr}\left(\boldsymbol{\Pi}_{\hat{\boldsymbol{R}}_{y}^{-1 / 2} A}^{\perp} \hat{\boldsymbol{R}}_{y}^{-1 / 2} \overline{\boldsymbol{\Lambda}} \overline{\boldsymbol{\Lambda}}^{2} \overline{\boldsymbol{S}}^{*} \hat{\boldsymbol{R}}_{y}^{-1 / 2}\right) \tag{64.45}
\end{equation*}
$$

where $\bar{S}$ and $\bar{\Lambda}$ are made from the principal singular pairs of

$$
\begin{equation*}
\overline{\boldsymbol{R}}=\hat{\boldsymbol{R}}_{z}^{-1 / 2} \hat{\boldsymbol{R}}_{z y} \tag{64.46}
\end{equation*}
$$

The function (64.45) above is recognized as the optimal (temporal) IV-SSF criterion of Viberg et al. [14].
An important consequence of the previous discussion is that the DOA estimation methods of [ 12 , 13] and [14], respectively, which were derived in seemingly unrelated contexts and by means of somewhat different approaches, are in fact asymptotically equivalent when used under the same conditions. These two methods have very similar computational burdens, which can be seen by comparing Eqs. (64.42) and (64.43) with Eqs. (64.45) and (64.46). Also, their finite- sampleproperties appear to be rather similar, as demonstrated in the simulation examples. Numerical algorithms for the minimization of the type of criterion function associated with the optimal IV-SSF methods are discussed in [17]. Some suggestions are also given in the summary below.

[^64]
### 64.5 Algorithm Summary

The estimation method presented in this section is useful for direction finding in the presence of noise of unknown spatial color. The underlying assumptions and the algorithm can be summarized as follows:

Assumptions - A batch of $N$ samples of the array output $\boldsymbol{y}(t)$, that can accurately be described by themodel (64.1) and (64.2) is available. Thearray is calibrated in the sensethat $\boldsymbol{a}(\theta)$ is a known function of its argument $\theta$. In addition, $N$ samples of the IV-vector $z(t)$, fulfilling Eqs. (64.4) through (64.8), are given. In words, the IV vector is uncorrelated with the noise but well correlated with the signal. In practice, $\boldsymbol{z}(t)$ may be taken from a second subarray, a delayed version of $\boldsymbol{y}(t)$, or a reference (pilot) signal. In the former case, the second subarray need not be calibrated.

Algorithm - In thefollowing we summarizetheUNCLE version (64.42) of the algorithm. First, compute $\tilde{\boldsymbol{R}}$ from the sample statistics of $\boldsymbol{y}(t)$ and $z(t)$, according to

$$
\tilde{\boldsymbol{R}}=\hat{\boldsymbol{R}}_{z}^{-1 / 2} \hat{\boldsymbol{R}}_{z y} \hat{\boldsymbol{R}}_{y}^{-1 / 2}
$$

From a numerical point of view, this is best doneusing QR factorization. Next, partition the singular value decomposition of $\tilde{\boldsymbol{R}}$ according to

$$
\tilde{\boldsymbol{R}}=\left[\begin{array}{ll}
\tilde{\boldsymbol{U}} & ?
\end{array}\right]\left[\begin{array}{ll}
\tilde{\boldsymbol{\Lambda}} & \boldsymbol{O} \\
\boldsymbol{O} & ?
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{S}}^{*} \\
?
\end{array}\right]
$$

where $\tilde{\boldsymbol{S}}$ contains the $\bar{n}$ principal right singular vectors and the diagonal matrix $\tilde{\boldsymbol{\Lambda}}$ the corresponding singular values. If $\bar{n}$ is unknown, it can be estimated as the number of significant singular values. Finally, compute the DOA estimates as the minimizing arguments of the criterion function

$$
f_{W W}(\boldsymbol{\theta})=\operatorname{tr}\left(\boldsymbol{\Pi}_{\hat{R}_{y}^{-1 / 2} A}^{\perp} \tilde{\boldsymbol{S}} \tilde{\boldsymbol{\Lambda}}^{2} \tilde{\boldsymbol{S}}^{*}\right)
$$

using $n=\bar{n}$. If the minimum value of the criterion is "large", it is an indication that more than $\bar{n}$ sources are present. In thegeneral case, a numerical search must be performed to find the minimum. The leastsq implementation in M atlab ${ }^{\top M}$, which uses the Levenberg-M arquardt or Gauss-N ewton techniques [30], is a possible choice. To initialize the search, one can use the alternating projection procedure [31]. In short, a grid search over $f_{W W}(\boldsymbol{\theta})$ is first performed assuming $n=1$, i.e., using $f_{W W}\left(\theta_{1}\right)$. The resulting DOA estimate $\hat{\theta}_{1}$ is then "projected out" from the data, and a grid search for the second DOA is performed using the modified criterion $f_{2}\left(\theta_{2}\right)$. The procedure is repeated until initial estimates are available for all DOAs. The $k$ th modified criterion can be expressed as

$$
f_{k}\left(\theta_{k}\right)=-\frac{\boldsymbol{a}^{*}\left(\theta_{k}\right) \boldsymbol{\Pi}_{\hat{R}_{y}^{-1 / 2}}^{\perp} \hat{\boldsymbol{A}}_{k-1}}{\tilde{\boldsymbol{S}}^{2} \tilde{\boldsymbol{\Lambda}}^{2} \tilde{\boldsymbol{S}}^{*} \boldsymbol{\Pi}_{\hat{R}_{y}^{-1 / 2} \hat{A}_{k-1}}^{\perp} \boldsymbol{a}\left(\theta_{k}\right)} \boldsymbol{a}^{*}\left(\theta_{k}\right) \boldsymbol{\Pi}_{\hat{R}_{y}^{-1 / 2} \hat{A}_{k-1}}^{\perp} \boldsymbol{a}\left(\theta_{k}\right) \operatorname{lol}
$$

where

$$
\begin{aligned}
\hat{\boldsymbol{A}}_{k} & =\boldsymbol{A}\left(\hat{\boldsymbol{\theta}}_{k}\right) \\
\hat{\boldsymbol{\theta}}_{k} & =\left[\hat{\theta}_{1}, \ldots, \hat{\theta}_{k}\right]^{T} .
\end{aligned}
$$

The initial estimate of $\theta_{k}$ is taken as the minimizing argument of $f_{k}\left(\theta_{k}\right)$. Once all DOAs have been initialized one can, in principle, continue the alternating projection minimization in the same way. However, the procedure usually converges rather slowly and therefore it is recommended instead to switch to a Newton-type search as indicated above. Empirical investigations in [17, 32] using similar subspace fitting criteria, have indicated that this indeed leads to the global minimum with high probability.

### 64.6 Numerical Examples

This section reports the results of a comparative performance study based on M onte-Carlo simulations. The scenarios are identical to those presented in [33] (spatial IV-SSF) and [14] (temporal IV-SSF). The plots presented below contain theoretical standard deviations of the DOA estimates along with empirically observed RMS (root mean square) errors. The former are obtained from Eq. (64.36), whereas the latter are based on 512 independent noise and signal realizations. The minimizers of Eq. (64.42) (UNCLE) and Eq. (64.45) (IV-SSF) are computed using a modified GaussNewton search initialized at the true DOAs (since here we are interested only in the quality of the global optimum). DOA estimates that are more than $5^{\circ}$ off the true value are declared failures, and not included in the empirical RMS calculation. If the number of failures exceeds $30 \%$, no RM S value is cal culated.

In all scenarios, two planar wavefronts arrivefrom DOAs $0^{\circ}$ and $5^{\circ}$ relative to the array broadside. Unless otherwise stated, the emitter signals are zero-mean Gaussian with signal covariance matrix $\boldsymbol{P}$ $=\boldsymbol{I}$. Only the estimation statistics for $\theta_{1}=0^{\circ}$ are shown in the plots below, the ones for $\theta_{2}$ being similar.

The array output (both subarrays in the spatial IV scenario) is corrupted by additive zero-mean temporally white Gaussian noise. The noise covariance matrix has $k$ lth element

$$
\begin{equation*}
Q_{k l}=\sigma^{2} 0.9^{|k-l|} e^{j \frac{\pi}{2}(k-l)} . \tag{64.47}
\end{equation*}
$$

The noise level $\sigma^{2}$ is adjusted to give a desired SNR, defined as $\boldsymbol{P}_{11} / \sigma^{2}=\boldsymbol{P}_{22} / \sigma^{2}$. This noise is reminiscent of a strong signal cluster at the location $\theta=30^{\circ}$.

EXAMPLE 64.4: Spatial IVM
In the first example, a U LA of 16 elements and half-wavelength separation is employed. The first $m=8$ contiguous sensors form a calibrated subarray, whereas the outputs of the last $\bar{m}=8$ sensors are used as instrumental variables, and these sensors could therefore be uncalibrated. Letting $\tilde{\boldsymbol{y}}(t)$ denote the 16 -element array output, we thus take

$$
\boldsymbol{y}(t)=\tilde{\boldsymbol{y}}_{1: 8}(t) \quad z(t)=\tilde{\boldsymbol{y}}_{9: 16}(t) .
$$

Both subarray outputs are perturbed by independent additive noise vectors, both having $8 \times 8$ covariance matrices given by Eq. (64.47). In this example, the emitter signals are assumed to be temporally white.

In Fig. 64.1, the theoretical and empirical RM S errors are displayed vs. the number of samples. The SNR is fixed at 6 dB .

Figure 64.2 shows the theoretical and empirical RM S errors vs. the SNR. The number of snapshots is here fixed to $N=100$.

To demonstrate the applicability to situations involving highly correlated signals, Fig. 64.2 is re peated but using the signal covariance

$$
\boldsymbol{P}=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

Theresulting RM Serrors areplotted with their theoretical valuesin Fig. 64.3. By comparing Figs. 64.2 and 64.3, we see that the methods are not insensitive to thesignal correlation. However, the observed RM S errors agree well with the theoretically predicted values, and in spatial scenarios this is the best possibleRM S performance(theempirical RM Serror appears to be lower than theCRB for low SN R; however this is at the price of a notable bias).


FIGURE 64.1: RM S error of DOA estimate vs. number of snapshots. Spatial IVM. The solid line is the theoretical standard deviation.


FIGURE 64.2: RMS error of DOA estimate vs SNR. Spatial IVM. The solid line is the theoretical standard deviation.


FIGURE 64.3: RM S error of DOA estimate vs. SNR. Spatial IVM. Coherent signals. The solid lineis the theoretical standard deviation.


FIGURE 64.4: RM S error of DOA estimate vs. number of snapshots. Temporal IVM. The solid line is the theoretical standard deviation.

In conclusion, no significant performance difference is observed between the two IV-SSF versions. The observed RM S errors of both methods follow the theoretical curves quite closely, even in fairly difficult scenarios involving closely spaced DOAs and highly correlated signals.

## EXAMPLE 64.5: Temporal IVM

In this example, the temporal IV approach is investigated. The array is a 6 -element ULA of half wavelength interelement spacing. The real and imaginary parts of both signals are generated as uncorrelated first-order complex AR processes with identical spectra. The poles of the driving ARprocesses are 0.6. In this case, $\boldsymbol{y}(t)$ is the array output, whereas the instrumental variable vector is chosen as $z(t)=\boldsymbol{y}(t-1)$.

In Fig. 64.4, we show the theoretical and empirical RM S errors vs. the number of snapshots. The SNR is fixed at 10 dB . Figure 64.5 displays the theoretical and empirical RM Serrors vs. the SNR. The number of snapshots is here fixed at $N=100$.


FIGURE 64.5: RM S error of DOA estimatevs. SNR. Temporal IVM. The solid line is the theoretical standard deviation.

The figures indicate a slight performance difference among the methods in temporal scenarios, namely when the number of samples is small but the SNR is relatively high. However, no definite conclusions can be drawn regarding this somewhat unexpected phenomenon from our limited simulation study.

### 64.7 Concluding Remarks

The main points made by the present contribution can be summarized as follows:

1. The spatial and temporal IV-SSF approaches can be treated in a unified manner under general conditions. In fact, a general IV-SSF approach using both spatial and temporal instruments is also possible.
2. The optimization of theDOA parameter estimation accuracy, for fixed weights $\hat{\boldsymbol{W}}_{L}$ and $\hat{\boldsymbol{W}}_{R}$, can bemost conveniently carried out usingtheABC theory. Theresulting derivations are more concise than those based on other analysis techniques.
3. The column (or post-)weight $\hat{\boldsymbol{W}}_{R}$ has no effect on the asymptotics.
4. An important corollary of theabove-mentioned result is that theoptimal IV-SSF methods of [12, 13] and, respectively, [14] are asymptotically equivalent when used on the same data.

In closing this section, we reiterate the fact that the IV-SSF approaches can deal with coherent signals, handlenoisefieldswith general (unknown) spatial correlations, and, in their spatial versions, can make use of outputs from completely uncalibrated sensors. They are al so comparatively simple from a computational standpoint, since no noise modelling is required. Additionally, the optimal IV-SSF methods provide highly accurate DOA estimates. M ore exactly, in spatial IV scenarios these DOA estimation methods can be shown to be asymptotically statistically efficient under weak conditions [33]. In temporal scenarios, they are no longer exactly statistically efficient, yet their accuracy is quite close to the best possibleone[14]. All these features and properties should maketheoptimal IV-SSF approach appealing for practical array signal processing applications. The IV-SSF approach can also be applied, with some modifications, to system identification problems [34] and is hence expected to play a role in that type of application as well.
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## Appendix A: Introduction to IV Methods

In this appendix we give a brief introduction to instrumental variable methods in their original context, which is time series analysis. Let $y(t)$ be a real-valued scalar time series, modeled by the auto-regressive moving average (ARMA) equation

$$
\begin{equation*}
y(t)+a_{1} y(t-1)+\cdots+a_{p} y(t-p)=e(t)+b_{1} e(t-1)+\cdots+b_{q} e(t-q) . \tag{64.48}
\end{equation*}
$$

Here, $e(t)$ is assumed to be a stationary white noise. Suppose we are given measurements of $y(t)$ for $t=1, \ldots, N$ and wish to estimate the AR parameters $a_{1}, \ldots, a_{p}$. The roots of the AR polynomial $z^{p}+a_{1} z^{p-1}+\cdots+a_{p}$ are the system poles, and their estimation is of importance, for instance, for stability monitoring. Also, the first step of any "linear" method for ARM A modeling involves finding the AR parameters as the first step. The optimal way to approach the problem requires a non-linear search over the entire parameter set $\left\{a_{k}\right\}_{k=1}^{p},\left\{b_{k}\right\}_{k=1}^{q}$; using a maximum likelihood or a prediction error criterion [9, 35]. However, in many cases this is computationally prohibitive, and in addition the "noise model" (the M A parameters) is sometimes of less interest per se. In contrast, the IV approach produces estimates of the AR part from a solution of a (possibly overdetermined) linear system of equations as follows: Rewrite Eq. (64.48) as

$$
\begin{equation*}
y(t)=\boldsymbol{\varphi}^{T}(t) \boldsymbol{\theta}+v(t), \tag{64.49}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{\varphi}(t) & =[-y(t-1), \ldots,-y(t-p)]^{T}  \tag{64.50}\\
\boldsymbol{\theta} & =\left[a_{1}, \ldots, a_{p}\right]^{T}  \tag{64.51}\\
v(t) & =e(t)+b_{1} e(t-1)+\cdots+b_{q} e(t-q) \tag{64.52}
\end{align*}
$$

Note that Eq. (64.49) is a linear regression in the unknown parameter $\boldsymbol{\theta}$. A standard least-squares (LS) estimate is obtained by minimizing the LS criterion

$$
\begin{equation*}
V_{L S}(\boldsymbol{\theta})=\mathrm{E}\left[\left(y(t)-\boldsymbol{\varphi}^{T}(t) \boldsymbol{\theta}\right)^{2}\right] \tag{64.53}
\end{equation*}
$$

Equating the derivative of Eq. (64.53) (w.r.t. $\boldsymbol{\theta}$ ) to zero gives the so-called normal equations

$$
\begin{equation*}
\mathrm{E}\left[\boldsymbol{\varphi}(t) \boldsymbol{\varphi}^{T}(t)\right] \hat{\boldsymbol{\theta}}=\mathrm{E}[\boldsymbol{\varphi}(t) y(t)] \tag{64.54}
\end{equation*}
$$

resulting in

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}=\boldsymbol{R}_{\varphi \varphi}^{-1} \boldsymbol{R}_{\varphi y}=\left(\mathrm{E}\left[\boldsymbol{\varphi}(t) \boldsymbol{\varphi}^{T}(t)\right]\right)^{-1} \mathrm{E}[\varphi(t) y(t)] . \tag{64.55}
\end{equation*}
$$

Inserting Eq. (64.49) into Eq. (64.55) shows that

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}=\boldsymbol{\theta}+\boldsymbol{R}_{\varphi \varphi}^{-1} \boldsymbol{R}_{\varphi v} . \tag{64.56}
\end{equation*}
$$

In case $q=0($ i.e., $y(t)$ isan AR process), wehave $v(t)=e(t)$. Because $\varphi(t)$ and $e(t)$ areuncorrelated, Eq. (64.56) shows that the LS method produces a consistent estimate of $\boldsymbol{\theta}$. However, when $q>0$, $\varphi(t)$ and $v(t)$ are in general correlated, implying that the LS method gives biased estimates.

From the above we conclude that the problem with the LS estimate in the ARM A case is that the regression vector $\varphi(t)$ is correlated with the "equation error noise" $v(t)$. An instrumental variable
vector $\zeta(t)$ is one that is uncorrelated with $v(t)$, while still "sufficiently correlated" with $\varphi(t)$. The most natural choice in the ARM A case (provided the model orders are known) is

$$
\begin{equation*}
\zeta(t)=\varphi(t-q) \tag{64.57}
\end{equation*}
$$

which clearly fulfillsboth requirements. Now, multiplyboth sidesof thelinear regression model (64.49) by $\zeta(t)$ and take expectation, resulting in the "IV normal equations"

$$
\begin{equation*}
\mathrm{E}[\zeta(t) y(t)]=\mathrm{E}\left[\zeta(t) \boldsymbol{\varphi}^{T}(t)\right] \boldsymbol{\theta} \tag{64.58}
\end{equation*}
$$

The IV estimate is obtained simply by solving the linear system of equations (64.58), but with the unknown cross-covariance matrices $\boldsymbol{R}_{\zeta \varphi}$ and $\boldsymbol{R}_{\zeta y}$ replaced by their corresponding estimates using time averaging. Since the latter are consistent, so are the IV estimates of $\boldsymbol{\theta}$. The method is also referred to as the extended Yule-Walker approach in the literature. Its finite sample properties may often be improved upon by increasing the dimension of the IV vector, which means that Eq. (64.58) must be solved in an LS sense, and also by appropriately pre-filtering the IV-vector. This is quite similar to the optimal weighting proposed herein.

In order to make the connection to the IV-SSF method more clear, a slightly modified version of Eq. (64.58) is presented. Let us rewriteEq. (64.58) as follows

$$
\boldsymbol{R}_{\zeta \phi}\left[\begin{array}{l}
1  \tag{64.59}\\
\boldsymbol{\theta}
\end{array}\right]=\mathbf{0}
$$

where

$$
\begin{equation*}
\boldsymbol{R}_{\zeta \phi}=\mathrm{E}\left\{\zeta(t)\left[y(t),-\boldsymbol{\varphi}^{T}(t)\right]\right\} . \tag{64.60}
\end{equation*}
$$

Therelation (64.59) shows that $\boldsymbol{R}_{\zeta \phi}$ issingular, and that $\boldsymbol{\theta}$ can becomputed from asuitably normalized vector in its one-dimensional nullspace. However, when $\boldsymbol{R}_{\zeta \phi}$ is estimated using a finite number of data, it will with probability one have full rank. The best (in a least squares sense) low-rank approximation of $\boldsymbol{R}_{\zeta \phi}$ is obtained by truncating its singular valuedecomposition. A natural estimate of $\boldsymbol{\theta}$ can thereforebeobtained from theright singular vector of $\hat{\boldsymbol{R}}_{\zeta \phi}$ that corresponds to theminimum singular value. The proposed modification is essentially an IV-SSF version of the extended YuleWalker method, although the SSF step is trivial because the parameter vector of interest can be computed directly from the estimated subspace.

Turning to the array processing problem, the counterpart of Eq. (64.49) is the (Hermitian transposed) data model (64.1)

$$
\boldsymbol{y}^{*}(t)=\boldsymbol{x}^{*}(t) \boldsymbol{A}^{*}+\boldsymbol{e}^{*}(t) .
$$

Note that this is a non-linear regression model, owing to the non-linear dependence of $\boldsymbol{A}$ on $\boldsymbol{\theta}$. Also observe that $\boldsymbol{y}(t)$ is a complex vector as opposed to the real scalar $y(t)$ in Eq. (64.49). Similar to Eq. (64.58), the IV normal equations are given by

$$
\begin{equation*}
\mathrm{E}\left[z(t) y^{*}(t)\right]=\mathrm{E}\left[z(t) x^{*}(t)\right] \boldsymbol{A}^{*} \tag{64.61}
\end{equation*}
$$

under the assumption that theIV-vector $z(t)$ is uncorrelated with thenoise $\boldsymbol{e}(t)$. Unlikethestandard IV problem, the "regressor" $\boldsymbol{x}(t)$ [corresponding to $\varphi(t)$ in Eq. (64.49)] cannot be measured. Thus, it is not possible to get a direct estimate of the "regression variable" $\boldsymbol{A}$. However, its range space, or at least a subset thereof, can be computed from the principal right singular vectors. In the finite sample case, the performance can be improved by using row and column weighting, which leads to the weighted IV normal equations (64.11). The exact relation involving the principal right singular vectors is Eq. (64.14), and two SSF formulations for revealing $\boldsymbol{\theta}$ from the computed signal subspace aregiven in Eqs. (64.16) and (64.17).
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Dedicated to the memory of our physics teacher, Isaac Paldi

### 65.1 Introduction

This article (see also [1, 2]) considers new methods for multiple electromagnetic source localization using sensorswhoseoutput is a vector correspondingto the completeelectric and magnetic fields at the sensor. These sensors, which will be called vector sensors, can consist for example of two orthogonal triads of scalar sensors that measure theelectric and magnetic field components. Our approach is in contrast to other articles in this chapter that employ sensor arrays in which the output of each sensor is a scalar corresponding, for example, to a scalar function of the electric field. The main advantage of the vector sensors is that they make use of all available electromagnetic information and hence should outperform the scalar sensor arrays in accuracy of direction of arrival (DOA) estimation. Vector sensors should also allow the use of smaller array apertures while improving performance.

[^65](N ote that we use the term "vector sensor" for a device that measures a complete physical vector quantity.)

Section 65.2 derives the measurement model. The electromagnetic sources considered can originatefrom two types of transmissions: (1) Single signal transmission (SST), in which a single signal messageistransmitted, and (2) dual signal transmission (DST), in which two separatesignal messages are transmitted simultaneously (from the same source), see for example [3, 4]. The interest in DST is due to the fact that it makes full use of the two spatial degrees of freedom present in a transverse electromagnetic plane wave. This is particularly important in the wake of increasing demand for economical spectrum usage by existing and emerging modern communication technologies.

Section 65.3 analyzes the minimum attainable variance of unbiased DOA estimators for a general vector sensor array model and multi-electromagnetic sources that are assumed to be stochastic and stationary. A compact expression for the corresponding Cramér-Rao bound (CRB) on the DOA estimation error that extends previous results for the scalar sensor array case in [5] (see also [6]) is presented.

A significant property of the vector sensors is that they enable DOA (azimuth and elevation) estimation of an electromagnetic source with a single vector sensor and a singlesnapshot. This result is explicitly shown by using the CRB expression for this problem in Section 65.4. A bound on the associated normalized mean-square angular error (M SAE, to be defined later) which is invariant to the reference coordinate system is used for an in-depth performancestudy. Compact expressions for this M SAE bound provide physical insight into the SST and DST source localization problems with a single vector sensor.
The CRB matrix for an SST source in the sensor coordinate frame exhibits some nonintrinsic singularities (i.e., singularities that are not inherent in the physical model while being dependent on the choice of the reference coordinate system) and has complicated entry expressions. Therefore, we introduce a new vector angular error defined in terms of the incoming wave frame. A bound on the normalized asymptotic covariance of the vector angular error (CVAE) is derived. The relationship between the CVAE and M SAE and their bounds is presented. The CVAE matrix bound for the SST source case is shown to be diagonal, easy to interpret, and to have only intrinsic singularities.

Weproposeasimplealgorithm for estimatingthesourceDOA with asinglevector sensor, motivated by the Poynting vector. The algorithm is applicable to various types of sources (e.g., wide-band and non-Gaussian); it does not requirea minimization of a cost function and can be applied in real time. Statistical performance analysis evaluates the variance of the estimator under mild assumptions and compares it with the M SAE lower bound.

Section 65.5 extends these results to the multi-source multi-vector sensor case, with special attention to the two-source single-vector sensor case. Section 65.6 summarizes the main results and gives some ideas of possible extensions.

Themain differencebetween thetopics of this articleand other articles on sourcedirection estimation is in our use of vector sensors with complete electric and magnetic data. M ost papers have dealt with scalar sensors. Other papers that considered estimation of the polarization state and source direction are [7]-[12]. Reference [7] discussed the use of subspace methods to solve this problem using diversely polarized electric sensors. References [8]-[10] devised algorithms for arrays with two dimensional electric measurements. Reference [11] provided performance analysis for arrays with two types of electric sensor polarizations (diversely polarized). An earlier reference, [12], proposed an estimation method using a three dimensional vector sensor and implemented it with magnetic sensors. All these references used only part of the electromagnetic information at the sensors, thereby reducing theobservability of DOAs. In most of them, time delays between distributed sensors played an essential role in the estimation process.

For a plane wave (typically associated with a single source in the far-field) the magnitude of the electric and magnetic fields can be found from each other. Hence, it may be felt that one (complete) field is deducible from the other. However, this is not true when the source direction is unknown.

Additionally, the electric and magnetic fields are orthogonal to each other and to the source DOA vector, hencemeasuring both fields increases significantly theaccuracy of the sourceD OA estimation. This istruein particular for an incoming wave which is nearly linearly polarized, as will beexplicitly shown by the CRB (see Table 65.1).

The use of the complete electromagnetic vector data enables source parameter estimation with a single sensor (even with a single snapshot) wheretime delays are not used at all. In fact, this is shown to be possible for at least two sources. As a result, the derived CRB expressions for this problem are applicable to wide-band sources. The source DOA parameters considered include azimuth and elevation. This section also considers direction estimation to DST sources, as well astheCRB on wave ellipticity and orientation angles (to be defined later) for SST sources using vector sensors, which were first presented in [1, 2]. This is true also for the M SAE and CVAE quality measures and the associated bounds. Their application is not limited to electromagnetic vector sensor processing.

We comment that electromagnetic vector sensors as measuring devices are commercially available and actively researched. EM C Baden Ltd. in Baden, Switzerland, is a company that manufactures them for signals in the 75 Hz to 30 M Hz frequency range, and Flam and Russell, Inc. in Horsham, Pennsylvania, makes them for the 2 to 30 M Hz frequency band. Lincoln Labs at M IT has performed some preliminary localization tests with vector sensors [13]. Some examples of recent research on sensor development are[14] and [15].

Following the recent impressive progress in the performance of DSP processors, there is a trend to fuse as much data as possible using smart sensors. Vector sensors, which belong to this category of sensors, are expected to find larger use and provide important contribution in improving the performance of DSP in the near future.

### 65.2 The Measurement Model

This section presents the measurement model for the estimation problems that are considered in the latter parts of the article.

### 65.2.1 Single-Source Single-Vector Sensor Model

## Basic Assumptions

Throughout the articleit will be assumed that the wave is traveling in a nonconductive, homogeneous, and isotropic medium. Additionally, the following will be assumed:

A1: Planewaveat the sensor: This is equivalent to afar-field assumption (or maximum wavelength much smaller than the sourceto sensor distance), a point source assumption (i.e., the sourcesize is much smaller than the source to sensor distance) and a point-like sensor (i.e., the sensor's dimensions are small compared to the minimum wave-length).

A2: Band-limited spectrum: Thesignal hasa spectrum includingonly frequencies $\omega$ satisfying $\omega_{\min } \leq|\omega| \leq \omega_{\max }$ where $0<\omega_{\min }<\omega_{\max }<\infty$. This assumption is satisfied in practice. The lower and upper limits on $\omega$ are also needed, respectively, for the far-field and point-like sensor assumptions.

Let $\mathcal{E}(t)$ and $\mathcal{H}(t)$ be the vector phasor representations (or complex envelopes, see e.g., [16, 17] and [1, Appendix A]) of the electric and magnetic fields at the sensor. Also, let $\boldsymbol{u}$ be the unit vector at the sensor pointing towards the source, i.e.,

$$
\boldsymbol{u}=\left[\begin{array}{c}
\cos \theta_{1} \cos \theta_{2}  \tag{65.1}\\
\sin \theta_{1} \cos \theta_{2} \\
\sin \theta_{2}
\end{array}\right]
$$

where $\theta_{1}$ and $\theta_{2}$ denote, respectively, the azimuth and elevation angles of $\boldsymbol{u}$, see Fig. 65.1. Thus, $\theta_{1} \in[0,2 \pi)$ and $\left|\theta_{2}\right| \leq \pi / 2$.


FIGURE 65.1: The orthonormal vector triad ( $\boldsymbol{u}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ ).

In [1, Appendix A] it is shown that for plane waves M axwell's equations can be reduced to an equivalent set of two equations without any loss of information. Under the additional assumption of a band-limited signal, these two equations can be written in terms of phasors. The results are summarized in the following theorem.

THEOREM 65.1 Under assumption A1, M axwell's equations can be reduced to an equivalent set of two equations. With the additional band-limited spectrum assumption A2, they can be written as:

$$
\begin{align*}
\boldsymbol{u} \times \mathcal{E}(t) & =-\eta \mathcal{H}(t)  \tag{65.2a}\\
\boldsymbol{u} \cdot \mathcal{E}(t) & =0 \tag{65.2b}
\end{align*}
$$

where $\eta$ is the intrinsic impedance of the medium and " $\times$ " and "." are the cross and inner products of $\mathbb{R}^{3}$ applied to vectors in $\mathbb{C}^{3}$. (That is, if $\boldsymbol{v}, \boldsymbol{w} \in \mathbb{C}^{3}$ then $\boldsymbol{v} \cdot \boldsymbol{w}=\sum_{i} v_{i} w_{i}$. This is different than the usual inner product of $\mathbb{C}^{3}$ ).

PROOF 65.1 See [1, Appendix A]. (Note that $\boldsymbol{u}=-\boldsymbol{\kappa}$ where $\boldsymbol{\kappa}$ is the unit vector in the direction of the wave propagation).

Thus, under the plane and band-limited wave assumptions, the vector phasor equations (65.2) provide all the information contained in the original $M$ axwell equations. This result will be used in the following to construct measurement models in which the $M$ axwell equations are incorporated entirely.

## The Measurement Model

Suppose that a vector sensor measures all six components of the electric and magnetic fields. (It is assumed that the sensor does not influence the electric and magnetic fields). The measurement model is based on the phasor representation of the measured electromagnetic data (with respect to a reference frame) at the sensor. Let $\boldsymbol{y}_{E}(t)$ be the measured electric field phasor vector at the sensor at time $t$ and $\boldsymbol{e}_{E}(t)$ its noise component. Then the electric part of the measurement will be

$$
\begin{equation*}
\boldsymbol{y}_{E}(t)=\mathcal{E}(t)+\boldsymbol{e}_{E}(t) \tag{65.3}
\end{equation*}
$$

Similarly, from Eq. (65.2a), after appropriate scaling, the magnetic part of the measurement will be taken as

$$
\begin{equation*}
\boldsymbol{y}_{H}(t)=\boldsymbol{u} \times \mathcal{E}(t)+\boldsymbol{e}_{H}(t) \tag{65.4}
\end{equation*}
$$

In addition to Eq. (65.3) and (65.4), we have the constraint (65.2b).
Define the matrix cross product operator that maps a vector $\boldsymbol{v} \in \mathbb{R}^{3 \times 1}$ to $(\boldsymbol{u} \times \boldsymbol{v}) \in \mathbb{R}^{3 \times 1}$ by

$$
(\boldsymbol{u} \times) \triangleq\left[\begin{array}{ccc}
0 & -u_{z} & u_{y}  \tag{65.5}\\
u_{z} & 0 & -u_{x} \\
-u_{y} & u_{x} & 0
\end{array}\right]
$$

where $u_{x}, u_{y}, u_{z}$ arethe $x, y, z$ componentsofthevector $\boldsymbol{u}$. With thisdefinition, Eqs. (65.3) and (65.4) can be combined to

$$
\left[\begin{array}{l}
\boldsymbol{y}_{E}(t)  \tag{65.6}\\
\boldsymbol{y}_{H}(t)
\end{array}\right]=\left[\begin{array}{c}
I_{3} \\
(\boldsymbol{u} \times)
\end{array}\right] \mathcal{E}(t)+\left[\begin{array}{l}
\boldsymbol{e}_{E}(t) \\
\boldsymbol{e}_{H}(t)
\end{array}\right]
$$

where $I_{3}$ denotes the $3 \times 3$ identity matrix. For notational convenience the dimension subscript of the identity matrix will be omitted whenever its value is clear from the context.

The constraint (65.2b) implies that the electric phasor $\mathcal{E}(t)$ can be written

$$
\begin{equation*}
\mathcal{E}(t)=V \boldsymbol{\xi}(t) \tag{65.7}
\end{equation*}
$$

where $V$ is a $3 \times 2$ matrix whose columns span the orthogonal complement of $u$ and $\xi(t) \in \mathbb{C}^{2 \times 1}$. It is easy to check that the matrix

$$
V=\left[\begin{array}{cc}
-\sin \theta_{1} & -\cos \theta_{1} \sin \theta_{2}  \tag{65.8}\\
\cos \theta_{1} & -\sin \theta_{1} \sin \theta_{2} \\
0 & \cos \theta_{2}
\end{array}\right]
$$

whosecolumnsareorthonormal, satisfies this requirement. Wenotethat since $\|\boldsymbol{u}\|^{2}=1$ thecolumns of $V$, denoted by $\boldsymbol{v}_{1}$ and $\boldsymbol{v}_{2}$, can be constructed, for example, from the partial derivatives of $\boldsymbol{u}$ with respect to $\theta_{1}$ and $\theta_{2}$ and post-normalization when needed. Thus,

$$
\begin{align*}
& \boldsymbol{v}_{1}=\frac{1}{\cos \theta_{2}} \frac{\partial \boldsymbol{u}}{\partial \theta_{1}}  \tag{65.9a}\\
& \boldsymbol{v}_{2}=\boldsymbol{u} \times \boldsymbol{v}_{1}=\frac{\partial \boldsymbol{u}}{\partial \theta_{2}} \tag{65.9b}
\end{align*}
$$

and ( $\boldsymbol{u}, \boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ ) is a right orthonormal triad, see Fig. 65.1. (O bserve that the two coordinate systems shown in the figure actually have the same origin). The signal $\boldsymbol{\xi}(t)$ fully determines the components of $\mathcal{E}(t)$ in the plane where it lies, namely the plane orthogonal to $\boldsymbol{u}$ spanned by $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$. This implies that there are two degrees of freedom present in the spatial domain (or the wave's plane), or two independent signals can betransmitted simultaneously.

Combining Eq. (65.6) and Eq. (65.7) we now have

$$
\left[\begin{array}{l}
\boldsymbol{y}_{E}(t)  \tag{65.10}\\
\boldsymbol{y}_{H}(t)
\end{array}\right]=\left[\begin{array}{c}
I \\
(\boldsymbol{u} \times)
\end{array}\right] V \boldsymbol{\xi}(t)+\left[\begin{array}{l}
\boldsymbol{e}_{E}(t) \\
\boldsymbol{e}_{H}(t)
\end{array}\right]
$$

This system is equivalent to Eq. (65.6) with Eq. (65.2b).
The measured signals in the sensor reference frame can be further related to the original source signal at the transmitter using the following lemma.

LEMMA 65.1 Every vector $\boldsymbol{\xi}=\left[\xi_{1}, \xi_{2}\right]^{T} \in \mathbb{C}^{2 \times 1}$ has the representation

$$
\begin{equation*}
\boldsymbol{\xi}=\|\boldsymbol{\xi}\| e^{i \varphi} Q \boldsymbol{w} \tag{65.11}
\end{equation*}
$$

where

$$
\begin{align*}
Q & =\left[\begin{array}{cc}
\cos \theta_{3} & \sin \theta_{3} \\
-\sin \theta_{3} & \cos \theta_{3}
\end{array}\right]  \tag{65.12a}\\
\boldsymbol{w} & =\left[\begin{array}{l}
\cos \theta_{4} \\
i \sin \theta_{4}
\end{array}\right] \tag{65.12b}
\end{align*}
$$

and where $\varphi \in(-\pi, \pi], \quad \theta_{3} \in(-\pi / 2, \pi / 2], \quad \theta_{4} \in[-\pi / 4, \pi / 4]$. M oreover, $\|\boldsymbol{\xi}\|, \varphi, \theta_{3}, \theta_{4}$ in Eq. (65.11) are uniquely determined if and only if $\xi_{1}^{2}+\xi_{2}^{2} \neq 0$.

PROOF 65.2 See [1, Appendix B].
The equality $\xi_{1}^{2}+\xi_{2}^{2}=0$ holds if and only if $\left|\theta_{4}\right|=\pi / 4$, corresponding to circular polarization (defined below). Hence, from Lemma 65.1 the representation (65.11), (65.12) is not unique in this case as should be expected, since the orientation angle $\theta_{3}$ is ambiguous. It should be noted that the representation (65.11), (65.12) is known and was used (see, e.g., [18]) without a proof. However, Lemma 65.1 of existenceand uniqueness appears to benew. The existence and uniqueness properties are important to guarantee identifiability of parameters.

The physical interpretations of thequantities in the representation (65.11), (65.12) areasfollows. $\|\boldsymbol{\xi}\| e^{i \varphi}$ : Complex envelope of the source signal (including amplitude and phase).
$w$ : Normalized overall transfer vector of the source's antenna and medium, i.e., from the source complex envelope signal to the principal axes of the received electric wave.
$Q$ : A rotation matrix that performs the rotation from the principal axes of the incoming electric wave to the $\left(\boldsymbol{v}_{1}, \boldsymbol{v}_{2}\right)$ coordinates.

Let $\omega_{c}$ be the reference frequency of the signal phasor representation, see [1, Appendix A]. In the narrow-band SST case, theincoming electric wave signal $\operatorname{Re}\left\{e^{i \omega_{c} t}\|\boldsymbol{\xi}(t)\| e^{i \varphi(t)} Q \boldsymbol{w}\right\}$ moves on a quasistationary ellipse whose semi-major and semi-minor axes' lengths are proportional, respectively, to $\cos \theta_{4}$ and $\sin \theta_{4}$, seeFig. 65.2 and [19]. Theellipse's eccentricity isthus determined by themagnitude of $\theta_{4}$. The sign of $\theta_{4}$ determines the spin sign or direction. M ore precisely, a positive (negative) $\theta_{4}$ corresponds to a positive (negative) spin with right-(left) handed rotation with respect to the wave propagation vector $\boldsymbol{\kappa}=-\boldsymbol{u}$. As shown in Fig. $65.2, \theta_{3}$ is the rotation angle between the ( $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ ) coordinates and theelectric ellipse axes ( $\widetilde{\boldsymbol{v}}_{1}, \widetilde{\boldsymbol{v}}_{2}$ ). The angles $\theta_{3}$ and $\theta_{4}$ will be referred to, respectively,


FIGURE 65.2: The electric polarization ellipse.
as theorientation and ellipticity angles of the received electric waveellipse. In addition to the electric ellipse, there is also a similar but perpendicular magnetic ellipse.

It should be noted that if the transfer matrix from the source to the sensor is time invariant, then so are $\theta_{3}$ and $\theta_{4}$.

The signal $\boldsymbol{\xi}(t)$ can carry information coded in various forms. In the following we discuss briefly both existing forms and some motivated by the above representation.

## Single Signal Transmission (SST) Model

Supposethat a single modulated signal is transmitted. Then, using Eq. (65.11), this is a special case of Eq. (65.10) with

$$
\begin{equation*}
\xi(t)=Q w s(t) \tag{65.13}
\end{equation*}
$$

where $s(t)$ denotes the complex envelope of the (scalar) transmitted signal. Thus, the measurement model is

$$
\left[\begin{array}{l}
\boldsymbol{y}_{E}(t)  \tag{65.14}\\
\boldsymbol{y}_{H}(t)
\end{array}\right]=\left[\begin{array}{c}
I \\
(\boldsymbol{u} \times)
\end{array}\right] V Q \boldsymbol{w s}(t)+\left[\begin{array}{l}
\boldsymbol{e}_{E}(t) \\
\boldsymbol{e}_{H}(t)
\end{array}\right]
$$

Special cases of this transmission are linear polarization with $\theta_{4}=0$ and circular polarization with $\left|\theta_{4}\right|=\pi / 4$.

Recall that since there are two spatial degrees of freedom in a transverse electromagnetic plane wave, one could, in principle, transmit two separate signals simultaneously. Thus, the SST method does not make full use of the two spatial degrees of freedom present in a transverse electromagnetic plane wave.

## Dual Signal Transmission (DST) Models

M ethods of transmission in which two separate signals are transmitted simultaneously from the same source will be called dual signal transmissions. Various DST forms exist, and all of them can be modeled by Eq. (65.10) with $\boldsymbol{\xi}(t)$ being a linear transformation of the two-dimensional source signal vector.

One DST form uses two linearly polarized signals that are spatially and temporally orthogonal with an amplitude or phase modulation (see e.g., [3, 4]). This is a special case of Eq. (65.10), where
the signal $\boldsymbol{\xi}(t)$ is written in the form

$$
\boldsymbol{\xi}(t)=Q\left[\begin{array}{c}
s_{1}(t)  \tag{65.15}\\
i s_{2}(t)
\end{array}\right]
$$

where $s_{1}(t)$ and $s_{2}(t)$ represent the complex envelopes of the transmitted signals. To guarantee unique decoding of the two signals (when $\theta_{3}$ is unknown) using Lemma 65.1, they have to satisfy $s_{1}(t) \neq 0, s_{2}(t) / s_{1}(t) \in(-1,1)$. (Practically this can be achieved by using a proper electronic antenna adapter that yields a desirable overall transfer matrix.)

Another DST form uses two circularly polarized signals with opposite spins. In this case

$$
\begin{align*}
\boldsymbol{\xi}(t) & =Q\left[\boldsymbol{w} \widetilde{s}_{1}(t)+\overline{\boldsymbol{w}}_{2}(t)\right]  \tag{65.16a}\\
\boldsymbol{w} & =(1 / \sqrt{2})[1, i]^{T} \tag{65.16b}
\end{align*}
$$

where $\overline{\boldsymbol{w}}$ denotesthecomplex conjugate of $\boldsymbol{w}$. Thesignals $\widetilde{s}_{1}(t), \widetilde{s}_{2}(t)$ represent the complex envelopes of the transmitted signals. The first term on the r.h.s. of Eqs. (65.16) corresponds to a signal with positivespin and circular polarization $\left(\theta_{4}=\pi / 4\right)$, whilethesecond term corresponds to asignal with negative spin and circular polarization ( $\theta_{4}=-\pi / 4$ ). The uniqueness of Eqs. ( 65.16 ) is guaranteed without the conditions needed for the uniqueness of Eq. (65.15).

The above mentioned DST models can be applied to communication problems. Assuming that $\boldsymbol{u}$ is given, it is possible to measure the signal $\boldsymbol{\xi}(t)$ and recover the original messages as follows. For Eq. (65.15), an existing method resolves the two messages using mechanical orientation of the receiver'santenna(see, e.g., [4]). Alternatively, this can bedoneelectronically usingtherepresentation of Lemma 65.1, without the need to know the orientation angle. For Eqs. (65.16), note that $\boldsymbol{\xi}(t)=\boldsymbol{w} e^{i \theta_{3}} \widetilde{s}_{1}(t)+\overline{\boldsymbol{w}} e^{-i \theta_{3} \widetilde{s}_{2}}(t)$, which implies the uniqueness of Eqs. (65.16) and indicates that the orientation angle has been converted into a phase angle whose sign depends on the spin sign. The original signals can be directly recovered from $\boldsymbol{\xi}(t)$ up to an additive constant phase without knowledge of the orientation angle. In some cases, it is of interest to estimate the orientation angle. Let $W$ be a matrix whose columns are $\boldsymbol{w}, \overline{\boldsymbol{w}}$. For Eqs. (65.16) this can be done using equal calibrating signals and then premultiplying the measurement by $W^{-1}$ and measuring the phase difference between the two components of the result. This can also be used for real time estimation of the angular velocity $d \theta_{3} / d t$.

In general it can be stated that the advantage of the DST method is that it makes full use of the spatial degrees of freedom of transmission. However, the above DST methods need the knowledge of $\boldsymbol{u}$ and, in addition, may suffer from possible cross polarizations (see, e.g., [3]), multipath effects, and other unknown distortions from the source to the sensor.

Theuse of theproposed vector sensor can motivatethedesign of new improved transmission forms. Here we suggest a new dual signal transmission method that uses on line electronic calibration in order to resolve the above problems. Similar to the previous methods it also makes full use of the spatial degrees of freedom in the system. However, it overcomes the need to know $\boldsymbol{u}$ and the overall transfer matrix from source to sensor.

Suppose the transmitted signal is $z(t) \in \mathbb{C}^{2 \times 1}$ (this signal is as it appears before reaching the source's antenna). The measured signal is

$$
\left[\begin{array}{l}
\boldsymbol{y}_{E}(t)  \tag{65.17}\\
\boldsymbol{y}_{H}(t)
\end{array}\right]=C(t) \boldsymbol{z}(t)+\left[\begin{array}{l}
\boldsymbol{e}_{E}(t) \\
\boldsymbol{e}_{H}(t)
\end{array}\right]
$$

where $C(t) \in \mathbb{C}^{6 \times 2}$ is the unknown source to sensor transfer matrix that may be slowly varying due to, for example, the source dynamics. To facilitate the identification of $z(t)$, the transmitter can send calibrating signals, for instance, transmit $z_{1}(t)=[1,0]^{T}$ and $z_{2}(t)=[0,1]^{T}$ separately. Since these
inputs arein phasor form, this meansthat actually constant carrier waves aretransmitted. Obviously, one can then estimate the columns of $C(t)$ by averaging the received signals, which can be used later for finding the original signal $z(t)$ by using, for example, least-squares estimation. Better estimation performance can be achieved by taking into account a priori information about the model.

The use of vector sensors is attractive in communication systems as it doubles the channel capacity (compared with scalar sensors) by making full use of the electromagnetic wave properties. This spatial multiplexing has vast potential for performance improvement in cellular communications.

In futureresearch it would beof interest to develop optimal codingmethods(modulation forms) for maximum channel capacity while maintaining acceptable distortions of the decoded signals despite unknown varying channel characteristics. It would also be of interest to design communication systems that utilize entire arrays of vector sensors.

Observethat actually any combination of the variables $\|\boldsymbol{\xi}\|, \varphi, \theta_{3}$ and $\theta_{4}$ can bemodulated to carry information. A binary signal can be transmitted using the spin sign of the polarization ellipse (sign of $\left.\theta_{4}\right)$. Lemma 65.1 guarantees the identifiability of these signals from $\boldsymbol{\xi}(t)$.

### 65.2.2 Multi-Source Multi-Vector Sensor Model

Suppose that waves from $n$ distant electromagnetic sources are impinging on an array of $m$ vector sensors and that assumptions A1 and A2 hold for each source. To extend the model (65.10) to this scenario we need the following additional assumptions, which imply that A1, A2 hold uniformly on the array:

A3: Plane wave across the array: In addition to A 1 , for each source the array size $d_{A}$ has to be much smaller than the source to array distance, so that the vector $\boldsymbol{u}$ is approximately independent of the individual sensor positions.
A4: Narrow-band signal assumption: The maximum frequency of $\mathcal{E}(t)$, denoted by $\omega_{m}$, satisfies $\omega_{m} d_{A} / c \ll 1$, where $c$ is the velocity of wave propagation (i.e., the minimum modulating wave-length is much larger than the array size). This implies that $\mathcal{E}(t-\tau) \simeq$ $\mathcal{E}(t)$ for all differential delays $\tau$ of the source signals between the sensors.

Notethat (under theassumption $\omega_{m}<\omega_{c}$ ) since $\omega_{m}=\max \left\{\left|\omega_{\min }-\omega_{c}\right|,\left|\omega_{\max }-\omega_{c}\right|\right\}$, it followsthat A4 is satisfied if $\left(\omega_{\max }-\omega_{\min }\right) d_{A} / 2 c \ll 1$ and $\omega_{c}$ is chosen to be close enough to $\left(\omega_{\max }+\omega_{\min }\right) / 2$.

Let $\boldsymbol{y}_{E H}(t)$ and $\boldsymbol{e}_{E H}(t)$ be the $6 m \times 1$ dimensional electromagnetic sensor phasor measurement and noise vectors,

$$
\begin{align*}
\boldsymbol{y}_{E H}(t) & \triangleq\left[\left(\boldsymbol{y}_{E}^{(1)}(t)\right)^{T},\left(\boldsymbol{y}_{H}^{(1)}(t)\right)^{T}, \cdots,\left(\boldsymbol{y}_{E}^{(m)}(t)\right)^{T},\left(\boldsymbol{y}_{H}^{(m)}(t)\right)^{T}\right]^{T}  \tag{65.18a}\\
\boldsymbol{e}_{E H}(t) & \triangleq\left[\left(\boldsymbol{e}_{E}^{(1)}(t)\right)^{T},\left(\boldsymbol{e}_{H}^{(1)}(t)\right)^{T}, \cdots,\left(\boldsymbol{e}_{E}^{(m)}(t)\right)^{T},\left(\boldsymbol{e}_{H}^{(m)}(t)\right)^{T}\right]^{T} \tag{65.18b}
\end{align*}
$$

where $\boldsymbol{y}_{E}^{(j)}(t)$ and $\boldsymbol{y}_{H}^{(j)}(t)$ are, respectively, the measured phasor electric and magnetic vector fields at the $j$ th sensor and similarly for the noise components $\boldsymbol{e}_{E}^{(j)}(t)$ and $\boldsymbol{e}_{H}^{(j)}(t)$. Then, under assumptions A3 and A4 and from Eq. (65.10), we find that the array measured phasor signal can be written as

$$
\boldsymbol{y}_{E H}(t)=\sum_{k=1}^{n} \boldsymbol{e}_{k} \otimes\left[\begin{array}{c}
I_{3}  \tag{65.19}\\
\left(\boldsymbol{u}_{k} \times\right)
\end{array}\right] V_{k} \boldsymbol{\xi}_{k}(t)+\boldsymbol{e}_{E H}(t)
$$

where $\otimes$ is the Kronecker product, $\boldsymbol{e}_{k}$ denotes the $k$ th column of the matrix $E \in \mathbb{C}^{m \times n}$ whose $(j, k)$ entry is

$$
\begin{equation*}
E_{j k}=e^{-i \omega_{c} \tau_{j k}} \tag{65.20}
\end{equation*}
$$

where $\tau_{j k}$ is the differential delay of the $k$ th source signal between the $j$ th sensor and the origin of somefixed reference coordinatesystem (e.g., at one of the sensors). Thus, $\tau_{j k}=-\left(\boldsymbol{u}_{k} \cdot \boldsymbol{r}_{j}\right) / c$, where $\boldsymbol{u}_{k}$ is the unit vector in the direction from the array to the $k$ th source and $\boldsymbol{r}_{j}$ is the position vector of the $j$ th sensor in the reference frame. The rest of the notation in Eq. (65.19) is similar to the single source case, cf. Eqs. (65.1), (65.8), and (65.10). The vector $\xi_{k}(t)$ can have either the SST or theDST form described above.

Observe that the signal manifold matrix in Eq. (65.19) can be written as the Khatri-Rao product (see, e.g., [20, 21]) of $E$ and a second matrix whose form depends on the source transmission type (i.e., SST or DST), see al so later.

### 65.3 Cramér-Rao Bound for a Vector Sensor Array

### 65.3.1 Statistical Model

Consider the problem of finding the parameter vector $\boldsymbol{\theta}$ in the following discrete-time vector sensor array model associated with $n$ vector sources and $m$ vector sensors:

$$
\begin{equation*}
\boldsymbol{y}(t)=A(\boldsymbol{\theta}) \boldsymbol{x}(t)+\boldsymbol{e}(t) \quad t=1,2, \ldots \tag{65.21}
\end{equation*}
$$

where $\boldsymbol{y}(t) \in \mathbb{C}^{\bar{\mu} \times 1}$ are the vectors of observed sensor outputs (or snapshots), $\boldsymbol{x}(t) \in \mathbb{C}^{\bar{x} \times 1}$ are the unknown source signals, and $\boldsymbol{e}(t) \in \mathbb{C}^{\bar{\mu} \times 1}$ are the additive noise vectors. The transfer matrix $A(\boldsymbol{\theta})$ $\in \mathbb{C}^{\bar{\mu} \times \bar{v}}$ and the parameter vector $\boldsymbol{\theta} \in \mathbb{R}^{\bar{q} \times 1}$ are given by

$$
\begin{align*}
A(\boldsymbol{\theta}) & =\left[A_{1}\left(\boldsymbol{\theta}^{(1)}\right) \cdots A_{n}\left(\boldsymbol{\theta}^{(n)}\right)\right]  \tag{65.22a}\\
\boldsymbol{\theta} & =\left[\left(\boldsymbol{\theta}^{(1)}\right)^{T}, \cdots,\left(\boldsymbol{\theta}^{(n)}\right)^{T}\right]^{T} \tag{65.22b}
\end{align*}
$$

where $A_{k}\left(\boldsymbol{\theta}^{(k)}\right) \in \mathbb{C}^{\bar{\mu} \times v_{k}}$ and the parameter vector of the $k$ th source $\boldsymbol{\theta}^{(k)} \in \mathbb{R}^{q_{k} \times 1}$, thus $\bar{v}=\sum_{k=1}^{n} v_{k}$ and $\bar{q}=\sum_{k=1}^{n} q_{k}$. The following notation will also be used:

$$
\begin{align*}
& \boldsymbol{y}(t)=\left[\left(\boldsymbol{y}^{(1)}(t)\right)^{T}, \cdots,\left(\boldsymbol{y}^{(m)}(t)\right)^{T}\right]^{T}  \tag{65.23a}\\
& \boldsymbol{x}(t)=\left[\left(\boldsymbol{x}^{(1)}(t)\right)^{T}, \cdots,\left(\boldsymbol{x}^{(n)}(t)\right)^{T}\right]^{T} \tag{65.23b}
\end{align*}
$$

where $\boldsymbol{y}^{(j)}(t) \in \mathbb{C}^{\mu_{j} \times 1}$ is the vector measurement of the $j$ th sensor, implying $\bar{\mu}=\sum_{j=1}^{m} \mu_{j}$, and $\boldsymbol{x}^{(k)}(t) \in \mathbb{C}^{v_{k} \times 1}$ is the vector signal of the $k$ th source. Clearly $\bar{\mu}$ and $\bar{v}$ correspond, respectively, to the total number of sensor components and source signal components.

The model (65.21) generalizes the commonly used multi-scalar source multi-scalar sensor one (see, e.g., [7, 22]). It will be shown later that the electromagnetic multi-vector source multi-vector sensor data models are special cases of Eq. (65.21) with appropriate choices of matrices.

For notational simplicity, the explicit dependence on $\boldsymbol{\theta}$ and $t$ will be occasionally omitted.
We make the following commonly used assumptions on the model (65.21):
A5: The source signal sequence $\{\boldsymbol{x}(1), \boldsymbol{x}(2), \ldots\}$ is a sample from a temporally uncorrelated stationary (complex) Gaussian process with zero mean and

$$
\begin{aligned}
& \left.\mathrm{E} \boldsymbol{x}(t) \boldsymbol{x}^{*}(s)=P \delta_{t, s} \quad \text { (for all } t \text { and } s\right) .
\end{aligned}
$$

where E is the expectation operator, the superscript "*" denotes the conjugate transpose, and $\delta_{t, s}$ is the K ronecker delta.

A6: The noise $\boldsymbol{e}(t)$ is (complex) Gaussian distributed with zero mean and

$$
\begin{aligned}
& \mathrm{E} \boldsymbol{e}(t) \boldsymbol{e}^{*}(s)=\sigma^{2} I \delta_{t, s} \\
& \left.\mathrm{E} \boldsymbol{e}(t) \boldsymbol{e}^{T}(s)=0 \quad \text { for all } t \text { and } s\right) .
\end{aligned}
$$

It is also assumed that the signals $\boldsymbol{x}(t)$ and the noise $\boldsymbol{e}(s)$ are independent for all $t$ and $s$.
A7: The matrix $A$ has full rank $\bar{v}<\bar{\mu}$ (thus $A^{*} A$ is p.d.) and a continuous Jacobian $\partial A / \partial \boldsymbol{\theta}$ in some neighborhood of the true $\boldsymbol{\theta}$. The matrix $A P A^{*}+\sigma^{2} I$ is assumed to be positive definite, which implies that the probability density functions of the model are well defined in some neighborhood of the true $\boldsymbol{\theta}, P, \sigma^{2}$. Additionally, the matrix in braces in Eq. (65.24) below is assumed to be nonsingular.

Theunknown parameters in themodel (65.21) includethevector $\boldsymbol{\theta}$, thesignal covariancematrix $P$, and the noise variance $\sigma^{2}$. Theproblem of estimating $\boldsymbol{\theta}$ in (65.21) from $N$ snapshots $\boldsymbol{y}(1), \ldots, \boldsymbol{y}(N)$ and the statistical performance of estimation methods are the main concerns of this article.

### 65.3.2 The Cramér-Rao Bound

Consider the estimation of $\boldsymbol{\theta}$ in the model (65.21) under the above assumptions and with $\boldsymbol{\theta}, P, \sigma^{2}$ unknown. We have the following theorem.

THEOREM 65.2 The Cramér-Rao lower bound on the covariance matrix of any (locally) unbiased estimator of thevector $\boldsymbol{\theta}$ in themodel (65.21), under assumptionsA5 through A7 with $\boldsymbol{\theta}, P, \sigma^{2}$ unknown and $v_{k}=v$ for all $k$, is a positive definite matrix given by

$$
\begin{equation*}
\operatorname{CRB}(\boldsymbol{\theta})=\frac{\sigma^{2}}{2 N}\left\{\operatorname{Re}\left[\operatorname{btr}\left((\mathbf{1} \boxtimes U) \boxtimes\left(D^{*} \Pi_{c} D\right)^{b T}\right)\right]\right\}^{-1} \tag{65.24}
\end{equation*}
$$

where

$$
\begin{align*}
U & =P\left(A^{*} A P+\sigma^{2} I\right)^{-1} A^{*} A P  \tag{65.25a}\\
\Pi_{c} & =I-\Pi  \tag{65.25b}\\
\Pi & =A\left(A^{*} A\right)^{-1} A^{*}  \tag{65.25c}\\
D & =\left[\begin{array}{lll}
D_{1}^{(1)} \cdots D_{q_{1}}^{(1)} & \cdots & D_{1}^{(n)} \cdots D_{q_{n}}^{(n)}
\end{array}\right]  \tag{65.25d}\\
D_{\ell}^{(k)} & =\frac{\partial A_{k}}{\partial \theta_{\ell}^{(k)}} \tag{65.25e}
\end{align*}
$$

and where $\mathbf{1}$ denotes a $\bar{q} \times \bar{q}$ matrix with all entries equal to one, and theblock trace operator btr ( $\cdot$ ), the block Kronecker product $\boxtimes$, the block Schur-Hadamard product $\odot$, and the block transpose operator $b T$ are as defined in the Appendix with blocks of dimensions $v \times v$, except for the matrix $\mathbf{1}$ that has blocks of dimensions $q_{i} \times q_{j}$.

Furthermore, the CRB in Eq. (65.24) remains the same independently of whether $\sigma^{2}$ is known or unknown.

## PROOF 65.3 See [1, Appendix C].

Theorem 65.2 can beextended to includealarger class of unknown sensor noise covariancematrices (see[1, Appendix D]).

### 65.4 MSAE, CVAE, and Single-Source Single-Vector Sensor Analysis

This section introduces the M SAE and CVAE quality measures and their bounds for source direction and orientation estimation in three dimensional space. The bounds are applied to analyze the statistical performance of parameter estimation of an electromagnetic source whose covariance is unknown using a single vector sensor. Notethat single vector sensor analysis is valid for wide band sources, as assumptions A3 and A4 are not needed.

### 65.4.1 The MSAE

We definethe mean-square angular error which is a quality measurethat is useful for gaining physical insight into DOA (azimuth and elevation) estimation and for performancecomparisons. Theanalysis of this subsection is not limited to electromagnetic measurements or to Gaussian data.

The angular error, say $\delta$, corresponding to a direction error $\Delta \boldsymbol{u}$ in $\boldsymbol{u}$, can be shown to be $\delta=$ $2 \arcsin (\|\Delta \boldsymbol{u}\| / 2)$. Hence, $\delta^{2}=\|\Delta \boldsymbol{u}\|^{2}+O\left(\|\Delta \boldsymbol{u}\|^{4}\right)$. Since $\Delta \boldsymbol{u}=\left(\frac{\partial \boldsymbol{u}}{\partial \theta_{1}}\right) \Delta \theta_{1}+\left(\frac{\partial \boldsymbol{u}}{\partial \theta_{2}}\right) \Delta \theta_{2}+$ $O\left(\left(\Delta \theta_{1}\right)^{2}+\left(\Delta \theta_{2}\right)^{2}\right)$ where $\Delta \theta_{1}, \Delta \theta_{2}$ are the errors in $\theta_{1}$ and $\theta_{2}$, we have

$$
\begin{equation*}
\delta^{2}=\left(\cos \theta_{2} \cdot \Delta \theta_{1}\right)^{2}+\left(\Delta \theta_{2}\right)^{2}+O\left(\left|\Delta \theta_{1}\right|^{3}+\left|\Delta \theta_{2}\right|^{3}\right) \tag{65.26}
\end{equation*}
$$

We introduce the following definitions.

DEFINITION 65.1 A model will be called regular if it satisfies any set of sufficient conditions for the CRB to hold (see, e.g., [23, 24]).

DEFINITION 65.2 The normalized asymptotic mean-square angular error of a direction estimator will be defined as

$$
\begin{equation*}
\mathrm{MSAE} \triangleq \lim _{N \rightarrow \infty}\left\{N \mathrm{E}\left(\delta^{2}\right)\right\} \tag{65.27}
\end{equation*}
$$

whenever this limit exists.

DEFINITION 65.3 A direction estimator will becalled regular ifitserrorssatisfyE $\left[\left|\Delta \theta_{1}\right|^{3}+\left|\Delta \theta_{2}\right|^{3}\right]=$ $o(1 / N)$, thegradient of itsbias with respect to $\theta_{1}, \theta_{2}$ exists and is $o(1)$ as $N \rightarrow \infty$, and itsM SAE exists. (If $\left|\theta_{2}\right|=\pi / 2$ then $\theta_{1}$ is undefined and we can use the equivalent condition $\mathrm{E}\left[\|\Delta \boldsymbol{u}\|^{3}\right]=o(1 / N)$ ).

Equation (65.26) shows that under the assumptions that the model and estimator are regular we have

$$
\begin{equation*}
\mathrm{E}(\delta)^{2} \geq\left[\cos ^{2} \theta_{2} \cdot \mathrm{CRB}\left(\theta_{1}\right)+\mathrm{CRB}\left(\theta_{2}\right)\right]+o(1 / N) \quad \text { as } N \rightarrow \infty \tag{65.28}
\end{equation*}
$$

where $\operatorname{CRB}\left(\theta_{1}\right)$ and $\operatorname{CRB}\left(\theta_{2}\right)$ are, respectively, theCramér-Rao boundsfor the azimuth and elevation. Using Eq. (65.28) we have the following theorem.

THEOREM 65.3 For a regular model M SAE of any regular direction estimator is bounded from below by

$$
\begin{equation*}
\mathrm{MSAE}{ }_{C R} \triangleq N\left[\cos ^{2} \theta_{2} \cdot \mathrm{CRB}\left(\theta_{1}\right)+\mathrm{CRB}\left(\theta_{2}\right)\right] \tag{65.29}
\end{equation*}
$$

Observe that $\mathrm{MSAE}_{C R}$ is not a function of $N$. Additionally, $\mathrm{MSAE}_{C R}$ is a tight bound if it is attained by some second order efficient regular estimator (usually the maximum likelihood (ML) estimator, see e.g., [25]). For vector sensor measurements this bound has the desirable property of being invariant to the choice of reference coordinateframe, sincetheinformation content in the data is invariant under rotational transformations. This invariance property also holds for the M SAE of an estimator if the estimate is independent of known rotational transformations of the data.

For a regular model, thebound (65.29) can beused for performanceanalysis of any regular direction (azimuth and elevation) finding algorithm.

It is of interest to notethat the bound (65.29) actually holds for finite data, when the estimators of $\boldsymbol{u}$ are unbiased and constrained to be of unit norm, see [26].

### 65.4.2 DST Source Analysis

Assume that it is desired to estimate the direction to a DST source whose covariance is unknown using a vector sensor. We will first present a statistical model for this problem as a special case of Eq. (65.21) and then investigate in detail the resulting CRB and M SAE.

The measurement model for the DST case is given in Eq. (65.10). Suppose the noise vector of Eq. (65.10) is (complex) Gaussian with zero mean and the following covariances:

Our assumption that the noise components are statistically independent stems from the fact that they are created separately at different sensor components (even if the sensor components belong to a vector sensor). Note that under assumption A1 the measurement includes a source plane wave component and sensor self noise.

To relate the model (65.10) to (65.21), define a scaled measurement $\boldsymbol{y}(t) \triangleq\left[r \boldsymbol{y}_{E}^{T}(t), \boldsymbol{y}_{H}^{T}(t)\right]^{T}$ where $r \triangleq \sigma_{H} / \sigma_{E}$ is assumed to be known. (The results of this section actually hold also when $r$ is unknown as is explained in [1]). The resulting scaled noise vector $\boldsymbol{e}(t) \triangleq\left[r \boldsymbol{e}_{E}^{T}(t), \boldsymbol{e}_{H}^{T}(t)\right]^{T}$ then satisfies assumption A6 with $\sigma=\sigma_{H}$. Assume further that the signal $\boldsymbol{\xi}(t)$ satisfies assumption A5 with $\boldsymbol{x}(t)=\boldsymbol{\xi}(t)$. Then, under these assumptions, the scaled version of the DST source (65.10) can be viewed as a special case of Eq. (65.21) with $m=n=1$ and

$$
\begin{align*}
A & =\left[\begin{array}{l}
r V \\
(\boldsymbol{u} \times) V
\end{array}\right] \quad \boldsymbol{x}(t)=\boldsymbol{\xi}(t) \quad \sigma^{2}=\sigma_{H}^{2} \\
\boldsymbol{\theta} & =\left[\begin{array}{ll}
\theta_{1}, & \theta_{2}
\end{array}\right]^{T} \tag{65.30}
\end{align*}
$$

where the unknown parameters are $\boldsymbol{\theta}, P, \sigma^{2}$. The parameter vector of interest is $\boldsymbol{\theta}$ while $P$ and $\sigma^{2}$ are the so-called nuisance parameters.

The above discussion shows that the CRB expression (65.24) is applicable to the present problem with the special choice of variables in Eq. (65.30), thus $n=1$ and $\bar{q}=2$. The computation of the CRB is given in [1]. The result is independent of whether $r$ is known or unknown.

Using the CRB results of [1] we find that $\mathrm{MSAE}_{C R}$ for the present DST problem is

$$
\begin{equation*}
\operatorname{MSAE}_{C R}^{D}=\frac{\left(\sigma_{E}^{2}+\sigma_{H}^{2}\right) \sigma_{E}^{2} \sigma_{H}^{2} \operatorname{tr} U}{2\left[\sigma_{E}^{2} \sigma_{H}^{2}(\operatorname{tr} U)^{2}+\left(\sigma_{E}^{2}-\sigma_{H}^{2}\right)^{2} \operatorname{det}(\operatorname{Re} U)\right]} \tag{65.31}
\end{equation*}
$$

Observe that $\mathrm{MSAE}_{C R}^{D}$ is symmetric with respect to $\sigma_{E}, \sigma_{H}$, as should be expected from the M axwell equations. $\mathrm{MSAE}_{C R}^{D}$ is not a function of $\theta_{1}, \theta_{2}, \theta_{3}$, as should be expected since for vector sensor
measurements the M SAE bound is by definition invariant to the choice of coordinate system. Note that $\mathrm{MSAE} E_{C R}^{D}$ is independent of whether $\sigma_{E}$ and $\sigma_{H}$ are known or unknown.

### 65.4.3 SST Source (DST Model) Analysis

Consider the M SAE for a single signal transmission source when the estimation is done under the assumption that the source is of a dual signal transmission type. In this case, the model (65.10) has to be used but with a signal in the form of (65.13). The signal covariance is then

$$
\begin{equation*}
P=\sigma_{s}^{2} Q \boldsymbol{w}(Q \boldsymbol{w})^{*} \tag{65.32}
\end{equation*}
$$

where $\sigma_{s}^{2}=\mathrm{E} s^{2}(t)$ and $Q$ and $\boldsymbol{w}$ are defined in Eq. (65.12). Thus, rank $P=1$ and $P$ has a unit norm eigenvector $Q \boldsymbol{w}$ with an eigenvalue $\sigma_{s}^{2}$.

Let

$$
\begin{equation*}
\sigma_{\|}^{2} \triangleq \frac{\sigma_{E}^{2} \cdot \sigma_{H}^{2}}{\sigma_{E}^{2}+\sigma_{H}^{2}} \tag{65.33}
\end{equation*}
$$

Thevariance $\sigma_{\|}^{2}$ can beviewed as an equivalent noisevarianceof two measurements with independent noise variances $\sigma_{E}^{2}$ and $\sigma_{H}^{2}$. Define $\varrho, \sigma_{s}^{2} / \sigma_{\|}^{2}$, which is an effective SNR.

Using the analysis of $U$ in [1] and expression (65.31) we find that

$$
\begin{align*}
\mathrm{MSAE}_{C R}^{S} & =\frac{(1+\varrho)\left(\sigma_{E}^{2}+\sigma_{H}^{2}\right)^{2}}{2 \varrho^{2}\left[\sigma_{E}^{2} \sigma_{H}^{2}+\left(\sigma_{E}^{2}-\sigma_{H}^{2}\right)^{2} \sin ^{2} \theta_{4} \cos ^{2} \theta_{4}\right]} \\
& =\frac{(1+\varrho)\left(1+r^{2}\right)^{2}}{2 \varrho^{2}\left[r^{2}+\left(1-r^{2}\right)^{2} \sin ^{2} \theta_{4} \cos ^{2} \theta_{4}\right]} \tag{65.34}
\end{align*}
$$

where $\mathrm{MSAE}_{C R}^{S}$ denotes the $\mathrm{MSAE}_{C R}$ bound for the SST problem under the DST model. (It will be shown later that thesameresult also holds under the SST model.) Observethat $\mathrm{M} \mathrm{SAE}_{C R}^{S}$ is symmetric with respect to $\sigma_{E}, \sigma_{H}$. It is also independent of whether $\sigma_{H}$ and $\sigma_{E}$ areknown or unknown, as can be shown from Theorem 65.2 and [1, Appendix D]. Also, $\mathrm{M} \mathrm{SAE}_{C R}^{S}$ is not a function of $\theta_{1}, \theta_{2}, \theta_{3}$, since for vector sensor measurements the MSAE bound is invariant under rotational transformations of the reference coordinate system. On the other hand, $\mathrm{MSAE}_{C R}^{S}$ is influenced by the ellipticity angle $\theta_{4}$ through the difference in the electric and magnetic noise variances.

Table 65.1 summarizes several special cases of the expression (65.34) for $\mathrm{M} \mathrm{SE}_{C R}^{S}$. The elliptical polarization column corresponds to an arbitrary polarization angle $\theta_{4} \in[-\pi / 4, \pi / 4]$. The circular and linear polarization columns are obtained, respectively, as special cases of Eq. (65.34) with $\left|\theta_{4}\right|=\pi / 4$ and $\theta_{4}=0$. The row of precise (noise free) electric measurement (with noisy magnetic measurements) is obtained by substituting $\sigma_{E}^{2}=0$ in (65.34). Therow of electric measurement only is obtained by deriving the corresponding CRB and $\mathrm{MSAE}_{C R}^{S}$. Alternatively, $\mathrm{MSAE}_{C R}^{S}$ can be found for this case by taking the limit of Eq. (65.34) as $\sigma_{H}^{2} \rightarrow \infty$.

Observe from Eq. (65.34) that when $\sigma_{H}^{2} \neq \sigma_{E}^{2}, \mathrm{MSAE}_{C R}^{S}$ is minimized for circular polarization and maximized for linear polarization. This result is illustrated in Fig. 65.3, which shows the square root of $\mathrm{MSAE}_{C R}^{S}$ as a function of $r=\sigma_{H} / \sigma_{E}$ for three types of polarizations ( $\theta_{4}=0, \pi / 12, \pi / 4$ ). The equivalent signal-to-noise ratio $\mathrm{SNR}=\sigma_{s}^{2} / \sigma_{\|}^{2}$ is kept at one, while the individual electric and magnetic noise variances are varied to give the desired value of $r$. As $r$ becomes larger or smaller than one, $\mathrm{M} \mathrm{SAE}_{C R}^{S}$ increases more significantly for sources with polarization closer to linear.

When theelectric (or magnetic) field ismeasured precisely and the sourcepolarization iscircular or elliptical, the $\mathrm{MSAE}_{C R}^{S}$ is zero (i.e., no angular error), while for linearly polarized sources it remains positive. In the latter case, the contribution to $\mathrm{MSAE}_{C R}^{S}$ stems from the magnetic (or electric) noisy measurement. When only the electric (or magnetic) field is measured, $\mathrm{MSAE}_{C R}^{S}$ increases as

TABLE 65.1 M SAE Bounds for a Single Signal Transmission Source

|  | Elliptical | Circular | Linear |
| :--- | :---: | :---: | :---: |
| General MSAE $S R$ | $(65.34)$ | $\frac{2(1+\varrho)}{\varrho^{2}}$ | $\frac{(1+\varrho)\left(\sigma_{E}^{2}+\sigma_{H}^{2}\right)}{2 \varrho \sigma_{s}^{2}}$ |
| Precise electric measurement | 0 | 0 | $\frac{\sigma_{H}^{2}}{2 \sigma_{s}^{2}}$ |
| Electric measurement only | $\frac{\sigma_{E}^{2}\left(\sigma_{E}^{2}+\sigma_{s}^{2}\right)}{2 \sigma_{s}^{4} \sin ^{2} \theta_{4} \cos ^{2} \theta_{4}}$ | $\frac{2 \sigma_{E}^{2}\left(\sigma_{E}^{2}+\sigma_{s}^{2}\right)}{\sigma_{s}^{4}}$ | $\infty$ |



FIGURE 65.3: Effect of change in $r=\sigma_{H} / \sigma_{E}$ on $\mathrm{MSAE}_{C R}^{S}$ for three types of polarizations $\left(\theta_{4}=\right.$ $0, \pi / 12, \pi / 4)$. A single SST source, $\mathrm{SNR}=\sigma_{s}^{2} / \sigma_{\|}^{2}=1$.
the polarization changes from circular to linear. In the linear polarization case, $M S A E_{C R}^{s}$ tends to infinity. In this case, it is impossible to uniquely identify the sourcedirection $\boldsymbol{u}$ from the electric field only, since $\boldsymbol{u}$ can then be anywhere in the plane orthogonal to the electric field vector.

Theimmediateconclusion isthat asthesourcebecomescloser to beinglinearly polarized it becomes moreimportant to measureboth theelectric and magnetic fieldsto get good direction estimatesusing a single vector sensor.

These results are illustrated in Fig. 65.4, which shows the square root of $\mathrm{SAE}_{C R}^{S}$ as a function of $\sigma_{H}^{2}$ and three polarization types $\left(\theta_{4}=0, \pi / 12, \pi / 4\right)$. The standard deviations of the signal and electric noise are $\sigma_{s}=\sigma_{E}=1$. The left side of the figure corresponds to (nearly) precise magnetic measurement, while the right side to (nearly) electric measurement only.

### 65.4.4 SST Source (SST Model) Analysis

Supposethat it is desired to estimatethe direction to an SST source whose variance is unknown using a single vector sensor, and the estimation is done under the correct model of an SST source. In the following, the CRB for this problem will be derived and it will be shown that the resulting M SAE bound remains the same as when the estimation was done under the assumption of a DST source. That is, knowledge of the source type does not improve the accuracy of its direction estimate.


FIGURE 65.4: Effect of change in magnitude of $\sigma_{H}^{2}$ on $\mathrm{MSAE}_{C R}^{S}$ for three types of polarizations $\left(\theta_{4}=0, \pi / 12, \pi / 4\right)$. A singleSST source, $\sigma_{s}=\sigma_{E}=1$.

To get a statistical model for the SST measurement model (65.14) as a special case of Eq. (65.21), we will make the same assumptions on the noise and use a similar data scaling as in the above DST source case. That will give again equal noise variances in all the sensor coordinates. Assume also that the signal envelope $s(t)$ satisfies assumption A5 with $x(t)=s(t)$ in Eq. (65.14). Then the resulting statistical model becomes a special case of Eq. (65.21) with

$$
\begin{align*}
A & =\left[\begin{array}{c}
r V \\
(\boldsymbol{u} \times) V
\end{array}\right] Q \boldsymbol{w} \quad x(t)=s(t) \quad \sigma^{2}=\sigma_{H}^{2} \\
\boldsymbol{\theta} & =\left[\begin{array}{llll}
\theta_{1}, & \theta_{2}, & \theta_{3}, & \theta_{4}
\end{array}\right]^{T} \tag{65.35}
\end{align*}
$$

The unknown parameters are $\boldsymbol{\theta}, P, \sigma^{2}$.
The matrix expression of $\operatorname{CRB}(\boldsymbol{\theta})$ was calculated and its entries are presented in [1, Appendix F]. The results show that the ellipticity angle $\theta_{4}$ is decoupled from the rest of the parameters and that its variance is not a function of these parameters. Additionally, the parameter vector $\boldsymbol{\theta}$ is decoupled from $\sigma_{E}$ and $\sigma_{H}$.

The M SAE bound for an SST sourceunder theSST model was calculated using the analysis of [1]. The result coincides with Eq. (65.34). That is, the M SAE bound for an SST source is the same under both the SST and the DST models.

The CRB expression in [1, Appendix F] implies that the CRB variance of the orientation angle $\theta_{3}$ tends to infinity as the elevation angle $\theta_{2}$ approaches $\pi / 2$ or $-\pi / 2$. This singularity is explained by the fact that the orientation angle is a function of the azimuth (through $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$ ), and the latter becomes increasingly sensitive to measurement errors as the elevation angle approaches the zenith or nadir. (Note that the azimuth is undefined in the zenith and nadir elevations). However, this singularity is not an intrinsic one, as it depends on the chosen referencesystem, whiletheinformation in the vector measurement does not.

### 65.4.5 CVAE and SST Source Analysis in the Wave Frame

In order to get performance results intrinsic to the SST estimation problem and thereby solve the singularity problems associated with the above model, we choose an alternative error vector that is invariant under known rotational transformations of the coordinate system. The details of the following analysis appear in [1, Appendix G].

Denote by $W$ the wave frame whose coordinate axes are ( $\boldsymbol{u}, \widetilde{\boldsymbol{v}}_{1}, \widetilde{\boldsymbol{v}}_{2}$ ) where $\widetilde{\boldsymbol{v}}_{1}$ and $\widetilde{\boldsymbol{v}}_{2}$ correspond, respectively, to the major and minor axes of the source's electric wave ellipse (see Fig. 65.2). For any estimator $\widehat{\theta_{i}}, i=1,2,3$ there is an associated estimated wave frame $\widehat{W}$. Define the vector angular error $\boldsymbol{\phi}_{W} \widehat{W}$ which isthe vector angleby which $\widehat{W}$ is(right-handed) rotated about $W$, and by $\left[\boldsymbol{\phi}_{W \widehat{W}}\right]_{W}$ the representation of $\boldsymbol{\phi}_{W \widehat{W}}$ in the coordinate system $W$ (see[1, Appendix G]). The proposed vector angular error will be $\left[\boldsymbol{\phi}_{W \widehat{W}}\right]_{W}$.

Observe that $\left[\boldsymbol{\phi}_{W \widehat{W}}\right]_{W}$ depends, by definition, only on the frames $W, \widehat{W}$. Thus, for an estimator that is independent of known rotations of the data, the estimated wave frame $\widehat{W}$, the vector angular error and its covariance are independent of thesensor frame. Weintroduce the following definitions.

DEFINITION 65.4 The normalized asymptotic covariance of the vector angular error in the wave frame is defined as

$$
\begin{equation*}
\mathrm{CVAE} \triangleq \lim _{N \rightarrow \infty}\left\{N \mathrm{E}\left(\left[\boldsymbol{\phi}_{W \widehat{W}}\right]_{W}\left[\boldsymbol{\phi}_{W \widehat{W}}\right]_{W}^{T}\right)\right\} \tag{65.36}
\end{equation*}
$$

whenever this limit exists.

DEFINITION 65.5 A direction and orientation estimator will be called regular if its errors satisfy $\mathrm{E} \sum_{i=1}^{3}\left|\Delta \theta_{i}\right|^{3}=o(1 / N)$ and the gradient of its bias with respect to $\theta_{1}, \theta_{2}, \theta_{3}$ is $o(1)$ as $N \rightarrow \infty$.

Then wehave the following theorems.

THEOREM 65.4 For a regular model the CVAE of any regular direction and orientation estimator, whenever it exists, is bounded from below by

$$
\begin{equation*}
\operatorname{CVAE}_{C R} \triangleq N \cdot K \operatorname{CRB}\left(\theta_{1}, \theta_{2}, \theta_{3}\right) K^{T} \tag{65.37}
\end{equation*}
$$

where

$$
K=\left[\begin{array}{ccc}
\sin \theta_{2} & 0 & -1  \tag{65.38}\\
-\cos \theta_{2} \sin \theta_{3} & -\cos \theta_{3} & 0 \\
\cos \theta_{2} \cos \theta_{3} & -\sin \theta_{3} & 0
\end{array}\right]
$$

and $\operatorname{CRB}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ is the Cramér-Rao submatrix bound for the azimuth, elevation, and orientation angles for the particular model used.

PROOF 65.4 See [1, Appendix G].
Observe that the result of Theorem 65.4 isobtained using geometrical considerations only. Hence, it is applicableto general direction and orientation estimation problems and is not limited to the SST problem only. It is dependent only on the ability to define a wave frame. For example, one can apply this theorem to a DST source with a wave frame defined by the orientation angle that diagonalizes
the source signal covariance matrix. A generalization of this theorem to estimating non-unit vector systems is given in [26].

For vector sensor measurements, CVAE $_{C R}$ hasthedesirableproperty of being invariant to thechoice of reference coordinateframe. This invarianceproperty also holdsfor theCVAE of an estimator if the estimate is independent of deterministic rotational transformations of the data. Note that CVAE $_{C R}$ is not a function of $N$.

THEOREM 65.5 The M SAE and CVAE of any regular estimator are related through

$$
\begin{equation*}
\mathrm{MSAE}=[\mathrm{CVAE}]_{2,2}+[\mathrm{CVAE}]_{3,3} \tag{65.39}
\end{equation*}
$$

Furthermore, a similar equality holds for a regular model wherethe M SAE and CVAE in Eq. (65.39) are replaced by their lower bounds $\mathrm{MSAE}_{C R}$ and CVAE $_{C R}$.

PROOF 65.5 See [1, Appendix G].
In our case, $\operatorname{CRB}\left(\theta_{1}, \theta_{2}, \theta_{3}\right)$ is the $3 \times 3$ upper left block entry of the CRB matrix in the sensor framegiven in [1, AppendixF]. Substituting this block entry into Eq. (65.37) and denoting theCVAE matrix bound for the SST problem by CVAE $_{C R}^{S}$, we have that this matrix is diagonal with nonzero entries given by

$$
\begin{align*}
{\left[\mathrm{CVAE}_{C R}^{S}\right]_{1,1} } & =\frac{(1+\varrho)}{2 \varrho^{2} \cos ^{2} 2 \theta_{4}}  \tag{65.40a}\\
{\left[\mathrm{CVAE}_{C R}^{S}\right]_{2,2} } & =\frac{(1+\varrho)\left(\sigma_{E}^{2}+\sigma_{H}^{2}\right)}{2 \varrho^{2}\left[\sigma_{H}^{2} \sin ^{2} \theta_{4}+\sigma_{E}^{2} \cos ^{2} \theta_{4}\right]}  \tag{65.40b}\\
{\left[\mathrm{CVAE}_{C R}^{S}\right]_{3,3} } & =\frac{(1+\varrho)\left(\sigma_{E}^{2}+\sigma_{H}^{2}\right)}{2 \varrho^{2}\left[\sigma_{E}^{2} \sin ^{2} \theta_{4}+\sigma_{H}^{2} \cos ^{2} \theta_{4}\right]} \tag{65.40c}
\end{align*}
$$

Some observations on Eqs. (65.40) are summarized in the following:

- Rotation around $\boldsymbol{u}$ : Singular only for a circularly polarized signal.
- Rotation around $\widetilde{\boldsymbol{v}}_{1}$ (electric ellipse's major axis): Singular only for a linearly polarized signal and no magnetic measurement.
- Rotation around $\widetilde{\boldsymbol{v}}_{2}$ (electric ellipse's minor axis): Singular only for a linearly polarized signal and no electric measurement.
- The rotation variances around $\widetilde{\boldsymbol{v}}_{1}$ and $\widetilde{\boldsymbol{v}}_{2}$ are symmetric with respect to the electric and magnetic measurements.
- All the three variances in Eq. (65.40) are bounded from below by $(1+\varrho) / 2 \varrho^{2}$ (independent of the wave parameters).

The singular cases above arefound by checking when their variances in CVAE $_{C R}^{S}$ tend to infinity (see, e.g., [25, Theorem 6.3]). The three singular cases above should be expected as the corresponding rotations are unobservable. These singularities are intrinsic to the SST estimation problem and are independent of the reference coordinate system. The symmetry of the variances of the rotations around themajor and minor axes of theellipsewith respect to themagnetic and electric measurements should be expected as their axes have a spatial angle difference of $\pi / 2$.

The fact that the resulting singularities in the rotational errors are intrinsic (independent of the reference coordinate system) as well as the diagonality of the CVAE $_{C R}^{S}$ bound matrix with its simple entry expressions indicate that the wave frame is a natural system in which to do the analysis.

### 65.4.6 A Cross-Product-Based DOA Estimator

We propose a simple algorithm for estimating the DOA of a single electromagnetic source using the measurements of a single vector sensor. The motivation for this algorithm stems from the average cross-product Poynting vector. Observe that $-\boldsymbol{u}$ is the unit vector in the direction of the Poynting vector given by [27],

$$
\begin{aligned}
S(t) & =E(t) \times H(t)=\operatorname{Re}\left\{e^{i \omega_{c} t} \mathcal{E}(t)\right\} \times \operatorname{Re}\left\{e^{i \omega_{c} t} \mathcal{H}(t)\right\} \\
& =\frac{1}{2} \operatorname{Re}\{\mathcal{E}(t) \times \overline{\mathcal{H}}(t)\}+\frac{1}{2} \operatorname{Re}\left\{e^{i 2 \omega_{c} t} \mathcal{E}(t) \times \mathcal{H}(t)\right\}
\end{aligned}
$$

where $\overline{\mathcal{H}}$ denotes the complex conjugate of $\mathcal{H}$. The carrier time average of the Poynting vector is defined as $\langle S\rangle_{t} \triangleq \frac{1}{2} \operatorname{Re}\{\mathcal{E}(t) \times \overline{\mathcal{H}}(t)\}$. Note that unlike $\mathcal{E}(t)$ and $\mathcal{H}(t)$ this average is not a function of $\omega_{c}$. Thus, it has an intrinsic physical meaning.

At this point we can see two possible ways for estimating $\boldsymbol{u}$ :

1. Phasor time averaging of $\langle S\rangle_{t}$ yielding a vector denoted by $\langle S\rangle$ with the estimated $\boldsymbol{u}$ taken as the unit vector in the direction of $-\langle S\rangle$.
2. Estimation of $\boldsymbol{u}$ by phasor timeaveraging of theunit vectorsin thedirection of $\operatorname{Re}\{\mathcal{E}(t) \times \overline{\mathcal{H}}(t)\}$.

Clearly, thefirst way is preferable, since then $\boldsymbol{u}$ is estimated after the measurement noise is reduced by the averaging process, while the estimated $\boldsymbol{u}$ in the second way is more sensitive to the measurement noises which may be magnified considerably.

Thus, the proposed algorithm computes

$$
\begin{align*}
\widehat{\boldsymbol{s}} & =\frac{1}{N} \sum_{t=1}^{N} \operatorname{Re}\left\{\boldsymbol{y}_{E}(t) \times \overline{\boldsymbol{y}}_{H}(t)\right\}  \tag{65.41a}\\
\widehat{\boldsymbol{u}} & =\widehat{\boldsymbol{s}} /\|\widehat{\boldsymbol{s}}\| \tag{65.41b}
\end{align*}
$$

This algorithm and some of its variants have been patented [28].
The statistical performance of this estimator $\widehat{\boldsymbol{u}}$ is analyzed in [1, Appendix H] under the previous assumptions on $\boldsymbol{\xi}(t), \boldsymbol{e}_{E}(t), \boldsymbol{e}_{H}(t)$, except that the Gaussian assumption is omitted. The results are summarized by the following theorem.

THEOREM 65.6 The estimator $\widehat{\boldsymbol{u}}$ has the following properties (for both DST and SST sources):
a) If $\|\boldsymbol{\xi}(t)\|^{2},\left\|\boldsymbol{e}_{E}(t)\right\|,\left\|\boldsymbol{e}_{H}(t)\right\|$ have finite first order moments, then $\widehat{\boldsymbol{u}} \rightarrow \boldsymbol{u}$ almost surely.
b) If $\|\boldsymbol{\xi}(t)\|^{2},\left\|\boldsymbol{e}_{E}(t)\right\|,\left\|\boldsymbol{e}_{H}(t)\right\|$ have finitesecond order moments, then $\sqrt{N}(\widehat{\boldsymbol{u}}-\boldsymbol{u})$ is asymptotically normal.
c) If $\|\boldsymbol{\xi}(t)\|^{2},\left\|\boldsymbol{e}_{E}(t)\right\|,\left\|\boldsymbol{e}_{H}(t)\right\|$ have finite fourth order moments, then the M SAE is

$$
\begin{equation*}
\mathrm{MSAE}=\frac{1}{2} \varrho^{-1}\left(1+4 \varrho^{-1}\right)\left(r+r^{-1}\right)^{2} \tag{65.42}
\end{equation*}
$$

where $\varrho=\operatorname{tr}(P) / \sigma_{\|}^{2}=$ SNR.
d) Under theconditionsof (c), $N \delta^{2}$ is asymptotically $\chi^{2}$ distributed with two degrees of freedom.

PROOF 65.6 See [1, Appendix H].
For the Gaussian SST case, the ratio between the M SAE of this estimator to $\mathrm{M} \mathrm{SAE}_{C R}^{S}$ in Eq. (65.34) is

$$
\begin{equation*}
\text { eff } \triangleq \frac{\mathrm{MSAE}}{=\mathrm{MSAE}_{C R}^{S}}=\frac{\varrho+4}{\varrho+1}\left[1+\left(r-r^{-1}\right)^{2} \sin ^{2} \theta_{4} \cos ^{2} \theta_{4}\right] \tag{65.43}
\end{equation*}
$$

Hence, this estimator is nearly efficient if the following two conditions are met:

$$
\begin{align*}
\varrho & \gg 1  \tag{65.44a}\\
r \simeq 1 & \text { or } \quad \theta_{4} \simeq 0
\end{align*}
$$

Figure 65.5 illustrates these results using plots of the efficiency factor (65.43) as a function of the ellipticity angle $\theta_{4}$ for $\operatorname{SNR}=\varrho=10$ and three different values of $r$.


FIGURE 65.5: The efficiency factor (65.43) of the cross-product-based direction estimator as a function of thenormalized ellipticity anglefor threevalues of $r=\sigma_{H} / \sigma_{E}$. A single source, $\mathrm{SNR}=10$.

The estimator (65.41) can be improved using a weighted average of cross products between all possible pairs of real and imaginary parts of $\boldsymbol{y}_{E}(t)$ and $\boldsymbol{y}_{H}(s)$ taken at arbitrary times $t$ and $s$. (Note that these cross products have directions nearly parallel to the basic estimator $\widehat{\boldsymbol{u}}$ in Eq. (65.41); however, before averaging, these cross products should be premultiplied by +1 or -1 in accordance with the direction of the basic estimator $\widehat{\boldsymbol{u}}$ ). A similar algorithm suitable for real time applications can also be developed in the time domain without preprocessing needed for phasor representation. It can be extended to nonstationary inputs by using a moving average window on the data. It is of
interest to find the optimal weights and the performances of these estimators.
Themain advantages of theproposed cross-product-based algorithm (65.41) or oneof itsvariants above are

- It can give a direction estimate instantly, i.e., with one time sample.
- It is simple to implement (does not require minimization of a cost function) and can be applied in real time.
- It is equally applicable to sources of various types, including SST, DST, wide-band, and non-Gaussian.
- Its M SAE is nearly optimal in the Gaussian SST case under Eq. (65.44).
- It does not depend on time delays and therefore does not require data synchronization among different sensor components.


### 65.5 Multi-Source Multi-Vector Sensor Analysis

Consider the case in which it is desired to estimate the directions to multiple electromagnetic sources whose covariance is unknown using an array of vector sensors. The $\mathrm{MSAE}_{C R}$ and CVAE $_{C R}$ bound expressionsin Eqs. (65.29) and (65.37) areapplicableto each of the sourcesin themulti-sourcemultivector sensor scenario. Supposethat the noise vector $\boldsymbol{e}_{E H}(t)$ in Eq. (65.19) is complex whiteGaussian with zero mean and diagonal covariance matrix (i.e., noises from different sensors are uncorrelated) and with electric and magnetic variances $\sigma_{E}^{2}$ and $\sigma_{H}^{2}$, respectively. Suppose also that $r=\sigma_{H} / \sigma_{E}$ is known. Similarly to the single sensor case, multiply the electric measurements in Eq. (65.19) by $r$ to obtain equal noisevariances in all thesensor coordintates. The resulting models then become special cases of Eq. (65.21) as follows.

For DST signals, the block columns $A_{k} \in \mathbb{C}^{6 m \times 2}$ and the signals $\boldsymbol{x}(t) \in \mathbb{C}^{2 n \times 1}$ are

$$
\begin{align*}
A_{k} & =\boldsymbol{e}_{k} \otimes\left[\begin{array}{l}
r I_{3} \\
\left(\boldsymbol{u}_{k} \times\right)
\end{array}\right] V_{k}  \tag{65.45a}\\
\boldsymbol{x}(t) & =\left[\xi_{1}^{T}(t), \cdots, \xi_{n}^{T}(t)\right]^{T} \tag{65.45b}
\end{align*}
$$

The parameter vector of the $k$ th source includes here its azimuth and elevation.
For the SST case, the columns $A_{k} \in \mathbb{C}^{6 m \times 1}$ and the signals $\boldsymbol{x}(t) \in \mathbb{C}^{n \times 1}$ are

$$
\begin{align*}
A_{k} & =\boldsymbol{e}_{k} \otimes\left[\begin{array}{l}
r I_{3} \\
\left(\boldsymbol{u}_{k} \times\right)
\end{array}\right] V_{k} Q_{k} \boldsymbol{w}_{k}  \tag{65.46a}\\
\boldsymbol{x}(t) & =\left[s_{1}(t), \cdots, s_{n}(t)\right]^{T} \tag{65.46b}
\end{align*}
$$

Theparameter vector of the $k$ th sourceincludeshereitsazimuth, elevation, orientation, and ellipticity angles.

The matrices $A$ whose (block) columns are given in Eqs. (65.45a) and (65.46a) are the KhatriRao products (see, e.g., [20,21]) of the two matrices whose (block) columns are the arguments of the Kronecker products in these equations.

Mixed single and dual signal transmissions are also special cases of Eq. (65.21) with appropriate combinations of the above expressions.

### 65.5.1 Results for Multiple Sources, Single-Vector Sensor

We present several results for the multiple-sourcemodel and a single-vector sensor. It is assumed that the signal and noise vectors satisfy, respectively, assumptions A5 and A6. The results are applicable to wide-band sources since a single vector sensor is used and thus A3 and A4 are not needed.

We first present results obtained by numerical evaluation concerning the localization of two uncorrelated sources, assuming $r$ is known:

1. When only the electric field is measured, the information matrix is singular.
2. When the electric measurement is precise, the CRB variances are generally nonzero.
3. The $\mathrm{SAE}_{c R}^{S}$ can increase without bound with decreasing source angular separation for sources with the same ellipticity and spin direction, but remarkably it remains bounded for sources with different ellipticities or opposite spin directions.

Properties 1 and 2 are, in general, different from the single source case. Property 1 shows that it is necessary to include both the electric and magnetic measurements to estimate the direction to more than one source. Property 3 demonstrates the great advantage of using the electromagnetic vector sensor, in that it allows high resolution of sources with different ellipticities or opposite spins. Note that this generally requires a very large aperture using a scalar sensor array.

The above result on the ability to resolve two sources that are different only in their ellipticity or spin direction appears to benew. Notealso the analogy to Pauli's "exclusion principle", as in our case two narrow-band SST sources aredistinguishableif and only if they have different sets of parameters. The set in our case includes wave-length, direction, ellipticity, and spin sign.

Now we present conditions for identifiability of multiple SST (or polarized) sources and a single vector sensor, which are analytically proven in [29] and [30], assuming the noise variances are known:

1. A single source is always identifiable.
2. Two sources that are not fully correlated are identifiable if they have different DOAs.
3. Two fully correlated sources are identifiable if they have different DOAs and ellipticities.
4. Three sources that are not fully correlated areidentifiableif they have different DOAs and ellipticities.

Note that by identifiability we refer to both theDOA and polarization parameters.
Figures 65.6 and 65.7 illustrate the resolution of two uncorrelated equal power SST sources with a single electromagnetic vector sensor. The figures show the square root of the $M S A E_{C R}^{S}$ of one of the sources for a variety of spin directions, ellipticities, and orientation angles, as a function of the separation angle between the sources. (The M SAE $C_{C R}^{S}$ values of the two sources are found to be equal in all the following cases.) The covariances of the signals and noise are normalized such that $P=I_{2}, \sigma_{E}=\sigma_{H}=1$. The azimuth angle of the first source and the elevation angles of the two sources are kept constant ( $\left.\theta_{1}^{(1)}=\theta_{2}^{(1)}=\theta_{2}^{(2)}=0\right)$. The second source's azimuth is varied to give the desired separation angle $\Delta \theta_{1}, \theta_{1}^{(2)}$. In Fig. 65.6, the cases shown are of same spin directions $\left(\theta_{4}^{(1)}=\theta_{4}^{(2)}=\pi / 12\right)$ and opposite spin directions $\left(\theta_{4}^{(1)}=-\theta_{4}^{(2)}=\pi / 12\right)$, same orientation angles $\left(\theta_{3}^{(1)}=\theta_{3}^{(2)}=\pi / 4\right)$ and different orientation angles $\left(\theta_{3}^{(1)}=-\theta_{3}^{(2)}=\pi / 4\right)$. The figure shows that theresolution of thetwo sources with a single vector sensor is remarkably good when the sources have opposite spin directions. In particular, the $\mathrm{SAE}_{c R}^{S}$ remains bounded even for zero separation angle and equal orientation angles! On the other hand, the resolution is not so significant when the two sources have different orientation angles but equal ellipticity angles (then, for example, the $\mathrm{M} \mathrm{SAE}_{C R}^{S}$ tends to infinity for zero separation angle). In Fig. 65.7, the orientation angles of the sources is the same $\left(\theta_{3}^{(1)}=\theta_{3}^{(2)}=\pi / 4\right)$, the polarization of the first source is kept linear $\left(\theta_{4}^{(1)}=0\right)$ while the


FIGURE 65.6: $\mathrm{MSAE}_{C R}^{S}$ for two uncorrelated equal power SST sources and a single vector sensor as a function of the source angular separation. Upper two curves: Same spin directions ( $\theta_{4}^{(1)}=$ $\left.\theta_{4}^{(2)}=\pi / 12\right)$. Lower two curves: Opposite spin directions $\left(\theta_{4}^{(1)}=-\theta_{4}^{(2)}=\pi / 12\right)$. Solid curves: Same orientation angles ( $\left.\theta_{3}^{(1)}=\theta_{3}^{(2)}=\pi / 4\right)$. Dashed curves: Different orientation angles ( $\theta_{3}^{(1)}=$ $\left.-\theta_{3}^{(2)}=\pi / 4\right)$. Remaining parameters are $\theta_{1}^{(1)}=\theta_{2}^{(1)}=\theta_{2}^{(2)}=0, \Delta \theta_{1} \triangleq \theta_{1}^{(2)}, P=I_{2}, \sigma_{E}=\sigma_{H}=$ 1.
ellipticity angle of the second source is varied $\left(\left|\theta_{4}^{(2)}\right|=\pi / 12, \pi / 6, \pi / 4\right)$ to illustrate the remarkable resolvability due to different ellipticities. It can be seen that the $\mathrm{MSAE} E_{C R}^{S}$ remains bounded hereeven for zero separation angle.

Thus, Figs. 65.6 and 65.7 show that with one vector sensor it is possible to resolve extremely well two uncorrelated SST sources that have only different spin directions or different ellipticities (these sources can have the same direction of arrival and the same orientation angle). This demonstrates a great advantage of the vector sensor over scalar sensor arrays, in that the latter require large array apertures to resolve sources with small separation angle.

### 65.6 Concluding Remarks

An approach has been presented for the localization of electromagnetic sources using vector sensors. Wesummarizesomeof themain results of this articleand givean outlook to their possibleextensions.

M odels: New models that include the complete electromagnetic data at each sensor have been introduced. Furthermore, new signal models and vector angular error models in the wave frame have been proposed. The wave frame model provides simple performance expressions that are easy to interpret and have only intrinsic singularities. Extensions of the proposed models may include additional structures for specific applications.

Cramér-Rao bounds and quality measures: A compact expression for the CRB for multi-vector source multi-vector sensor processing has been derived. The derivation gave rise to new block matrix operators. New quality measures in three dimensional space, such as the M SAE for direction estimation and CVAE for direction and orientation estimation, have been defined. Explicit bounds on the MSAE and CVAE, having the desirable property of being invariant to the choice of the


FIGURE 65.7: SSAE $_{C R}^{S}$ for two uncorrelated equal power SST sources and a single vector sensor as a function of the source angular separation. Sources are with the same orientation angles ( $\theta_{3}^{(1)}=$ $\theta_{3}^{(2)}=\pi / 4$ ) and different ellipticity angles ( $\theta_{4}^{(1)}=0$ and $\theta_{4}^{(2)}$ as shown in the figure). Remaining parameters are as in Fig. 65.6.
reference coordinate frame, have been derived and can be used for performance analysis. Some generalizations of the bounds appear in [26]. These bounds are not limited to electromagnetic vector sensor processing. Performance comparisons of vector sensor processing with scalar sensor counterparts are of interest.

Identifiablity: The derived bounds and the identifiability analysis of [29] and [30] were used to show that the fusion of magnetic and electric data at a single vector sensor increases the number of identifiablesources (or resolution capacity) in three-dimensional spacefrom onesourcein theelectric data case to up to three sources in the electromagnetic case. For a single signal transmission source, in order to get good direction estimates, the fusion of the complete data becomes more important as the polarization gets closer to linear. Finding the number of identifiable sources per sensor in a general vector sensor array is of interest. Preliminary results on this issue can be found in [29, 31].

Resolution: Sourceresolution using vector sensorsisinherently different from scalar sensors, where the latter case is characterized by the classical Rayleigh principle. For example, it was shown that a single vector sensor can be used to resolve two sources in three-dimensional space. In particular, a vector sensor exhibits remarkable resolvability when the sources have opposite spin directions or different ellipticity angles. This is very different from the scalar sensor array case in which a plane array with large aperture is required to achieve the same goal. Analytical results on source resolution using vector sensor arrays and comparisons with their scalar counterparts are of interest.

Algorithms: A simple algorithm has been proposed and analyzed for finding the direction to a single source using a single vector sensor based on the cross-product operation. It is of interest to analyze the performance of the aformentioned variants of this algorithm and to extend them to more general source scenarios (e.g., larger number of sources). It is also of interest to develop new algorithms for the vector sensor array case.

Communication: The main considerations in communication are transmission of signals over channels with limited bandwidth and their recovery at the sensor. Vector sensors naturally fit these
considerations asthey have maximum observability to incoming signals and they doublethechannel capacity (compared with scalar sensors) with DST signals. This has vast potential for performance improvement in cellular communications. Future goals will include development of optimum signal estimation algorithms, communication forms, and coding design with vector-sensor arrays.

Implementations: The proposed methods should be implemented and tested with real data.
Sensor development: The use of complete electromagnetic data seemes to be virtually nonexistant in the literature on source localization. It is hoped that the results of this research will motivate the systematic development of high quality electromagnetic sensors that can operate over a broad range of frequencies. Recent references on this topic can be found in [14] and [15].

Extensions: The vector sensor concept can be extended to other areas and open new possibilities. An example of this can be found in [32] and [33] for the acoustic case.
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## Appendix A: Definitions of Some Block Matrix Operators

This appendix defines several block matrix operators that are found to be useful in this article. The following notation will be used for a blockwise partitioned matrix $A$ :

$$
A=\left[\begin{array}{ccc}
A_{<11>} & \cdots & A_{<1 n>}  \tag{A.1}\\
\vdots & & \vdots \\
A_{<m 1>} & \cdots & A_{<m n>}
\end{array}\right] \triangleq\left[A_{<i j>}\right]
$$

with the block entries $A_{<i j>}$ of dimensions $\mu_{i} \times v_{j}$. Define $\bar{\mu} \triangleq \sum_{i=1}^{m} \mu_{i}, \bar{v} \triangleq \sum_{j=1}^{n} v_{j}$, so $A$ is a $\bar{\mu} \times \bar{v}$ matrix. Since the block entries may not be of the same size, this is sometimes called an unbalanced partitioning. The following definitions will be considered.

DEFINITION 65.6 Block transpose. Let $A$ bean $m \mu \times n v$ blockwise partitioned matrix, with blocks $A_{<i j>}$ of equal dimensions $\mu \times \nu$. Then the block transpose $A^{b T}$ is an $n \mu \times m \nu$ matrix defined through

$$
\begin{equation*}
\left(A^{b T}\right)_{<i j>}=A_{<j i>} \tag{A.2}
\end{equation*}
$$

DEFINITION 65.7 Block Kronecker product. Let $A$ be a blockwise partitioned matrix of dimension $\bar{\mu} \times \bar{v}$, with block entries $A_{<i j>}$ of dimensions $\mu_{i} \times v_{j}$, and let $B$ be a blockwise partitioned matrix of dimensions $\bar{\eta} \times \bar{\rho}$, with block entries $B_{<i j>}$ of dimensions $\eta_{i} \times \rho_{j}$. Also $\bar{\mu}=\sum_{i=1}^{m} \mu_{i}, \bar{v}=\sum_{j=1}^{n} \nu_{j}, \bar{\eta}=\sum_{i=1}^{m} \eta_{i}, \bar{\rho}=\sum_{j=1}^{n} \rho_{j}$. Then the block Kronecker product $A \boxtimes B$ is an ( $\sum_{i=1}^{m} \mu_{i} \eta_{i} \times \sum_{j=1}^{n} v_{j} \rho_{j}$ ) matrix defined through

$$
\begin{equation*}
(A \boxtimes B)_{<i j>}=A_{<i j>} \otimes B_{<i j>} \tag{A.3}
\end{equation*}
$$

i.e., the $(i, j)$ block entry of $A \boxtimes B$ is $A_{<i j>} \otimes B_{<i j>}$ of dimension $\mu_{i} \eta_{i} \times v_{j} \rho_{j}$.

DEFINITION 65.8 Block Schur-Hadamard product. Let $A$ be an $m \mu \times n v$ matrix consisting of blocks $A_{<i j>}$ of dimensions $\mu \times v$, and let $B$ be an $m v \times n \eta$ matrix consisting of blocks $B_{<i j>}$ of dimensions $v \times \eta$. Then the block Schur-Hadamard product $A \boxminus B$ is an $m \mu \times n \eta$ matrix defined through

$$
\begin{equation*}
(A \boxminus B)_{<i j>}=A_{<i j>} B_{<i j>} \tag{A.4}
\end{equation*}
$$

Thus, each block of the product is a usual product of a pair of blocks and is of dimension $\mu \times \eta$.

DEFINITION 65.9 Block traceoperator. Let $A$ bean $m \mu \times n \mu$ matrix consisting of blocks $A_{<i j>}$ of dimensions $\mu \times \mu$. Then the block trace matrix operator $b \operatorname{tr}[A]$ is an $m \times n$ matrix defined by

$$
\begin{equation*}
(\operatorname{btr}[A])_{i j}=\operatorname{tr} A_{<i j>} \tag{A.5}
\end{equation*}
$$
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### 66.1 Introduction

Most high resolution direction-of-arrival (DOA) estimation methods rely on subspace or eigenbased information which can beobtained from the eigenvalue decomposition (EVD) of an estimated correlation matrix, or from the singular value decomposition (SVD) of the corresponding data matrix. However, the expense of directly computing these decompositions is usually prohibitive for real-timeprocessing. Also, becausetheDOA angles aretypically time-varying, repeated computation isnecessary to track theangles. Thishas motivated researchersin recent yearsto develop low cost eigen and subspace tracking methods. Four basic strategies have been pursued to reduce computation: (1) computing only a few eigencomponents, (2) computing a subspace basis instead of individual eigencomponents, (3) approximatingtheeigencomponentsor basis, and (4) recursively updatingthe eigencomponents or basis. The most efficient methods usually employ several of these strategies.

In 1990, an extensive survey of SVD tracking methods was published by Comon and Golub [7]. They classified the various algorithms according to complexity and basically two categories emerge: $O\left(n^{2} r\right)$ and $O\left(n r^{2}\right)$ methods, where $n$ is the snapshot vector size and $r$ is the number of extreme eigenpairsto betracked. Typically, $r<n$ or $r \ll n$, so the $O\left(n r^{2}\right)$ methodsinvolvesignificantly fewer computationsthan the $O\left(n^{2} r\right)$ algorithms. H owever, since1990, a number of $O(n r)$ algorithmshave
been developed. This article will primarily focus on recursive subspace and eigen updating methods developed since 1990, especially, the $O\left(n r^{2}\right)$ and $O(n r)$ algorithms.

### 66.2 Background

### 66.2.1 EVD vs. SVD

Let $X=\left[x_{1}\left|x_{2}\right| \ldots \mid x_{N}\right]$ be an $n \times N$ data matrix where the $k$ th column corresponds to the $k$ th snapshot vector, $x_{k} \in C^{n}$. With block processing, the correlation matrix for a zero mean, stationary, ergodic vector process is typically estimated as $R=\frac{1}{N} X X^{H}$ where the true correlation matrix, $\Phi=E\left[x_{k} x_{k}^{H}\right]=E[R]$.

TheEVD of theestimated correlation matrix isclosely related to theSVD of the corresponding data matrix. TheSVD of $X$ is given by $X=U S V^{H}$ where $U \in C^{n \times n}$ and $V \in C^{N \times N}$ areunitarymatrices and $S \in C^{n \times N}$ is a diagonal matrix whose nonzero entries are positive. It is easy to see that the left singular vectors of $X$ are the eigenvectors of $X X^{H}=U S S^{T} U^{H}$, and the right singular vectors of $X$ are the eigenvectors of $X^{H} X=V S^{T} S V^{H}$. This is so because $X X^{H}$ and $X^{H} X$ are positive definite Hermitian matrices (which have orthogonal eigenvectors and real, positive eigenvalues). Also note that thenonzero singular values of $X$ arethepositive squareroots of thenonzero eigenvalues of $X X^{H}$ and $X^{H} X$. M athematically, the eigen information contained in the SVD of $X$ or the EVD of $X X^{H}$ ( or $X^{H} X$ ) is equivalent, but the dynamic range of the eigenvalues is twice that of the corresponding singular values. With finite precision arithmetic, the greater dynamic range can result in a loss of information. For example, in rank determination, suppose the smallest singular value is $\epsilon$ where $\epsilon$ is machine precision. The corresponding eigenvalue, $\epsilon^{2}$, would be considered a machine precision zero and the EVD of $X X^{H}$ (or $X^{H} X$ ) would incorrectly indicate a rank deficiency. Because of the dynamic range issue, it is generally recommended to use the SVD of $X$ (or a square root factor of $R$ ). H owever, because additive sensor noise usually dominates numerical errors, this choice may not be critical in most signal processing applications.

### 66.2.2 Short Memory Windows for Time Varying Estimation

Ultimately, weareinterested in tracking someaspect of theeigenstructure of atimevarying correlation (or data) matrix. For simplicity we will focus on time varying estimation of the correlation matrix, realizing that the EVD of $R$ is trivially related to the SVD of $X$. A time varying estimator must have a short term memory in order to track changes. An example of long memory estimation is an estimator that involves a growing rectangular data window. Astimegoes on, the estimated quantities depend moreand moreon theold data, and less and less on thenew data. Thetwo most popular short memory approaches to estimatingatime varying correlation matrix involve(1) a moving rectangular window and (2) an exponentially faded window. Unfortunately, an unbiased, causal estimate of the true instantaneous correlation matrix at time $k, \Phi_{k}=E\left[x_{k} x_{k}^{H}\right]$, is not possible if averaging is used and the vector process is truly time varying. H owever, it is usually assumed that the process is varying slowly enough within the effective observation window that the process is approximately stationary and some averaging is desirable. In any event, at time $k$, a length $N$ moving rectangular data window results in a rank two modification of the correlation matrix estimate, i.e.,

$$
\begin{equation*}
R_{k}^{(r e c t)}=R_{k-1}^{(r e c t)}+\frac{1}{N}\left(x_{k} x_{k}^{H}-x_{k-N} x_{k-N}^{H}\right) \tag{66.1}
\end{equation*}
$$

where $x_{k}$ is the new snapshot vector and $x_{k-N}$ is the oldest vector which is being removed from the estimate. The corresponding data matrix is given by $X_{k}^{(r e c t)}=\left[x_{k}\left|x_{k-1}\right| \ldots \mid x_{k-N+1}\right]$ and $R_{k}^{(r e c t)}=$ $\frac{1}{N} X_{k}^{(r e c t)}\left(X_{k}^{(r e c t)}\right)^{H}$. Subtracting the rank onematrix from the correlation estimate is referred to as
a rank one downdate. Downdating moves all the eigenvalues down (or unchanged). Updating, on the other hand, moves all eigenvalues up (or unchanged). Downdating is potentially ill-conditioned because the smallest eigenvalue can move towards zero.

An exponentially faded data window produces a rank one modification in

$$
\begin{equation*}
R_{k}^{(f a d e)}=\alpha R_{k-1}^{(f a d e)}+(1-\alpha) x_{k} x_{k}^{H} \tag{66.2}
\end{equation*}
$$

where $\alpha$ is the fading factor with $0 \leq \alpha \leq 1$. In this case, the data matrix is growing in size, but the older data is de-emphasized with a diagonal weighting matrix,
$X_{k}^{(f a d e)}=\left[x_{k}\left|x_{k-1}\right| \ldots \mid x_{1}\right] \operatorname{sqrt}\left(\operatorname{diag}\left(1, \alpha, \alpha^{2}, \ldots, \alpha^{k-1}\right)\right)$ and $R_{k}^{(\text {fade })}=(1-\alpha) X_{k}^{(\text {fade })}\left(X_{k}^{(f a d e)}\right)^{H}$.
Of course, the two windows could be combined to produce an exponentially faded moving rectangular window, but this kind of hybrid short memory window has not been the subject of much study in the signal processing literature. Similarly, not much attention has been paid to which short memory windowing scheme is most appropriatefor a given data model. Since downdating is potentially ill-conditioned, and since two rank one modifications usually involve more computation than one, the exponentially faded window has someadvantages over themoving rectangular window. The main advantage of a (short) rectangular window is in tracking sudden changes. Assuming stationarity within the effective observation window, the power in a rectangular window will be equal to the power in an exponentially faded window when

$$
\begin{equation*}
N \approx \frac{1}{(1-\alpha)} \text { or equivalently } \alpha \approx 1-\frac{1}{N}=\frac{N-1}{N} . \tag{66.3}
\end{equation*}
$$

Based on a Fourier analysis of linearly varying frequencies, equal frequency lags occur when [14]

$$
\begin{equation*}
N \approx \frac{(1+\alpha)}{(1-\alpha)} \text { or equivalently } \alpha \approx \frac{N-1}{N+1} . \tag{66.4}
\end{equation*}
$$

Either oneof these relationshipscould be used as a rule of thumb for relating the effectiveobservation window of the two most popular short memory windowing schemes.

### 66.2.3 Classification of Subspace Methods

Eigenstructure estimation can be classified as (1) block or (2) recursive. Block methods simply compute an EVD, SVD, or related decomposition based on a block of data. Recursive methods updatethepreviously computed eigen information using new data as it arrives. Wefocuson recursive subspace updating methods in this article.

M ost subspace tracking algorithms can also be broadly categorized as(1) modified eigen problem (MEP) methods or (2) adaptive (or non-M EP) methods. With short memory windowing, M EP methods are adaptive in the sense that they can track time varying eigen information. However, when we use the word adaptive, we mean that exact eigen information is not computed at each update, but rather, an adaptivemethod tends to movetowards an EVD (or someaspect of an EVD) at each update. For example, gradient-based, perturbation-based, and neural network-based methods areclassified as adaptive because on averagethey movetowards an EVD at each update. On theother hand, rank one, rank $k$, and sphericalized EVD and SVD updates are, by definition, M EP methods because exact eigen information associated with an explicit matrix is computed at each update. Both MEP and adaptive methods are supposed to track the eigen information of the instantaneous, time varying correlation matrix.

### 66.2.4 Historical Overview of MEP Methods

M any researchers have studied SVD and EVD tracking problems. Golub [19] introduced one of the first eigen-updating schemes, and his ideas were developed and expanded by Bunch and co-workers in $[3,4]$. The basic idea is to update the EVD of a symmetric (or Hermitian) matrix when modified by a rank onematrix. Therank-oneeigen update was simplified in [37], when Schreiber introduced a transformation that makes the core eigenproblem real. Based on an additive white noise model, Karasalo [21] and Schreiber [37] suggested that the noise subspace be "sphericalized", i.e., replace the noise eigenvalues by their average value so that deflation [4] could be used to significantly reduce computation. By deflating the noise subspace and only tracking the $r$ dominant eigenvectors, the computation is reduced from $O\left(n^{3}\right)$ to $O\left(n r^{2}\right)$ per update. DeGroat reduced computation further by extending this concept to the signal subspace [8]. By sphericalizing and deflating both the signal and the noise subspaces, the cost of tracking the $r$ dimensional signal (or noise) subspace is $O(n r)$ and no iteration is involved. To makeeigen updating morepractical, DeGroat and Roberts developed stabilization schemes to control the loss of orthogonality due to the buildup of roundoff error [10]. Further work related to eigenvector stabilization is reported in [15, 28, 29, 30]. Recently, a more stable version of Bunch's algorithm was developed by Gu and Eisenstat [20]. In [46], Yu extended rank one eigen updating to rank $k$ updating.

DeGroat showed in [8] that forcing certain subspaces of the correlation matrix to be spherical, i.e., replacing the associated eigenvalues with a fixed or average value, is an easy way to deflate the size of the updating problem and reduce computation. Basically, a spherical subspace (SS) update is a rank one EVD update of a sphericalized correlation matrix. Asymptotic convergence analysis of SS updating is found in [11, 13]. A four level SS update capable of automatic signal subspace rank and size adjustment is described in [9, 11]. The four level and the two level SS updates are the only M EP updates to date that are $O(n r)$ and noniterative. For more details on SS updating, see Section 66.3.6, Spherical Subspace(SS) U pdating: A General Framework for Simplified Updating.

In [42], Xu and Kailath present a Lanczos based subspace tracking method with an associated detection scheme to track the number of sources. A reference list for systolic implementations of SVD based subspace trackers is contained in [12].

### 66.2.5 Historical Overview of Adaptive, Non-MEP Methods

Owsley pioneered orthogonal iteration and stochastic-based subspace trackers in [32]. Yang and Kaveh extended O wsley's work in [44] by devising a family of constrained gradient-based algorithms. A highly parallel algorithm, denoted the inflation method, is introduced for the estimation of the noise subspace. The computational complexity of this family of gradient-based methods varies from (approximately) $n^{2} r$ to $\frac{7}{2} n r$ for theadaptation equation. However, since theeigenvectors areonly approximately orthogonal, an additional $n r^{2}$ flops may beneeded if Gram Schmidt orthogonalization is used. It may bethat a partial orthogonalization scheme(seeSection 66.3.2 Controlling Roundoff Error Accumulation and Orthogonality Errors) can be combined with Yang and Kaveh's methodsto improve orthogonality enough to eliminate the $O\left(n r^{2}\right)$ Gram Schmidt computation. Karhunen [22] also extended Owsley's work by developing a stochastic approximation method for subspace computation. Bin Yang [43] used recursive least squares (RLS) methods with a projection approximation approach to develop the projection approximation subspace tracker (PAST) which tracks an arbitrary basis for the signal subspace, and PASTd which uses deflation to track the individual eigencomponents. A multi-vector eigen tracker based on the conjugate gradient method is developed in [18]. Previous conjugate gradient-based methods tracked a single eigenvector only. Orthogonal iteration, Iossless adaptive filter, and perturbation-based subspace trackers appear in [40] [36], and [5] respectively. A family of non-EVD subspace trackers is given in [16]. An adaptive subspace method that uses a linear operator, referred to as the Propagator, is given in [26]. Approximate SVD methods that are
based on $a$ QR update step followed by a single (or partial) Jacobi sweep to movethetriangular factor towardsa diagonal form appear in [12,17, 30]. These methods can be described as approximateSVD methods because they will converge to an SVD if the Jacobi sweeps are repeated.

Subspace estimation methods based on URV or rank revealing QR (RRQR) decompositions are referenced in [6]. These rank revealing decompositions can divide a set of orthonormal vectors into sets that span the signal and noise subspaces. However, a threshold (noise power) level that lies between the largest noise eigenvalue and the smallest signal eigenvalue must be known in advance. In some ways, the URV decomposition can be viewed as an approximate SVD. For example, the transposed QR (TQR) iteration [12] can be used to compute theSVD of a matrix, but if the iteration is stopped before convergence, the resulting decomposition is URV-like.

Artificial neural networks(ANN ) havealso been used to estimate eigen information [35]. In 1982, Oja[31] was oneof thefirst to develop an eigenvector estimating ANN. Using a Hebbian typelearning rule, this ANN adaptively extracts the first principal eigenvector. Much research has been done in this area since 1982. For an overview and a list of references, see [35].

### 66.3 Issues Relevant to Subspace and Eigen Tracking Methods

### 66.3.1 Bias Due to Time Varying Nature of Data Model

Because direction-of-arrival (DOA) angles are typically time varying, a range of spatial frequencies is usually included in the effective observation window. M ost spatial frequency estimation methods yield frequency estimates that are approximately equal to the effective frequency average in the window. Consequently, theestimates lag the trueinstantaneousfrequency. If thefrequency variation is assumed to be linear within the effective observation window, this lag (or bias) can be easily estimated and compensated [14].

### 66.3.2 Controlling Roundoff Error Accumulation and Orthogonality Errors

Numerical algorithms are generally defined as stable if the roundoff error accumulates in a linear fashion. H owever, recursiveupdating algorithmscannot tolerateeven alinear buildup of error iflarge (possibly unbounded) numbers of updates are to be performed. For real time processing, periodic reinitialization is undesirable. M ost of the subspace tracking algorithms involve the product of at least $k$ orthogonal matrices by the time the $k$ th update is computed. According to Parlett [33], the error propagated by a product of orthogonal matrices is bounded as

$$
\begin{equation*}
\left|U_{k} U_{k}^{H}-I\right|_{E} \leq(k+1) n^{1.5} \epsilon \tag{66.5}
\end{equation*}
$$

where the $n \times n$ matrix $U_{k}=U_{k-1} Q_{k}=Q_{k} Q_{k-1} \ldots Q_{1}$ is a product of $k$ matrices that are each orthogonal to working accuracy, $\epsilon$ is machine precision, and $|.|_{E}$ denotes the Euclidean matrix norm. Clearly, if $k$ is large enough, the roundoff error accumulation can be significant.

There are really only two sources of error in updating a symmetric or Hermitian EVD: (1) the eigenvalues and (2) the eigenvectors. Of course, the eigenvectors and eigenvalues are interrelated. Errors in one tend to produce errors in the other. At each update, small errors may occur in the EVD update so that the eigenvalues become slowly perturbed and the eigenvectors become slowly nonorthonormal. The solution is to prevent significant errors from ever accumulating in either.

We do not expect the main source of error to befrom the eigenvalues. According to Stewart [38], the eigenvalues of a Hermitian matrix are perfectly conditioned, having condition numbers of one. M oreover, it is easy to show that when exponential weighting is used, the accumulated roundoff error
is bounded by a constant, assuming no significant errors are introduced by the eigenvectors. By contrast, if exponential windowing is not used, the bound for the accumulated error builds up in a linear fashion. Thus, the fading factor not only fades out old data, but also old roundoff errors that accumulate in the eigenvalues.

Unfortunately, the eigenvectors of a Hermitian matrix are not guaranteed to be well conditioned. An eigenvector will be ill-conditioned if its eigenvalue is closely spaced with other eigenvalues. In this case, small roundoff perturbationsto the matrix may cause relatively largeerrors in the eigenvectors. The greatest potential for nonorthogonality then is between eigenvectors with adjacent (closely spaced) eigenvalues. This observation led to the development of a partial orthogonalization scheme known as pairwise Gram Schmidt (PGS) [10] which attacks the roundoff error buildup problem at the point of greatest numerical instability - nonorthogonality of adjacent eigenvectors. If the intervening rotations(orthogonal matrix products) inherent in the eigen updatearerandom enough, the adjacent vector PGS can be viewed as a full orthogonalization spread out over time. When PGS is combined with exponential fading, the roundoff accumulation in both the eigenvectors and the eigenvalues is controlled. Although PGS was originally designed to stabilize Bunch's EVD update, it is generally applicableto any EVD, SVD, URV, QR, or orthogonal vector update. M oonen et al. [29] suggested that the bulk of the eigenvector stabilization in thePGS scheme is due to the normalization of the eigenvectors. Simulations seem to indicate that normalization alone stabilizes the eigenvectors almost as well as the PGS scheme, but not to working precision orthogonality. Edelman and Stewart provide some insight into the normalization only approach to maintaining orthogonality [15]. For additional analysis and variations on the basic idea of spreading orthogonalization out over time, see [30] and especially [28].

M any of the $O(n r)$ adaptivesubspacemethods produceeigenvector estimates that areonly approximately orthogonal and normalization alone does not always provide enough stabilization to keep the orthogonality and other error measures small enough. We have found that PGS stabilization can noticeably improve both the subspace estimation performance as well as the DOA (or spatial frequency) estimation performance. For example, without PGS (but with normalization only), we found that Champagne's $O(n r)$ perturbation-based eigen tracker (method PC) [5] sometimes gives spurious M U SIC-based frequency estimates. On theother hand, with PGS, Champagne'sPC method produced improved subspace and frequency estimates. Theorthogonality error was also significantly reduced. Similar performance boosts could be expected for any subspace or eigen tracking method (especially those that produce eigenvector estimates that are only approximately orthogonal, e.g., PAST and PASTd [43] or Yang and Kaveh's family of gradient based methods [44, 45]). Unfortunately, normalization only and PGSare $O(n r)$. Adding thiskind of stabilization to an $O(n r)$ subspace tracking method could double its overall computation.

Other variations on the original PGS idea involve symmetrizing the $2 \times 2$ transformation and making the pairwise orthogonalization cyclic [28]. The symmetric transformation assumes that the vector pairs are almost orthgonal so that higher order error terms can be ignored. If this is the case, the symmetric version can provide slightly better results at a somewhat higher computational cost. For methods that involve working precision orthogonal vectors, the original PGS scheme is overkill. Instead of doing PGS orthogonalization on each adjacent vector pair, cyclic PGS orthogonalizes only one pair of vectors per update, but cycles through all possible combinations over time. Thus, cyclic PGS covers all vector pairs without relying on the randomness of intervening rotations. Cyclic PGS spreads the orthogonalization process out in time even more than the adjacent vector PGS method. M oreover, cyclic PGS (or cyclic normalization) involves $O(n)$ flops per update, but there is a small overhead associated with keeping track of the vector pair cycle.

In summary, we can say that stabilization may not be needed for a small number of updates. On the other hand, if an unbounded number of updates is to be performed, some kind of stabilization is recommended. For methodsthat yield nearly orthogonal vectors at each update, only a small amount of orthogonalization is needed to control the error buildup. In these cases, cyclic PGS may be best.

H owever, for methods that produce vectorsthat are only approximately orthogonal, a morecomplete orthogonalization scheme may be appropriate, e.g., a cyclic scheme with two or three vector pairs orthogonalized per update will produce better results than a single pair scheme.

### 66.3.3 Forward-Backward Averaging

In many subspacetracking problems, forward-backward (FB) averaging can improvesubspaceas well as DOA (or frequency) estimation performance. Although FB averaging is generally not appropriate for nonstationary processes, it does appear to improve spatial frequency estimation performance if the frequencies vary linearly within the effective observation window. Based on Fourier analysis of linearly varying frequencies, weinfer that thisisprobably due to thefact that the average frequency in thewindow isidentical for both theforward and thebackward cases[14]. Consequently, thefrequency estimates are reinforced by FB averaging. Besides improved estimation performance, FB averaging can be exploited to reduce computation by as much as $75 \%$ [24]. FB averaging can also reduce computer memory requirements because (conjugate symmetric or anti-symmetric) symmetries in the complex eigenvectors of an FB averaged correlation matrix (or the singular vectors of an FB data matrix) can be exposed through appropriate normalization.

### 66.3.4 Frequency vs. Subspace Estimation Performance

It has recently been shown with asymptotic anal ysisthat abetter subspaceestimatedoes not necessarily result in a better M USIC-based frequency estimate [23]. In subspace tracking simulations, we have also observed that some methods produce better subspace estimates, but the associated MUSICbased frequency estimates are not always better. Consequently, if DOA estimation is the ultimate goal, subspaceestimation performance may not bethe best criterion for evaluating subspacetracking methods.

### 66.3.5 The Difficulty of Testing and Comparing Subspace Tracking Methods

A significant amount of research has been done on subspace and eigen tracking algorithms in the past few years, and much progress has been made in making subspace tracking more efficient. Not surprisingly, all of the methods developed to date have different strengths and weaknesses. Unfortunately, there has not been enough time to thoroughly analyze, study, and evaluate all of the new methods. Over the years, several tests have been devised to "experimentally" compare various methods, e.g., convergence tests [44], response to sudden changes [7], and crossing frequency tracks (wherethesignal subspace temporarily collapses) [8]. Some methods do well on one test, but not so well on another. It is difficult to objectively compare different subspace tracking methods because optimal operating parameters are usually unknown and therefore unused, and the performance criteria may be ill-defined or contradictory.

### 66.3.6 Spherical Subspace (SS) Updating - A General Framework for Simplified Updating

M ost eigen and subspacetracking algorithms are based directly or indirectly on tracking some aspect of the EVD of a time varying correlation matrix estimate that is recursively updated according to Eq. (66.1) or (66.2). SinceEqs. (66.1) and (66.2) involve rank one and rank two modifications to the correlation matrix, most subspace tracking algorithms explicitly or implicitly involve rank one (or two) modification of the correlation matrix. Sincerank two modifications can be computed as two rank one modifications, we will focus on rank one updating.

Basically, spherical subspace(SS) updates are simplified rank oneEVD updates. The simplification involves sphericalizing subsets of eigenvalues (i.e., forcing each subset to have the same eigenlevel) so that the sphericalized subspaces can be deflated.

Based on an additive whitenoisesignal model, Karasalo [21] and Schreiber [37] first suggested that the "noise" eigenvaluesbereplaced by their averagevaluein order to reducecomputation by deflation. Using Ljung's ODE-based method for analyzing stochastic recursive algorithms [25], it has recently been shown that, if the noise subspace is sphericalized, the dominant eigenstructure of a correlation matrix asymptotically converges to the true eigenstructure with probability one (under any noise assumption) [11]. It is important to realize that averaging the noise eigenvalues yields a spherical subspace in which the eigenvectors can be arbitrarily oriented as long as they form an orthonormal basis for the subspace. A rank-one modification affects only one component of the sphericalized subspace. Thus, only one of the multiple noise eigenvalues is changed by a rank-one modification. Consequently, making the noise subspace spherical (by averaging the noise eigenvalues, or replacing them with a constant eigenlevel) deflates the eigenproblem to an $(r+1) \times(r+1)$ problem, which corresponds to a signal subspace of dimension $r$, and the single noise component whose power is changed. For details on deflation, see [4].

The analysis in [11] shows that any number of sphericalized eigenlevels can be used to track various subspace spans associated with the correlation matrix. For example, if both the noise and the signal subspaces are sphericalized (i.e., the dominant and subdominant set of eigenvalues is replaced by their respective averages), the problem deflates to a $2 \times 2$ eigenproblem that can be solved in closed form, noniteratively. We will call this doubly deflated SS update, SA2 (Signal Averaged, Two Eigenlevels) [8]. In [13] we derived the SA2 algorithm ODE and used a Lyapunov function to show asymptotic convergence to the true subspaces w.p. 1 under a diminishing gain assumption. In fact, the SA2 subspace trajectories can be described with Lie bracket notation and follow an isospectral flow as described by Brockett's ODE [2]. A four level SS update (called SA4) was introduced in [9] to allow for information theoretic source detection (based on the eigenvalues at the boundary of the signal and noise subspaces) and automatic subspace size adjustment. A detailed analysis of SA4 and an SA4 minimum description length (SA4-M DL) detection scheme can be found in [11, 41]. SA4 sphericalizes all the signal eigenvalues except the smallest one, and all the noise eigenvalues except the largest one, resulting in a $4 \times 4$ deflated eigenproblem. By tracking theeigenvalues that areon the boundary of the signal and noise subspaces, information theoretic detection schemes can be used to decide if the signal subspace dimension should be increased, decreased, or remain unchanged. Both SA2 and SA4 are $O(n r)$ and noniterative.

The deflated core problem in SS updating can involve any EVD or SVD method that is desired. It can also involve other decompositions, e.g., the URVD [34]. To illustrate the basic idea of SS updating, we will explicitly show how an update is accomplished when only the smallest ( $n-r$ ) "noise" eigenvalues are sphericalized. This particular SS update is called a Signal Eigenstructure(SE) update because only the dominant $r$ "signal" eigencomponents are tracked. This case is equivalent to that described by Schreiber [37] and an SVD version is given by Karasalo [21].

To simplify and more clearly illustrate the idea SS updating, we drop the normalization factor, ( $1-\alpha$ ), and the $k$ subscripts from Eq. (66.2) and use the eigendecomposition of $R=U D U^{H}$ to expose a simpler underlying structure for a single rank-one update

$$
\begin{align*}
\widetilde{R} & =\alpha R+x x^{H}  \tag{66.6}\\
& =\alpha U D U^{H}+x x^{H}  \tag{66.7}\\
& =U\left(\alpha D+\beta \beta^{H}\right) U^{H}, \quad \beta=U^{H} x  \tag{66.8}\\
& =U G\left(\alpha D+\gamma \gamma^{T}\right) G^{H} U^{H}, \quad \gamma=G^{H} \beta  \tag{66.9}\\
& =U G H\left(\alpha D+\zeta \zeta^{T}\right) H^{T} G^{H} U^{H}, \quad \zeta=H^{T} \gamma  \tag{66.10}\\
& =U G H\left(Q \widetilde{D} Q^{T}\right) H^{T} G^{H} U^{H} \tag{66.11}
\end{align*}
$$

$$
\begin{equation*}
=\tilde{U} \widetilde{D}^{H}, \quad \tilde{U}=U G H Q \tag{66.12}
\end{equation*}
$$

where $G=\operatorname{diag}\left(\beta_{1} /\left|\beta_{1}\right|, \ldots, \beta_{n} /\left|\beta_{n}\right|\right.$ is a diagonal unitary transformation that has the effect of making the matrix inside the parenthesis real [37], $H$ is an embedded H ouseholder transformation that deflates the core problem by zeroing out certain elements of $\zeta$ (see the SE case below), and $Q \widetilde{D} Q^{T}$ is the EVD of the simplified, deflated core matrix, $\left(\alpha D+\zeta \zeta^{T}\right)$. In general, $H$ and $Q$ will involve smaller matrices embedded in an $n \times n$ identity matrix. In order to more clearly see the details of deflation, we must concentrate on finding the eigendecomposition of the completely real matrix, $S=\left(\alpha D+\gamma \gamma^{T}\right)$ for a specific case. Let us consider the SE update and assume that the noise eigenvalues contained in the diagonal matrix have been replaced by their average values, $d^{(n)}$, to produce a sphericalized noise subspace. We must then apply block Householder transformations to concentrate all of the power in the new data vector into a single component of the noise subspace. The update is thus deflated to an $(r+1) \times(r+1)$ embedded eigenproblem as shown below,

$$
\begin{align*}
& S=\left(\alpha D+\gamma \gamma^{T}\right)  \tag{66.13}\\
& =H\left(\alpha D+\zeta \zeta^{T}\right) H^{T}, \quad \zeta=H^{T} \gamma  \tag{66.14}\\
& =\left[\begin{array}{ll}
I_{r} & 0 \\
0 & H_{n-r}^{(n)}
\end{array}\right]\left(\alpha\left[\begin{array}{ll}
D_{r}^{(s)} & 0 \\
0 & d^{(n)} I_{n-r}
\end{array}\right]+\zeta \zeta^{T}\right)\left[\begin{array}{ll}
I_{r} & 0 \\
0 & H_{n-r}^{(n)}
\end{array}\right]^{T}  \tag{66.15}\\
& =\left[\begin{array}{ll}
I_{r} & 0 \\
0 & H_{n-r}^{(n)}
\end{array}\right]\left(\left[\begin{array}{ll}
Q_{r+1} & 0 \\
0 & I_{n-r-1}
\end{array}\right]\left[\begin{array}{lll}
\widetilde{D}_{r}^{(s)} & 0 & 0 \\
0 & \widetilde{d}^{(n)} & 0 \\
0 & 0 & \alpha d^{(n)} I_{n-r-1}
\end{array}\right]\right. \\
& \left.\times\left[\begin{array}{ll}
Q_{r+1} & 0 \\
0 & I_{n-r-1}
\end{array}\right]^{T}\right)\left[\begin{array}{ll}
I_{r} & 0 \\
0 & H_{n-r}^{(n)}
\end{array}\right]^{T}  \tag{66.16}\\
& =H\left(Q \widetilde{D} Q^{T}\right) H^{T} \tag{66.17}
\end{align*}
$$

where

$$
\begin{align*}
& \zeta^{T}=\left(H^{T} \gamma\right)^{T}=\left[\gamma^{(s)},\left|\gamma^{(n)}\right|, 0_{(n-r-1) \times 1}\right]^{T},  \tag{66.18}\\
& H_{n-r}^{(n)}=I_{n-r}-2 \frac{v^{(n)}\left(v^{(n)}\right)^{T}}{\left(v^{(n)}\right)^{T} v^{(n)}},  \tag{66.19}\\
& H=\left[\begin{array}{ll}
I_{r} & 0 \\
0 & H_{n-r}^{(n)}
\end{array}\right],  \tag{66.20}\\
& \gamma\left.=\left[\begin{array}{c}
\gamma^{(s)} \\
\gamma^{(n)}
\end{array}\right]\right\} r  \tag{66.21}\\
&\} n-r  \tag{66.22}\\
& v^{(n)}=\gamma^{(n)}+\left|\gamma^{(n)}\right|\left[\begin{array}{c}
1 \\
0_{(n-r-1) \times 1}
\end{array}\right]
\end{align*}
$$

The superscripts ( $s$ ) and ( $n$ ) denote signal and noise subspace, respectively, and the subscripts denote the size of the various block matrices. In the actual implementation of the SE algorithm, the Householder transformations are not explicitly computed, as we will see below. M oreover, it should be stressed that the H ouseholder transformation does not changethe span of the noise subspace, but
merely "aligns" the subspace so that all of thenew data vector, $x$, that projects into the noise subspace lies in a single component of the noise subspace.

The embedded (deflated) $(r+1) \times(r+1)$ eigenproblem,

$$
E=\left(\left[\begin{array}{ll}
D^{(s)} & 0  \tag{66.23}\\
0 & d^{(n)}
\end{array}\right]+\left[\begin{array}{c}
\gamma^{(s)} \\
\left|\gamma^{(n)}\right|
\end{array}\right]\left[\begin{array}{c}
\gamma^{(s)} \\
\left|\gamma^{(n)}\right|
\end{array}\right]^{T}\right)_{(r+1) \times(r+1)}=Q_{r+1} \widetilde{D}_{r+1} Q_{r+1}^{T}
$$

can be solved using any EVD algorithm. Or, an SVD (square root) version can be computed by finding the SVD of

$$
F=\left[\begin{array}{lll}
\Sigma^{(s)} & 0 & \gamma^{(s)}  \tag{66.24}\\
0 & \sigma^{(n)} & \left|\gamma^{(n)}\right|
\end{array}\right]_{(r+1) \times(r+2)}=Q_{r+1} \widetilde{\Sigma}_{r+1} P_{r+1}^{T}
$$

where $E=F F^{T}, \Sigma^{(s)}=\operatorname{sqrt}\left(D^{(s)}\right), \sigma^{(n)}=\sqrt{d^{(n)}}$ and $\widetilde{\Sigma}_{r+1}=\operatorname{sqrt}\left(\widetilde{D}_{r+1}\right)$. The right singular vectors, $P_{r+1}$, are generally not needed or explicitly computed in most subspace tracking problems.

The new signal and noise subspaces are thus given by

$$
\begin{align*}
\widetilde{U} & =\left[\widetilde{U}^{(s)}, \widetilde{U}^{(n)}\right]  \tag{66.25}\\
& =U G H Q  \tag{66.26}\\
& =[\underbrace{U^{(s)} G^{(s)}}_{n \times r}, \underbrace{U^{(n)} G^{(n)} H^{(n)}}_{n \times(n-r)}]\left[\begin{array}{ll}
Q_{r+1} & 0 \\
0 & I_{n-r-1}
\end{array}\right] \tag{66.27}
\end{align*}
$$

where $U^{(s)}$ and $U^{(n)}$ are the old signal and noise subspaces, $G$ represents the diagonal unitary transformation that makes the rest of the problem real, $H$ is the block H ouseholder transformation that rotates (or moreprecisely, reflects) thespherical subspaces so that all of thenoise power contained in thenew data vector can beconcentrated into asinglecomponent of noisesubspace, and $Q$ represents the evolution and interaction of the two subspaces induced by the new data vector. Basically, this update partitions the data space into two subspaces: the signal subspace is not sphericalized and all of its eigencomponents are explicitly tracked whereas the noise subspace is sphericalized and not explicitly tracked (to save computation). Using the properties of the H ouseholder transformation, it can be shown that the single component of the noise subspace that mixes with the signal subspace via $Q_{r+1}$ is given by

$$
\begin{align*}
u^{(n)} & =\text { the first column of } U^{(n)} G^{(n)} H^{(n)}  \tag{66.28}\\
& =\frac{U^{(n)}\left(U^{(n)}\right)^{H} x}{\left|U^{(n)}\left(U^{(n)}\right)^{H} x\right|}  \tag{66.29}\\
& =\frac{1}{\left|\gamma^{(n)}\right|}\left(I-U^{(s)}\left(U^{(s)}\right)^{H}\right) x  \tag{66.30}\\
& =\frac{1}{\left|\gamma^{(n)}\right|}\left(x-U^{(s)} \gamma^{(s)}\right) \tag{66.31}
\end{align*}
$$

where $u^{(n)}$ is the projection of $x$ into the noise subspace and $\left|\gamma^{(n)}\right|=\left|x-U^{(s)} \gamma^{(s)}\right|$ is the power of $x$ projected into the noise subspace. Once theeigenvectors of the core $(r+1) \times(r+1)$ problem are found, the signal subspace eigenvectors can be updated as

$$
\begin{align*}
\widetilde{U} & =\left[\widetilde{U}^{(s)}, \tilde{u}^{(n)}\right]  \tag{66.32}\\
& =[\underbrace{U^{(s)} G^{(s)}}_{n \times r}, \underbrace{u^{(n)}}_{n \times 1}] Q_{r+1} \tag{66.33}
\end{align*}
$$

where updating the new noise eigenvector is not necessary (if the noise subspace is resphericalized). The complexity of the core eigenproblem is $O\left(r^{3}\right)$ and updating the signal eigenvectors is $O\left(n r^{2}\right)$. Thus, the SE update is $O\left(n r^{2}\right)$.

After an update is accomplished, one of the noise eigencomponents is altered by the embedded eigenproblem. To maintain noise subspace sphericity, the noise eigenvalues must be re averaged before the next SE update can be accomplished. On the other hand, if the noise eigenvalues are not re-averaged, the SE update eventually reverts to a full eigen update.

A whole family of related SS updates is possible by simple modification of the above described process. For example, to obtain SA2, the $H$ transformation in Eq. (66.20) would be modified by replacing the $I_{r}$ with an $r \times r$ Householder matrix that deflates the signal subspace. This would makethe core eigenproblem $2 \times 2$ and the $Q$ matrix an identity with an embedded $2 \times 2$ orthogonal matrix.

### 66.3.7 Initialization of Subspace and Eigen Tracking Algorithms

It is impossible to give generic initialization requirements that would apply to all subspace tracking algorithms, but one feature that is common to many updating methods is a fading factor. For cold start initialization (e.g., starting from nothing) at $k=0$, initial convergence can often be sped up by ramping up the fading factor, e.g.,

$$
\begin{equation*}
\alpha_{k}=\left(1-\frac{1}{k+1}\right) \alpha, \quad k=0,1,2, \ldots \tag{66.34}
\end{equation*}
$$

where $\alpha$ is the final steady state value for the fading factor.

### 66.3.8 Detection Schemes for Subspace Tracking

Several subspace tracking methods have detection schemes that were specifically designed for them. Xu and Kailath developed astrongly consistent detection schemefor their Lanczos-based method [42]. DeGroat and Dowling adapted information theoretic criteria for use with SA4 [9] and an asymptotic proof of consistency is given in [11]. Stewart proposed the URV update as a rank revealing method [39]. Bin Yang proposed that the eigenvalue estimates from PASTd be used for information theoretic-based rank estimation [43].

### 66.4 Summary of Subspace Tracking Methods Developed Since 1990

### 66.4.1 Modified Eigen Problems

An $O\left(n^{2} r\right)$ fastsubspace decomposition (FSD) method based on the Lanczosalgorithm and astrongly consistent source detection scheme was introduced by Xu and Kailath [42].

A transposed QR (TQR) iteration-based SVD update was introduced in [12]. To reduce computation to $O\left(n r^{2}\right)$, thenoise subspace is sphericalized and deflated. Based on various performancetests, one or two TQR iterations per update yield results that are comparable to the fully converged SVD. M oreover, because the diagonalization process is taking place on a triangular factor, the partially converged, deflated TQR-SVD update is very similar to a deflated URV update [34].

DeGroat and Roberts [10] simplified Bunch's rank one eigen update [4] and proposed a partial orthogonalization scheme, called pair-wise Gram Schmidt (PGS), to stabilize the eigenvectors. Together with exponential fading to stabilizetheeigenvalues, thebuildup of roundoff error is essentially controlled and machine precision orthogonality is maintained. For a more complete discussion,
see Section 66.3.2 Controlling Roundoff and Orthogonality Error. Recently, Gu and Eisenstat [20] presented an improved version of Bunch's rank one EVD update. The new algorithm contains a more stable way to compute the eigenvectors. DeGroat and Dowling have also developed a family of sphericalized EVD and SVD updates (see Section 66.3.6 Spherical Subspace Updating).

### 66.4.2 Gradient-Based Eigen Tracking

Jar-Ferr Yang and Hui-Ju Lin [45] proposed a generalized inflation method which extends the gradient-based work of Yang and Kaveh [44]. An $O\left(n r^{2}\right)$ noise sphericalized and deflated conjugate gradient-based eigen tracking method is presented by Fu and Dowling in [18]. This method can be described as an SS update with a conjugate gradient-based eigen tracker at the core.

Bin Yang [43] introduced a projection approximation approach that uses RLStechniquesto update the signal subspace. The projection approximation subspacetracker (PAST) algorithm computes an arbitrary basis for the signal subspace in $3 n r+O\left(r^{2}\right)$ flops per update. The PASTd algorithm ( which uses deflation to track the individual eigenvalues and vectors of the signal subspace) requires $4 n r+O(n)$ flopsper update. Both methodsproduceeigenvector estimatesthat areonly approximately orthogonal.

Regalia and Loubaton [36] use an adaptive lossless transfer matrix (multivariable lattice filter) excited by sensor output to achieve a condition of maximum "power splitting" between two groups of output bins. The update equations resemble standard gradient descent algorithms, but they do not properly follow the gradient of the error surface. Nonetheless, the convergence speed may be a strong function of the source spectral and spatial characteristics.

Recently, M arcos and Benidir [26] introduced an adaptive subspace-based method that relies on a linear operator, referred to as the Propagator, which exploits the linear independency of the source steering vectors, and which allows the determination of the signal and noise subspaces without any eigendecomposition of the correlation matrix. Two gradient-based adaptive algorithms are proposed for the estimation of the Propagator, and then the basis of the signal subspace. The overall computational complexity of the adaptive Propagator subspace update is $O\left(n r^{2}\right)$.

A family of three perturbation-based EVD tracking methods (denoted PA, PB, and PC) are presented by Champagne[5]. Each method uses perturbation-based approximations to track theeigencomponents. Progressively moresimplificationsareused to reducethecomplexity from $\frac{1}{2} n^{3}+O\left(n^{2}\right)$ for PA to $\frac{1}{2} n r^{2}+O(n r)$ for PB to $5 n r+O(n)$ for PC. Both the PB and PC methods use a sphericalized noise subspace to reduce computation. Thus, PB and PC can be viewed as SS updates that use perturbation-based approximations to track the deflated core eigenproblem. The PC method achieves greater computational simplifications by assuming well-separated eigenvalues. Some special decompositions are also used to reduce the computation of the PC algorithm. Surprisingly, simulations seem to indicate that the PC method achieves good overall performance even when the eigenvalues are not well separated. Convergence rates are also very good for the PC method. However, we have noticed that occasionally spuriousfrequency estimates may beobtained with PC-based M USIC. Ironically, the PC estimated subspaces tend to be closer to the true subspaces than other subspace tracking methods that do not exhibit occasionally spurious frequency estimates. Because PC only tracks approximations of the eigencomponents, the orthogonality error is typically much greater than machine precision orthogonality. Nevertheless, partial orthogonality schemes can be used to improve orthogonality and other measures of performance (see Section 66.3.2 Controlling Roundoff Error Accumulation and Orthogonality Errors).

Artificial neural networks (ANN) have been developed to find eigen information, e.g., see [27] and [35] as well as the references contained therein. An AN N consists of many richly interconnected simple and similar processing elements (called artificial neurons) operating in parallel. High computational rates (due to massive parallelism) and robustness (due to local neural connectivity) are
two important features of AN Ns. M ost of the eigenvector estimating AN Ns appear under the topic of principal component analysis (PCA). The principal eigenvectors are defined as the eigenvectors associated with thelarger eigenvalues.

### 66.4.3 The URV and Rank Revealing QR (RRQR) Updates

TheURV update [39] is based on the URV decomposition (URVD) developed by G.W. Stewart as a two sided generalization of the RRQR methods. The URVD can also be viewed as a generalization of the SVD because $U$ and $V$ are orthogonal matrices and $R$ is an upper triangular matrix. Clearly, the SVD is a special case of the URVD. If $X=U R V^{H}$ is the URVD of $X$, then the $R$ factor can be rank revealing in the sense that the Euclidean norm of the $n-r$ rightmost columns of $R$ is approximately equal to the Euclidean norm of the $n-r$ smallest singular values of $X$. Also, the smallest singular value of the first $r$ columns of $R$ is approximately equal to the $r$ th singular value of $X$. These two conditions effectively partition the corresponding columns of $U$ and $V$ into an $r$-dimensional dominant subspace and an $(n-r)$-dimensional subdominant subspace that can be used as estimates for the signal and noise subspace spans. TheU RV update is $O\left(n^{2}\right)$ per update. An RRQR update [that is usually $O\left(n^{2}\right)$ per update] is developed by Bischof and Schroff in [1]. RRQR methods that use the traditional pivoting strategy to maintain a rank revealing structure involve $O\left(n^{3}\right)$ flops per update. An analysis of problems associated with RRQR methods along with a fairly extensive reference list on RRQR methods can be found in [6]. An $O(n r)$ deflated URV update is presented by Rabideau and Steinhardt in [34] (and the references contained therein).

### 66.4.4 Miscellaneous Methods

Strobach [40] recently introduced a family of low rank or eigensubspace adaptive filters based on orthogonal iteration. The computational complexity ranges from $O\left(n r^{2}\right)$ to $O(n r)$.

A family of Subspace methods Without EigenDEcomposition (SWEDE) has been proposed by Eriksson et al. [16]. With SWEDE, portions of the correlation matrix must be updated for each new snapshot vector at a cost of approximately $12 n r$ flops. However, the subspace basis (which is computed from thecorrelation matrix partitions) need only becomputed every timea DOA estimate is needed. Computing the subspace estimate is $O\left(n r^{2}\right)$, so if the subspace is computed every $k$ th update, the overall complexity is $O\left(n r^{2} / k\right)+12 n r$ per update. At high SNR, SWEDE performs almost as well as eigen-based M USIC.

## Key References:

Aspreviously mentioned, Comon and Golub did anicesurvey of SVD trackingmethodsin 1990[7]. In 1995, Reddy et al. published a selected overview of eigensubspace estimation methods, including AN N approaches [35]. For a study of URV and RRQR methods, see [6]. Partial orthogonalization schemes arestudied in [28]. Finally, a special issue of Signal Processing[41] is planned for April 1996 featuring Subspace M ethods for Detection and Estimation.

TABLE 66.1 Efficient Subspace Tracking M ethods Developed Since 1990

| Complexity | Subspace or eigen tracking method | Orthog. span |
| :---: | :---: | :---: |
| $O\left(n^{2} r\right)$ | Fast subspace decomposition (FSD) [42] | Yes ${ }^{\text {a }}$ |
| $O\left(n^{2}\right)$ | URV update[39] | Yes |
|  | Rank revealing QR [possibly $O\left(n^{3}\right)$ ] [1] | Yes |
|  | Approximate SVD updates [17, 30] | Yes ${ }^{\text {a }}$ |
|  | Neural Network Based Updates [35] | $\mathrm{No}^{a}$ |
| $O\left(n r^{2}\right)$ | Stabilized signal eigenstructure (SE) update ${ }^{b}$ [8, 10] | Yes ${ }^{\text {a }}$ |
|  | Sphericalized transposed QR SVD update ${ }^{b}$ [12] | Yes ${ }^{\text {a }}$ |
|  | Sphericalized conjugate gradient SVD update ${ }^{b}$ [18] | Yes ${ }^{\text {a }}$ |
|  | SWEDE [16] | No |
|  | Gradient-based EVD updates with gram schmidt orthog. [44, 45] | Yes ${ }^{\text {a }}$ |
| $O(n r)$ | Signal averaged 2-level (SA2) update ${ }^{b}$ [8] | Yes |
|  | Signal averaged 4-level (SA4) update ${ }^{[9,11]}$ | Yes ${ }^{\text {a }}$ |
|  | Projection approximation subspace tracking (PAST) [43] PAST with deflation (PASTd) [43] | No $\mathrm{NO}^{a}$ |
|  | Sphericalized perturbation based eigen update (PC method) $b$ | Yes ${ }^{\text {a }}$ |
|  | Sphericalized URV update ${ }^{b}$ [34] | Yes |

Key: $n=$ no. of sensors, $r=$ rank of subspace.
$a$ Tracks individual eigencomponents.
${ }^{b}$ Uses sphericalized subspaces.
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The processing of signals received by sensor arrays generally can be separated into two problems: (1) detecting the number of sources and (2) isolating and analyzing the signal produced by each source. We make this distinction because many of the algorithms for separating and processing array signals make the assumption that the number of sources is known a priori and may give misleading results if the wrong number of sources is used [3]. A good example are the errors produced by many high resolution bearing estimation algorithms (e.g., MUSIC) when the wrong number of sources is assumed. Because, in general, it is easier to determine how many signals are present than to estimate the bearings of those signals, signal detection algorithms typically can correctly determine the number of signals present even when bearing estimation algorithms cannot resolve them. In fact, the capability of an array to resolve two closely spaced sources could be said to belimited by its ability to detect that there are actually two sources present. If we have a reliable method of determining the number of sources, not only can we correctly use high resolution bearing estimation algorithms, but we can also use this knowledge to utilize more effectively the information obtained from the bearing estimation algorithms. If the bearing estimation algorithm gives fewer source directions than we know there are sources, then we know that there is more than one source in at least one of those directions and havethus essentially increased the resolution of the algorithm. If analysis of the information provided by the bearing estimation algorithm indi cates more source directions than we know there are sources, then we can safely assume that some of the directions are the results of false alarms and may be ignored, thus decreasing the probability of false alarm for the bearing estimation algorithms. In this section we will present and discuss the more common approaches to determining the number of sources.

### 67.1 Formulation of the Problem

The basic problem is that of determining how many signal producing sources are being observed by an array of sensors. Although this problem addresses issues in several areas including sonar, radar,
communications, and geophysics, one basic formulation can be applied to all these applications. We will give only a basic, brief description of the assumed signal structure, but more detail can be found in references such as the book by Johnson and Dudgeon [3]. We will assume that an array of $M$ sensors observes signals produced by $N_{s}$ sources. The array is allowed to have an arbitrary geometry. For our discussion here, we will assume that the sensors are omnidirectional. However, this assumption is only for notational convenience as the algorithms to be discussed will work for more general sensor responses.

The output of the $m$ th sensor can be expressed as a linear combination of signals and noise

$$
y_{m}(t)=\sum_{i=1}^{N_{s}} s_{i}\left(t-\Delta_{i}(m)\right)+n_{m}(t) .
$$

The noise observed at the $m$ th sensor is denoted by $n_{m}(t)$. The propagation delays, $\Delta_{i}(m)$, are measured with respect to an origin chosen to be at the geometric center of the array. Thus, $s_{i}(t)$ indicates the $i$ th propagating signal observed at the origin, and $s_{i}\left(t-\Delta_{i}(m)\right)$ is the same signal measured by the $m$ th sensor. For a plane wave in a homogeneous medium, these delays can be found from the dot product between a unit vector in the signal's direction of propagation, $\vec{\zeta}_{i}^{o}$, and the sensor's location, $\vec{x}_{m}$,

$$
\Delta_{i}(m)=\frac{\vec{\zeta}_{i}^{o} \cdot \vec{x}_{m}}{c}
$$

where $c$ is the plane wave's speed of propagation.
M ost algorithms used to detect thenumber of sources incident on thearray arefrequency domain techniques that assume the propagating signals are narrowband about a common center frequency, $\omega^{o}$. Consequently, after Fourier transforming the measured signals, only one frequency is of interest and the propagation delays become phase shifts

$$
Y_{m}\left(\omega^{o}\right)=\sum_{i=1}^{N_{s}} S_{i}\left(\omega^{o}\right) e^{-j \omega^{o} \Delta_{i}(m)}+N_{m}\left(\omega^{o}\right)
$$

The detection algorithms then exploit the form of the spatial correlation matrix, $\mathbf{R}$, for the array. The spatial correlation matrix is the $M \times M$ matrix formed by correlating the vector of the Fourier transforms of the sensor outputs at the particular frequency of interest

$$
\mathbf{Y}=\left[\begin{array}{llll}
Y_{0}\left(\omega^{o}\right) & Y_{1}\left(\omega^{o}\right) & \cdots & Y_{M-1}\left(\omega^{o}\right)
\end{array}\right]^{T}
$$

If the sources are assumed to be uncorrelated with the noise, then the form of $\mathbf{R}$ is

$$
\mathbf{R}=E\left\{\mathbf{Y} \mathbf{Y}^{\prime}\right\}=\mathbf{K}_{n}+\mathbf{S C} \mathbf{S}^{\prime}
$$

where $\mathbf{K}_{n}$ is the correlation matrix of the noise, $\mathbf{S}$ is the matrix whose columns correspond to the vector representations of the signals, $\mathbf{S}^{\prime}$ is the conjugate transpose of $\mathbf{S}$, and $\mathbf{C}$ is the matrix of the correlations between the signals. Thus, the matrix $\mathbf{S}$ has the form

$$
\mathbf{S}=\left[\begin{array}{ccc}
e^{-j \omega^{o} \Delta_{1}(0)} & \cdots & e^{-j \omega^{o} \Delta_{N_{s}}(0)} \\
\vdots & & \vdots \\
e^{-j \omega^{o} \Delta_{1}(M-1)} & \cdots & e^{-j \omega^{o} \Delta_{N_{s}}(M-1)}
\end{array}\right]
$$

If we assume that the noise is additive, white Gaussian noise with power $\sigma_{n}^{2}$ and that none of the signals are perfectly coherent with any of the other signals, then $\mathbf{K}_{n}=\sigma_{n}^{2} \mathbf{I}_{m}, \mathbf{C}$ has full rank, and the form of $\mathbf{R}$ is

$$
\begin{equation*}
\mathbf{R}=\sigma_{n}^{2} \mathbf{I}_{M}+\mathbf{S C S}^{\prime} \tag{67.1}
\end{equation*}
$$

We will assume that the columns of $\mathbf{S}$ are linearly independent when there are fewer sources than sensors, which is the case for most common array geometries and expected source locations. As C is of full rank, if there are fewer sources than sensors, then the rank of SCS' is equal to the number of signals incident on the array or, equivalently, the number of sources. If there are $N_{s}$ sources, then SCS' is of rank $N_{s}$ and its $N_{s}$ eigenvalues in descending order are $\delta_{1}, \delta_{2}, \cdots, \delta_{N_{s}}$. The $M$ eigenvalues of $\sigma_{n}^{2} \mathbf{I}_{M}$ are all equal to $\sigma_{n}^{2}$, and the eigenvectors are any orthonormal set of length $M$ vectors. So the eigenvectors of $\mathbf{R}$ arethe $N_{s}$ eigenvectors of SCS' plus any $M-N_{s}$ eigenvectors which complete the orthonormal set, and the eigenvaluesin descending order are $\sigma_{n}^{2}+\delta_{1}, \cdots, \sigma_{n}^{2}+\delta_{N_{s}}, \sigma_{n}^{2}, \cdots, \sigma_{n}^{2}$. The correlation matrix is generally divided into two parts: the signal-plus-noise subspace formed by the largest eigenvalues ( $\sigma_{n}^{2}+\delta_{1}, \cdots, \sigma_{n}^{2}+\delta_{N_{s}}$ ) and their eigenvectors, and thenoise subspace formed by the smallest, equal eigenvalues and their eigenvectors. The reason for these labels is obvious as the space spanned by the signal-plus-noise subspace eigenvectors contains the signals and a portion of the noise while the noise subspace contains only that part of the noise that is orthogonal to the signals [3]. If there are fewer sources than sensors, the smallest $M-N_{s}$ eigenvalues of $\mathbf{R}$ areall equal and to determine exactly how many sources there are, we must simply determine how many of the smallest eigenvalues are equal. If there are not fewer sources than sensors ( $N_{s} \geq M$ ), then none of the smallest eigenvalues are equal. The detection algorithms then assume that only the smallest eigenvalue is in the noise subspace as it is not equal to any of the other eigenvalues. Thus, these algorithms can detect up to $M-1$ sources and for $N_{s} \geq M$ will say that there are $M-1$ sources as this is the greatest detectable number. Unfortunately, all that is usually known is $\widehat{\mathbf{R}}$, the sample correlation matrix, which is formed by averaging $N$ samples of the correlation matrix taken from the outputs of the array sensors. As $\widehat{\mathbf{R}}$ is formed from only a finite number of samples of $\mathbf{R}$, the smallest $M-N_{s}$ eigenvalues of $\widehat{\mathbf{R}}$ aresubject to statistical variations and are unequal with probability one[4]. Thus, solutions to the detection problem have concentrated on statistical tests to determine how many of the eigenvalues of $\mathbf{R}$ are equal when only the sample eigenvalues of $\widehat{\mathbf{R}}$ are available.

When performing statistical tests on the eigenvalues of the samplecorrelation matrix to determine the number of sources, certain assumptions must be made about the nature of the signals. In array processing, both deterministic and stochastic signal models are used depending on the application. However, for the purpose of testing the sample eigenvalues, the Fourier transforms of the signals at frequency $\omega^{o} ; S_{i}\left(\omega^{o}\right), i=1, \ldots, N_{s}$; are assumed to be zero mean Gaussian random processes that are statistically independent of the noise and have a positive definite correlation matrix $\mathbf{C}$. We also assume that the $N$ samples taken when forming $\widehat{\mathbf{R}}$ are statistically independent of each other. With these assumptions, the spatial correlation matrix is still of the same form as in (67.1), except that now we can more easily derive statistical tests on the eigenvalues of $\widehat{\mathbf{R}}$.

### 67.2 Information Theoretic Approaches

We will see that the source detection methods to be described all share common characteristics. However, we will classify them into two groups-information theoretic and decision theoretic approaches- determined by the statistical theories used to derive them. Although the decision theoretic techniques are quite a bit older, we will first present the information theoretic algorithms as they are currently much more commonly used.

### 67.2.1 AIC and MDL

AIC and MDL are both information theoretic model order determination techniques that can be used to test the eigenvalues of a sample correlation matrix to determine how many of the smallest eigenvalues of the correlation matrix are equal. The AIC and MDL algorithms both consist of minimizing a criterion over the number of signals that are detectable, i.e., $N_{s}=0, \ldots, M-1$.

To construct these criteria, a family of probability densities, $f\left(\mathbf{Y} \mid \theta\left(N_{s}\right)\right), N_{s}=0, \ldots, M-1$, is needed, where $\theta$, which is a function of the number of sources, $N_{s}$, is the vector of parameters needed for the model that generated the data $\mathbf{Y}$. The criteria are composed of the negative of the log-likelihood function of the density $f\left(\mathbf{Y} \hat{\theta}\left(N_{s}\right)\right.$ ), where $\hat{\theta}\left(N_{s}\right)$ is the maximum likelihood estimate of $\theta$ for $N_{s}$ signals, plus an adjusting term for the model dimension. The adjusting term is needed because the negative log-likelihood function always achieves a minimum for the highest dimension model possible, which in this case is the largest possible number of sources. Therefore, the adjusting term will be a monotonically increasing function of $N_{s}$ and should be chosen so that the algorithm is able to determine the correct model order.

AIC was introduced by Akaike[1]. Originally, the "IC" stood for information criterion and the " $A$ " designated it as the first such test, but it is now more commonly considered an acronym for the "Akaike Information Criterion." If we have $N$ independent observations of a random variable with probability density $g(\mathbf{Y})$ and a family of models in theform of probability densities $f(\mathbf{Y} \mid \theta)$ where $\theta$ is the vector of parameters for the models, then Akaike chose his criterion to minimize

$$
\begin{equation*}
I(g ; f(\cdot \mid \theta))=\int g(\mathbf{Y}) \ln g(\mathbf{Y}) d \mathbf{Y}-\int g(\mathbf{Y}) \ln f(\mathbf{Y} \mid \theta) d \mathbf{Y} \tag{67.2}
\end{equation*}
$$

which is known as the Kullback-Leibler mean information distance. $\frac{1}{N} A I C(\theta)$ is an estimate of $-E\left\{\int g(\mathbf{Y}) \ln f(\mathbf{Y} \mid \theta) d \mathbf{Y}\right\}$ and minimizing $\operatorname{AIC}(\theta)$ over the allowable values of $\theta$ should minimize (67.2). The expression for $\operatorname{AIC}(\theta)$ is

$$
A I C(\theta)=-2 \ln \left[f\left(\mathbf{Y} \mid \hat{\theta}\left(N_{s}\right)\right)\right]+2 \eta
$$

where $\eta$ is the number of independent parameters in $\theta$.
Following AIC, M DL was developed by Schwarz [6] using Bayesian techniques. He assumed that thea priori density of theobservations comes from a suitablefamily of densities that possess efficient estimates [7]; they are of the form

$$
f(\mathbf{Y} \mid \theta)=\exp (\theta \cdot p(\mathbf{Y})-b(\theta))
$$

The M DL criterion was then found by choosing the model that is most probable a posteriori. This choice is equivalent to selecting the model for which

$$
M D L(\theta)=-\ln \left[f\left(\mathbf{Y} \mid \hat{\theta}\left(N_{s}\right)\right)\right]+\frac{1}{2} \eta \ln N
$$

is minimized. This criterion was independently derived by Rissanen [5] using information theoretic techniques. Rissanen noted that each model can beperceived as encoding the observed data and that the optimum model is the onethat yields the minimum codelength. Hence, the name M DL comes from "Minimum Description Length".

For the purpose of using AIC and M DL to determinethe number of sources, the forms of the loglikelihood function and theadjustingtermshavebeen given by Wax [8]. For $N_{s}$ signalstheparameters that completely parameterize the correlation matrix $\mathbf{R}$ are $\left\{\sigma_{n}^{2}, \lambda_{1}, \cdots, \lambda_{N_{s}}, \mathbf{v}_{1}, \cdots, \mathbf{v}_{N_{s}}\right\}$ where $\lambda_{i}$ and $\mathbf{v}_{i}, i=1, \ldots, N_{s}$, are theeigenvalues and their respective eigenvectors of thesignal-plus-noise subspace of the correlation matrix. As the vector of sensor outputs is a Gaussian random vector with correlation matrix $\mathbf{R}$ and all the samples of the sensor outputs are independent, the log-likelihood function of $f(\mathbf{Y} \mid \theta)$ is

$$
\ln f\left(\mathbf{Y} \mid \sigma_{n}^{2}, \lambda_{1}, \cdots, \lambda_{N_{s}}, \mathbf{v}_{1}, \cdots, \mathbf{v}_{N_{s}}\right)=\pi^{-p N}(\operatorname{det} \mathbf{R})^{-N} \exp \left(-N \operatorname{tr}\left(\mathbf{R}^{-1} \widehat{\mathbf{R}}\right)\right)
$$

where $\operatorname{tr}(\cdot)$ denotes the trace of the matrix, $\widehat{\mathbf{R}}$ is the sample correlation matrix, and $\mathbf{R}$ is the unique correlation matrix formed from the given parameters. The maximum likelihood estimate of the parameters are[2, 4]

$$
\begin{align*}
\hat{\mathbf{v}}_{i} & =\mathbf{u}_{i} ; i=1, \cdots, N_{s} \\
\hat{\lambda}_{i} & =l_{i} ; i=1, \cdots, N_{s}  \tag{67.3}\\
\hat{\sigma}_{n}^{2} & =\frac{1}{M-N_{s}} \sum_{i=N_{s}+1}^{M} l_{i}=\bar{l}
\end{align*}
$$

where $l_{1}, \cdots, l_{M}$ are the eigenvalues in descending order of $\widehat{\mathbf{R}}$ and $\mathbf{u}_{i}$ are the corresponding eigenvectors. Therefore, the log-likelihood function of $f\left(\mathbf{Y} \mid \hat{\theta}\left(N_{s}\right)\right)$ is

$$
\ln f\left(\mathbf{Y} \mid \bar{l}, l_{1}, \cdots, l_{N_{s}}, \mathbf{u}_{1}, \cdots, \mathbf{u}_{N_{s}}\right)=\ln \left[\frac{\prod_{i=N_{s}+1}^{M} l_{i}^{1 /\left(M-N_{s}\right)}}{\frac{1}{M-N_{s}} \sum_{i=N_{s}+1}^{M} l_{i}}\right]^{\left(M-N_{s}\right) N}
$$

Remembering that the eigenvalues of a complex correlation matrix are real and that the eigenvectors are complex and orthonormal, the number of degrees of freedom in the parameters of the model is classically chosen to be $\eta=N_{s}\left(2 M-N_{s}\right)+1$. Noting that any constant term in the criteria which is common to the entire family of models for either AIC or M DL may beignored, we have the criterion for AIC as

$$
\operatorname{AIC}\left(\widehat{N}_{s}\right)=-2 N \ln \left[\frac{\prod_{i=\widehat{N}_{s}+1}^{M} l_{i}}{\left[\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}\right]^{M-\widehat{N}_{s}}}\right]+2 \widehat{N}_{s}\left(2 M-\widehat{N}_{s}\right) ; \widehat{N}_{s}=0, \ldots, M-1
$$

and the criterion for MDL as
$M D L\left(\widehat{N}_{s}\right)=-N \ln \left[\frac{\prod_{i=\widehat{N}_{s}+1}^{M} l_{i}}{\left[\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}\right]^{M-\widehat{N}_{s}}}\right]+\frac{1}{2} \widehat{N}_{s}\left(2 M-\widehat{N}_{s}\right) \ln N ; \widehat{N}_{s}=0, \ldots, M-1$.
For both of thesemethods, the estimateof the number of sources is that value of $\widehat{N}_{s}$ which minimizes the criterion. In [9] there is a more thorough discussion concerning determining the number of degrees of freedom and the advantages of choosing instead $\eta=N_{s}\left(2 M-N_{s}-1\right)$.

In general, M DL is considered to perform better than AIC. Schwarz [6], through his derivation of the M DL criterion, showed that if his assumptions are accepted, then AIC cannot be asymptotically optimal. He also mentioned that MDL tends toward lower-dimensional models than AIC as the model dimension term is multiplied by $\frac{1}{2} \ln N$ in the MDL criterion. Zhao et al. [14] showed that

MDL is consistent (the probability of detecting the correct number of sources, i.e., $\operatorname{Pr}\left(\widehat{N}_{s}=N_{s}\right)$, goes to 1 as $N$ goes to infinity), but AIC is not consistent and will tend to overestimate the number of sources as $N$ goes to infinity. Thus, most people in array processing prefer to use M DL over AIC. Interestingly, many statisticians prefer AIC because many of their modeling problems have a very large penalty for underestimating the model order but a relatively mild penalty for overestimating it. Xu and Kaveh [12] have provided a thorough discussion of the asymptotic properties of AIC and MDL, including an examination of their sensitivities to modelling errors and bounds on the probability that AIC will overestimate the number of sources.

### 67.2.2 EDC

Clearly, the only difference between the implementations of AIC and MDL is the choice of the adjusting term that penalizes for choosing larger model orders. Several people have examined using other adjusting terms to arrive at other criteria. In particular, statisticians at the University of Pittsburgh [13, 14] have developed the Efficient Detection Criterion (EDC) procedure which is actually afamily of criteria chosen such that they are all consistent. The general form of thesecriteria is

$$
E D C(\theta)=-\ln \left[f\left(\mathbf{Y} \mid \hat{\theta}\left(N_{s}\right)\right)\right]+\eta C_{N}
$$

where $C_{N}$ can be any function of $N$ such that
(2) $\lim _{N \rightarrow \infty} C_{N} / \ln (\ln (N))=\infty$.

Thus, for the array processing source detection problem the EDC procedure chooses the value of $\widehat{N}_{s}$ that minimizes
$E D C\left(\widehat{N}_{s}\right)=-N \ln \left[\frac{\prod_{i=\widehat{N}_{s}+1}^{M} l_{i}}{\left[\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}\right]^{M-\widehat{N}_{s}}}\right]+\widehat{N}_{s}\left(2 M-\widehat{N}_{s}\right) C_{N} ; \widehat{N}_{s}=0, \ldots, M-1$.
In their analysis of the EDC procedure, Zhao et al. [14] showed that not only are all the EDC criteria consistent for the data assumptions we have made, but under certain conditions they remain consistent even when the data sample vectors used to form the estimate $\widehat{\mathbf{R}}$ are not independent or Gaussian.

The choice of $C_{N}=\frac{1}{2} \ln (N)$ satisfies the restrictions on $C_{N}$ and, thus, produces one of the EDC procedures. Thisparticular criterion isidentical to M DL and showsthat theM DL criterion isincluded as one of theEDC procedures. Another relatively common choice for $C_{N}$ is $C_{N}=\sqrt{N \ln (N)}$.

### 67.3 Decision Theoretic Approaches

Themethods that weterm decision theoretic approaches all rely on the statistical theory of hypothesis testing to determine the number of sources. The first of these that we will discuss, the sphericity test, is by far the oldest algorithm for source detection.

### 67.3.1 The Sphericity Test

Originally, thesphericity test was a hypothesistesting method designed to determineif thecorrelation (or covariance) matrix, $\mathbf{R}$, of a length $M$ Gaussian random vector is proportional to the identity matrix, $\mathbf{I}_{M}$, when only $\widehat{\mathbf{R}}$, the sample correlation matrix, is known. If $\mathbf{R} \propto \mathbf{I}_{M}$, then the contours of equal density for the Gaussian distribution form concentric spheres in $M$-dimensional space. The sphericity test derives its name from being a test of the sphericity of these contours.

The original sphericity test had two possible hypotheses

$$
\begin{array}{ll}
H_{0}: & \mathbf{R}=\sigma_{n}^{2} \mathbf{I}_{M} \\
H_{1}: & \mathbf{R} \neq \sigma_{n}^{2} \mathbf{I}_{M}
\end{array}
$$

for someunknown $\sigma_{n}^{2}$. If we denotetheeigenvalues of $\mathbf{R}$ in descending order by $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{M}$, then equivalent hypotheses are

$$
\begin{array}{ll}
H_{0}: & \lambda_{1}=\lambda_{2}=\cdots=\lambda_{M} \\
H_{1}: & \lambda_{1}>\lambda_{M} .
\end{array}
$$

For the appropriate statistic, $T(\widehat{\mathbf{R}})$, the test is of the form

$$
T(\widehat{\mathbf{R}}) \stackrel{H_{1}}{\gtrless} \begin{aligned}
& \gtrless \\
& H_{0}
\end{aligned}
$$

where the threshold, $\gamma$, can be set according to the Neyman-Pearson criterion [7]. That is, if the distribution of $T(\widehat{\mathbf{R}})$ is known under the null hypothesis, $H_{0}$, then for a given probability of false alarm, $P_{F}$, we can choose $\gamma$ such that

$$
\operatorname{Pr}\left(T(\widehat{\mathbf{R}})>\gamma \mid H_{0}\right)=P_{F} .
$$

Using the alternate form of the hypotheses, $T(\widehat{\mathbf{R}})$ is actually $T\left(l_{1}, l_{2}, \cdots, l_{M}\right)$, and the eigenvalues of the sample correlation matrix are a sufficient statistic for the hypothesis test. The correct form of the sphericity test statistic is the generalized likelihood ratio [4]

$$
T\left(l_{1}, l_{2}, \cdots, l_{M}\right)=\ln \left[\frac{\left(\frac{1}{M} \sum_{i=1}^{M} l_{i}\right)^{M}}{\prod_{i=1}^{M} l_{i}}\right]
$$

which was also a major component of the information theoretic tests.
For the source detection problem we are interested in testing a subset of the smaller eigenvalues for equality. In order to use the sphericity test, the hypotheses are generally broken down into pairs of hypotheses that can be tested in a series of hypothesis tests. For testing $M-\widehat{N}_{s}$ eigenvalues for equality, the hypotheses are

$$
\begin{array}{ll}
H_{0}: & \lambda_{1} \geq \cdots \geq \lambda_{\widehat{N}_{s}} \geq \lambda_{\widehat{N}_{s}+1}=\cdots=\lambda_{M} \\
H_{1}: & \lambda_{1} \geq \cdots \geq \lambda_{\widehat{N}_{s}} \geq \lambda_{\widehat{N}_{s}+1}>\lambda_{M} .
\end{array}
$$

We are interested in finding the smallest value of $\widehat{N}_{s}$ for which $H_{0}$ is true, which is done by testing $\widehat{N}_{s}=0, \widehat{N}_{s}=1, \cdots$ until $\widehat{N}_{s}=M-2$ or the test does not fail. If the test fails for $\widehat{N}_{s}=M-2$,
then we consider none of the smallest eigenvalues to be equal and say that there are $M-1$ sources. If $\widehat{N}_{s}$ is the smallest valuefor which $H_{0}$ is true, then we say that there are $\widehat{N}_{s}$ sources. There is also a problem involved in setting the desired $P_{F}$. The Neyman-Pearson criterion is not able to determine a threshold for given $P_{F}$ for the overall detection problem. The best that can be done is to set a $P_{F}$ for each individual test in the nested series of hypothesis tests using Neyman-Pearson methods. Unfortunately, as the hypothesis tests are obviously not statistically independent and their statistical relationship is not very clear, how this $P_{F}$ for each test relates to the $P_{F}$ for the entire series of tests is not known.

To use the sphericity test to detect sources, we need to be able to set accurately the threshold $\gamma$ according to the desired $P_{F}$, which requires knowledge of the distribution of the sphericity test statistic $T\left(l_{\widehat{N}_{s}+1}, \cdots, l_{M}\right)$ under the null hypothesis. The exact form of this distribution is not available in a form that is very useful as it is generally written as an infinite series of Gaussian, chisquared, or betadistributions[2, 4]. However, if thetest statistic is multiplied by a suitablefunction of the eigenvalues of $\widehat{\mathbf{R}}$, then its distribution can be accurately approximated as being chi-squared [10]. Thus, the statistic

$$
2\left((N-1)-\widehat{N}_{s}-\frac{2\left(M-\widehat{N}_{s}\right)^{2}+1}{6\left(M-\widehat{N}_{s}\right)}+\sum_{i=1}^{\widehat{N}_{s}}\left(\frac{l_{i}}{\bar{l}}-1\right)^{-2}\right) \ln \left[\frac{\left(\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}\right)^{M-\widehat{N}_{s}}}{\prod_{i=\widehat{N}_{s}+1}^{M} l_{i}}\right]
$$

is approximately chi-squared distributed with degrees of freedom given by

$$
d=\left(M-\widehat{N}_{s}\right)^{2}-1,
$$

where $\bar{l}=\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}$.
Although the performance of the sphericity test is comparable to that of the information theoretic tests, it is not as popular because it requires selection of the $P_{F}$ and calculation of the test thresholds for each value of $\widehat{N}_{s}$. However, if the received data does not match the assumed model, the ability to change the test thresholds gives the sphericity test a robustness lacking in the information theoretic methods.

### 67.3.2 Multiple Hypothesis Testing

Thesphericity test relies on a sequence of binary hypothesisteststo determinethenumber of sources. H owever, the optimum test for this situation would be to test all hypotheses simultaneously:

$$
\begin{aligned}
H_{0}: & \lambda_{1}=\lambda_{2}=\cdots=\lambda_{M} \\
H_{1}: & \lambda_{1}>\lambda_{2}=\cdots=\lambda_{M} \\
H_{2}: & \lambda_{1} \geq \lambda_{2}>\lambda_{3}=\cdots=\lambda_{M} \\
& \vdots \\
H_{M-1}: & \lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{M-1}>\lambda_{M}
\end{aligned}
$$

to determine how many of the smaller eigenvalues are equal. While it is not possible to generalize the sphericity test directly, it is possible to use an approximation to the probability density function (pdf ) of the eigenvalues to arrive at a suitable test. Using the theory of multiple hypothesis tests, we
can derive a test that is similar to AIC and M DL and is implemented in exactly the same manner, but is designed to minimize the probability of choosing the wrong number of sources.

To arrive at our statistic, westart with thejoint probability density function (pdf) of theeigenvalues of the $M \times M$ sample covariance when the $M-\widehat{N}_{s}$ smallest eigenvalues are known to be equal. We will denote this pdf by $f_{\widehat{N}_{s}}\left(l_{1}, \ldots, l_{M} \mid \lambda_{1} \geq \cdots \geq \lambda_{\widehat{N}_{s}+1}=\cdots=\lambda_{M}\right)$ where the $l_{i}$ denote the eigenvalues of the sample matrix and the $\lambda_{i}$ are the eigenvalues of the true covariance matrix. The asymptotic expression for $f_{\widehat{N}_{s}}(\cdot)$ is given by Wong et al. [11] for the complex-valued data case as

$$
\begin{aligned}
& f_{\widehat{N}_{s}}\left(l_{1}, \ldots, l_{M} \mid \lambda_{1} \geq \cdots \geq \lambda_{\widehat{N}_{s}+1}=\cdots=\lambda_{M}\right) \approx \frac{n^{m n-\frac{\widehat{N}_{s}}{2}\left(2 M-\widehat{N}_{s}-1\right)} \pi^{M(M-1)-\frac{\widehat{N}_{s}}{2}\left(2 M-\widehat{N}_{s}-1\right)}}{\widetilde{\Gamma}_{M}(n) \widetilde{\Gamma}_{M-\widehat{N}_{s}}\left(M-\widehat{N}_{s}\right)} \\
& \quad \prod_{i=1}^{M} \lambda_{i}^{-n} \prod_{i=1}^{M} l_{i}^{n-M} \exp \left\{-n \sum_{i=1}^{M} \frac{l_{i}}{\lambda_{i}}\right\} \prod_{i=\widehat{N}_{s}+1}^{M} \prod_{i<j}^{M}\left(l_{i}-l_{j}\right)^{2} \\
& \quad \prod_{i=1}^{\widehat{N}_{s}} \prod_{i<j}^{\widehat{N}_{s}}\left(\frac{\left(l_{i}-l_{j}\right) \lambda_{i} \lambda_{j}}{\lambda_{i}-\lambda_{j}}\right) \prod_{i=1}^{\widehat{N}_{s}} \prod_{j=\widehat{N}_{s}+1}^{M}\left(\frac{\left(l_{i}-l_{j}\right) \lambda_{i} \lambda_{j}}{\lambda_{i}-\lambda_{j}}\right)
\end{aligned}
$$

where $n=N-1$ is one less than the number of samples and $\widetilde{\Gamma}_{N}(\cdot)$ is the multivariate gamma function for complex-valued data [11]. We then form $M$ likelihood ratios by dividing each joint pdf by $f_{M-1}(\cdot)$ to form

$$
\Lambda\left(\widehat{N}_{s}\right)=\frac{f_{\widehat{N}_{s}}\left(l_{1}, \ldots, l_{M} \mid \lambda_{1} \geq \cdots \geq \lambda_{\widehat{N}_{s}+1}=\cdots=\lambda_{M}\right)}{f_{M-1}\left(l_{1}, \ldots, l_{M} \mid \lambda_{1} \geq \cdots \geq \lambda_{M}\right)}, \widehat{N}_{s}=0, \ldots, M-1 .
$$

Assuming that each value of $\widehat{N}_{s}$ is equally likely, then multiple hypothesis testing theory tells us that the value of $\widehat{N}_{s}$ that maximizes $\Lambda\left(\widehat{N}_{s}\right)$ is the optimum choice in that it minimizes the probability of choosing the incorrect $\widehat{N}_{s}$ [7]. Because $\Lambda\left(\widehat{N}_{s}\right)$ in this form requires knowledge of the unknown parameters $\lambda_{i}$, we must use a generalized likelihood ratio test and independently substitute the maximum likelihood estimates of the $\lambda_{i}$ [see Eq.(67.3) for these expressions] into both $f_{\widehat{N}_{s}}(\cdot)$, for which we assume $M-\widehat{N}_{s}$ equal $\lambda_{i} s$, and $f_{M-1}(\cdot)$, for which we assume no equal $\lambda_{i} \mathrm{~s}$, to get our new statistics $\Lambda\left(\widehat{N}_{s}\right)$. After much simplification including dropping terms that arecommon to $\Lambda\left(\widehat{N}_{s}\right)$ for every allowable value of $\widehat{N}_{s}$ and then taking the natural logarithm of each $\Lambda\left(\widehat{N}_{s}\right)$, we get the statistic

$$
\begin{aligned}
\Lambda\left(\widehat{N}_{s}\right)= & \left(n-\widehat{N}_{s}\right) \ln \left[\frac{\prod_{i=\widehat{N}_{s}+1}^{M} l_{i}}{\left(\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}\right)^{M-\widehat{N}_{s}}}\right]-\frac{1}{2} \widehat{N}_{s}\left(2 M-\widehat{N}_{s}-1\right) \ln [n]+ \\
& \ln \left[\frac{\pi^{-\widehat{N}_{s}\left(2 M-\widehat{N}_{s}-1\right) / 2}}{\widehat{\Gamma}_{M-\widehat{N}_{s}}\left(M-\widehat{N}_{s}\right)}\right]+\sum_{i=1}^{\widehat{N}_{s}} \sum_{j=\widehat{N}_{s}+1}^{M} \ln \left[\frac{l_{i}-l_{j}}{l_{i}-\bar{l}}\right]-\sum_{i=\widehat{N}_{s}+1}^{M} \sum_{j=i+1}^{M} 2 \ln \left[\frac{\left(l_{i} l_{j}\right)^{1 / 2}}{l_{i}-l_{j}}\right]
\end{aligned}
$$

where $\bar{l}=\frac{1}{M-\widehat{N}_{s}} \sum_{i=\widehat{N}_{s}+1}^{M} l_{i}$.
Thetermsin thefirst lineof this equation are almost identical to the negative of the M DL criterion, especially when the degrees of freedom recommended in [9] are used. Note that the changein sign is necessary because we are finding the maximum of this criterion, not the minimum. The extra terms on thefollowing lineinclude both theeigenvalues being tested for equality and those not being tested. These extra terms allow this test to outperform the information theoretic techniques, since the use of all the eigenvalues for each value of $\widehat{N}_{s}$ being tested allows this criterion to be more adaptive.

### 67.4 For More Information

Most of the original papers on model order determination appeared in the statistical literature in journals such as The Annals of Statistics and the Journal of M ultivariate Analysis. However, almost all of the more recent developments that apply these techniques to the source detection problem have appeared in signal processing journals such as the IEEE Transactions on Signal Processing. M ore advanced topics that havebeen addressed in thesignal processing literature but not discussed hereinclude: detecting coherent (i.e., completely correlated) signals, detecting sources in unknown colored noise, and developing more robust source detection methods.
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### 68.1 Introduction and Motivation

Thischapter reviews the applications of antenna array signal processing to mobilenetworks. Cellular networks are rapidly growing around the world and a number of emerging technologies areseen to be critical to their improved economics and performance. Among these is the use of multiple antennas and spatial signal processing at the base station. This technology is referred to as Smart Antennas or, more accurately, as Space-Time Processing (STP). STP refers to processing the antenna outputs in both space and time to maximize signal quality.

A cellular architecture is used in a number of mobile/portable communications applications. Cell sizes may range from large macrocells, which serve high speed mobiles, to smaller microcells or very small picocells, which aredesigned for outdoor and indoor applications. Each of these offersdifferent channel characteristics and, therefore, poses different challenges for STP. Likewise, different service delivery goals such as grade of service and type of service: voice, data, or video, also need specific STP solutions. STP provides three processing leverages. The first is array gain. Multiple antennas capturemoresignal energy, which can be combined to improve thesignal-to-noise ratio (SNR). Next is spatial diversity to combat space-selective fading. Finally, STP can reduce co-channel, adjacent channel, and inter-symbol interference.

Theorganization of thischapter is asfollows. In Section 68.2, wedescribethe vector channel model for abasestation antennaarray. In Section 68.3 wediscussthealgorithmsfor STP. Section 68.40 utlines the applications of STP in cellular networks. Finally, we conclude with a summary in Section 68.5.

### 68.2 Vector Channel Model

Channel effects in a cellular radio link arise from multipath propagation and user motion. These create special challenges for STP. A thorough understanding of channel characteristics is the key to developing successful STP algorithms. The main features of a mobile wireless channel are described below.

### 68.2.1 Propagation Loss and Fading

The signal radiated by the mobile loses strength as it travels to the base station. These losses arise from the mean propagation loss and from slow and fast fading. The mean propagation loss comes from square law spreading, absorption by foliage, and the effect of vertical multipath. A number of models exist for characterizing the mean propagation loss [22,30], which is usually around 40 dB per decade. Slow fading results from shadowing by buildings and natural features and is usually characterized by a log-normal distribution with standard deviation agreed to 8 dB . Fast fadingresults from multipath scattering in the vicinity of the moving mobile. It is usually Rayleigh distributed. However, if there is a direct path component present, the fading will be Rician distributed.

### 68.2.2 Multipath Effects

M ultipath propagation plays a central role in determining the nature of the channel. By channel we mean the impulse, or frequency response, of the radio channel from the mobileto the output of the antenna array. We refer to it as a vector channel, because we have multiple antennas and, therefore, we have a collection of channels. The mobile radiates omnidirectionally in azimuth using a vertical E-field antenna. The transmitted signal then undergoes scattering, reflection, or diffraction before reaching the base station, whereit arrives from different paths, each with its own fading, propagation delay, and angle-of-arrival. Thismultipath propagation, in conjunction with user motion, determines the behavior of the wireless channel. Multipath scattering arises from three sources (see Fig. 68.1). There are scatterers local to the mobile, remote dominant scatterers, and scatterers local to the base. We will now describe these three scattering mechanisms and their effect on the channel.


FIGURE 68.1: Multipath propagation has three distinct classes, each of which gives rise to different channel effects.

## Scatterers Local to Mobile

Scattering local to the mobile is caused by buildings in the vicinity of the mobile (a few tens of meters). M obile motion and local scattering give rise to D oppler spread, which causes time selective fading. For a vertical, polarized E-field antenna, it has been shown [22] that the fading signal has a characteristic classical spectrum. For a mobile traveling at 55 MPH , the Doppler spread is about $+/-200 \mathrm{~Hz}$ in the 1900 M Hz band. This effect results in rapid signal fluctuations also called timeselective fading. While local scattering contributes to Doppler spread, the delay spread will usually be insignificant because of the small scattering radius. Likewise, the angle spread will also be small.

## Remote Scatterers

The emerging wavefront from the local scatterers may then travel directly to the base and also be scattered toward the base by remote dominant scatterers, giving rise to specular multipath. These remote scatterers can be terrain features or high rise buildings. Remote scattering can cause significant delay and angle spreads. Delay spread causes frequency-selective fading, and the angle spread results in space-selective fading.

## Scatterers Local to Base

Once these multiple wavefronts reach the base station, they may be scattered further by local structures such as buildings or other structures that are in the vicinity of the base. Such scattering will be more pronounced for low elevation below-roof-top antennas. Thescattering local to the base can cause severe angle spread.


FIGURE 68.2: Multipath model.

### 68.2.3 Typical Channels

M easurements in macrocells indicate that up to 6 to 12 paths may be present. Typical channel delay, angle, and onesided Doppler ( 1800 MHz ) spreads are given in Table68.1.


FIGURE 68.3: Channel frequency responseat four different antennasfor GSM in atypical hillyterrain channel at 1800 M Hz . M obilespeed is 100 KPH . The responseis plotted at four timeinstances spaced $66 \mu$ secs apart.

TABLE 68.1 Typical Delay, Angle and Doppler Spreads in Cellular
Applications

| Environment | Delay spread ( $\mu \mathrm{sec}$ ) | Angle spread (deg) | Doppler spread (Hz) |
| :--- | ---: | ---: | ---: |
| Flat rural (M acro) | 0.5 | 1 | 190 |
| Urban (M acro) | 5 | 20 | 120 |
| Hilly (M acro) | 20 | 30 | 190 |
| Microcell (M all) | 0.3 | 120 | 10 |
| Picocell (Indoors) | 0.1 | 360 | 5 |

A multipath channel structure is illustrated in Fig. 68.2. Typical path power and delay statistics can be obtained from the GSM ${ }^{1}$ standard. Angle-of-arrival statistics have been less well studied but several results have been reported (see [1, 2, 3]). The resulting channel is shown in Fig. 68.3. We show a frequency response at each antenna for a GSM system. Since the channel bandwidth is 200 KHz , it ishighly frequency-selectivein ahilly terrain environment. Also, the large anglespread causes variations of the channel from antenna to antenna. The channel variation in time depends on the Doppler spread. Notice that since GSM uses a short time slot, the channel variation during the time slot is negligible.

### 68.2.4 Signal Model

Westudy the case when asingleuser transmits and isreceived at abasestation with multipleantennas. The noiseless baseband signal $x_{i}(t)$ received by the base station at the $i$ th element of an $m$ element antenna array is given by

[^66]\[

$$
\begin{equation*}
x_{i}(t)=\sum_{l=1}^{L} a_{i}\left(\theta_{l}\right) \alpha_{l}^{R}(t) u\left(t-\tau_{l}\right) \tag{68.1}
\end{equation*}
$$

\]

where $L$ is the number of multipaths, $a_{i}\left(\theta_{l}\right)$ is the response of the $i$ th element for an $l$ th path from direction $\theta_{l}, \alpha_{l}^{R}(t)$ is the complex path fading, $\tau_{l}$ is the path delay, and $u(\cdot)$ is the transmitted signal that depends on the modulation waveform and the information data stream. In the IS-54 TDM A standard, $u(\cdot)$ is a $\pi / 4$ shifted DQPSK, gray-coded signal that is modulated using a pulsewith square-root raised cosine spectrum with excess bandwidth of 0.35 . In GSM, a Gaussian M inimum Shift Keying (GM SK) modulation is used. See [12, 30, 55] for more details. For a linear modulation (e.g., BPSK), we can write

$$
\begin{equation*}
u(t)=\sum_{k} g(t-k T) s(k) \tag{68.2}
\end{equation*}
$$

where $g(\cdot)$ is the pulse shaping waveform and $s(k)$ represents the information bits.
In the above model, we have assumed that the inverse signal bandwidth is large compared to the travel time across the array. For example, in GSM the inverse signal bandwidth is $5 \mu s$, whereas the travel time across the array is, at most, a few $n s$. This is the narrowband assumption in array processing. The signal bandwidth is a sum of the modulation bandwidth and the Doppler spread, with the latter being comparatively negligible. Therefore, the complex envelope of thesignal received by different antennas from a given path are identical except for phase and amplitude differences that depend on the path angle-of-arrival, array geometry, and the element pattern. This angle-of-arrival dependent phase and amplitude response at the $i$ th element is $a_{i}\left(\theta_{l}\right)$ [37].

We collect all the element responses to a path arriving from angle $\theta_{l}$ into an $m$-dimensional vector, called the array response vector defined as

$$
\mathbf{a}\left(\theta_{l}\right)=\left[\begin{array}{llll}
a_{1}\left(\theta_{l}\right) & a_{2}\left(\theta_{l}\right) & \ldots & a_{m}\left(\theta_{l}\right)
\end{array}\right]^{T}
$$

where $(\cdot)^{T}$ denotes matrix transpose.
In array processing literature the array vector $\mathbf{a}(\theta)$ is also known as the steering vector. We can rewrite the array output at the base station as

$$
\begin{equation*}
\mathbf{x}(t)=\sum_{l=1}^{L} \mathbf{a}\left(\theta_{l}\right) \alpha_{l}^{R}(t) u\left(t-\tau_{l}\right) \tag{68.3}
\end{equation*}
$$

where

$$
\mathbf{x}(t)=\left[\begin{array}{llll}
x_{1}(t) & x_{2}(t) & \ldots & x_{m}(t)
\end{array}\right]^{T}
$$

and $\mathbf{x}(t)$ and $\mathbf{a}\left(\theta_{l}\right)$ are $m$-dimensional complex vectors. The fade amplitude $\left|\alpha^{R}(t)\right|$ is Rayleigh or Rician distributed depending on the propagation model.

The channel model described above uses physical path parameters such as path gain, delay, and angle of arrival. When the received signal is sampled at the receiver at symbol (or higher) rate, such a model may be inconvenient to use. For linear modulation schemes, it is more convenient to use a "symbol response" channel model.

Such a discrete-time signal model can be obtained easily as follows. Let the continuous-time output from the receive antenna array $\mathbf{x}(t)$ be sampled at the symbol rate at instants $t=t_{o}+k T$. The output may be written as

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H} \mathbf{s}(k)+\mathbf{n}(k) \tag{68.4}
\end{equation*}
$$

where $\mathbf{H}$ is the symbol response channel (a $m \times N$ matrix) that captures the effects of the array response, symbol waveform, and path fading. $m$ is the number of antennas, $N$ is the channel length
in symbol periods, and $\mathbf{n}(k)$ is the sampled vector of additive noise. N ote that $\mathbf{n}(k)$ may be colored in space and time, as will be shown later. $\mathbf{H}$ is assumed to betime invariant, i.e., $\alpha^{R}$ is constant. $\mathbf{s}(k)$ is a vector of $N$ consecutive elements of the data sequence and is defined as

$$
\mathbf{s}(k)=\left[\begin{array}{c}
s(k)  \tag{68.5}\\
\vdots \\
s(k-N+1)
\end{array}\right]
$$

It can be shown [49] that the $i j$ th element of the $\mathbf{H}$ is given by

$$
\begin{equation*}
[\mathbf{H}]_{i j}=\sum_{l=1}^{L} a_{i}\left(\theta_{l}\right) \alpha_{l}^{R} g\left(\left(M_{d}+\Delta-j\right) T-\tau_{l}\right), i=1 \ldots, m ; j=1, \ldots, N \tag{68.6}
\end{equation*}
$$

where $M_{d}$ is the maximum path delay and $2 \Delta T$ is the duration of the pulse shaping waveform $g(t)$.

### 68.2.5 Co-Channel Interference

In wireless networks a cellular layout with frequency reuse is exploited to support a large number of geographically dispersed users. InTDM A and FDM A networks, when aco-channel mobileoperates in a neighboring cell, co-channel interference ( CCI ) will be present. The average signal-to-interference power ratio (SIR), also called the protection ratio [24], depends on the reuse factor ( $K$ ). It is 18.7 dB for reuse $K=7$ (IS-54), and 13.8 dB for reuse $K=4$ (GSM). In sectored cells, CCI is significant mainly from cells that lie within the sector beam. The received signal at a base station will therefore be a sum of the desired signal and co-channel interference.

### 68.2.6 Signal-Plus-I nterference Model

The overall signal-plus-interference-and-noise model at the base station antenna array can now be rewritten as

$$
\begin{equation*}
\mathbf{x}(k)=\mathbf{H}_{s} \mathbf{s}_{s}(k)+\sum_{q=1}^{Q-1} \mathbf{H}_{q} \mathbf{s}_{q}(k)+\mathbf{n}(k) \tag{68.7}
\end{equation*}
$$

where $\mathbf{H}_{s}$ and $\mathbf{H}_{q}$ arechannelsfor signal and CCI , respectively, while $\mathbf{s}_{s}$ and $\mathbf{s}_{q}$ arethe corresponding data sequences. Note that Eq. (68.7) appears to suggest that the signal and interference are band synchronous. However, this can be relaxed and thetimeoffsets can be absorbed into the channel $\mathbf{H}_{q}$. In multi-user cases, all the signals are desired and Eq. (68.7) can be rewritten to reflect this situation.

### 68.2.7 Block Signal Model

It is often convenient to handlesignals in blocks. Therefore, we may collect $M$ consecutive snapshots of $\mathbf{x}(\cdot)$ corresponding to time instants $k, \ldots, k+M-1$, (and dropping subscripts for a moment), we get

$$
\begin{equation*}
\mathbf{X}(k)=\mathbf{H S}(k)+\mathbf{N}(k) \tag{68.8}
\end{equation*}
$$

where $\mathbf{X}(k), \mathbf{S}(k)$, and $\mathbf{N}(k)$ are defined as

$$
\begin{array}{rlrl}
\mathbf{X}(k) & =[\mathbf{x}(k) \cdots \mathbf{x}(k+M-1)] & & (m \times M) \\
\mathbf{S}(k) & =[\mathbf{s}(k) \cdots \mathbf{s}(k+M-1)] & (N \times M) \\
\mathbf{N}(k) & =[\mathbf{n}(k) \cdots \mathbf{n}(k+M-1)] & & (m \times M)
\end{array}
$$

Note that $\mathbf{S}(k)$ by definition is constant along the diagonals and is therefore Toeplitz.

### 68.2.8 Spatial and Temporal Structure

Given the signal model at Eq. (68.8), an important question is whether the unknown channel, $\mathbf{H}$, and data, $\mathbf{s}$, can be determined from the observations $\mathbf{X}$. This leads us to examine the underlying constraints on $\mathbf{H}$ and $\mathbf{S}(\cdot)$ which we call structure.

## Spatial Structure

From Eq. (68.6), the $j$ th column of $\mathbf{H}$ is given by

$$
\begin{equation*}
\mathbf{H}_{1: m, j}=\sum_{l=1}^{L} \mathbf{a}\left(\theta_{l}\right) \alpha_{l}^{R} g\left(\left(M_{d}+\Delta-j\right) T-\tau_{l}\right) \tag{68.9}
\end{equation*}
$$

Spatial structurecan help determine $\mathbf{a}\left(\theta_{l}\right)$ if the angles of arrival $\theta_{l}$ are known or can beestimated. $\mathbf{a}\left(\theta_{l}\right)$ lies on a array manifold $\mathcal{A}$, which is the set of all possible array response vectors indexed by $\theta$.

$$
\begin{equation*}
\mathcal{A}=\{\mathbf{a}(\theta) \mid \theta \in \Theta\} \tag{68.10}
\end{equation*}
$$

where $\Theta$ is the set of all possible values of $\theta$. $\mathcal{A}$ includes the effect of array geometry, element patterns, inter-element coupling, scattering from support structures, and objects near the base station.

## Temporal Structure

The temporal structure relates to the properties of the signal $u(t)$ and includes modulation format, pulse-shaping function, and symbol constellation. Some typical temporal structures are

- Constant modulus (CM)

In many wireless applications, the transmitted waveform has a constant envelope (e.g., in FM modulation). A typical example of a constant envelope waveform is the GM SK modulation used in the GSM cellular system which has the following general form

$$
u(t)=e^{j(\omega t+\phi(t))}
$$

where $\phi(t)$ is a Gaussian-filtered phase output of a minimum shift keyed (MSK) signal [40].

- Finite alphabet (FA)

Another important temporal structure in mobile communication signals is the finite alphabet. This structure underlies all digitally modulated schemes. The modulated signal is a linear or nonlinear map of an underlying finite alphabet. For example, the IS-54 signal is a $\pi / 4$ shifted DQPSK signal given by

$$
\begin{align*}
u(t) & =\sum_{p} A_{p} g(t-p T)+j \sum_{p} B_{p} g(t-p T) \\
A_{p} & =\cos \left(\phi_{p}\right), \quad B_{p}=\sin \left(\phi_{p}\right), \quad \phi_{p}=\phi_{p-1}+\Delta \phi_{p} \tag{68.11}
\end{align*}
$$

where $g(\cdot)$ is the pulse shaping function (which is a square root raised cosine function in the case of IS-54), and $\Delta \phi_{p}$ is chosen from a set of finite phase shifts $\left\{\frac{5 \pi}{4}, \frac{3 \pi}{4}, \frac{\pi}{4}, \frac{7 \pi}{4}\right\}$ depending on the data $s(\cdot)$. These finite set of phase shifts represent the FA structure.

- Distance from Gaussianity

Thedistribution of digitally modulated signalsisnot Gaussian, ${ }^{2}$ and this property can beexploited to estimatethechannel from the higher-order moments such as cumulants, see e.g., [15, 33]. Clearly CM signals arenon-Gaussian. Thesehigher order statistics (HOS) based methods areusually slower converging than those based on second order statistics.

- Cyclostationarity

Recent theoretical results [14, 28, 39, 44] suggest that exploiting the cyclostationary characteristic of the communication signal can lead to second-order statistics based algorithms to identify the channel, $\mathbf{H}$, and therefore a more attractive approach than HOS techniques.

It can be shown [10] that the continuous-time stochastic process $x(t)$ defined in Eq. (68.1) (assuming the fade amplitude $\alpha^{R}$ is constant) is cyclostationary. M oreover, the discrete sequence $\left\{x_{i}\right\}$ obtained by sampling $x(t)$ at the symbol rate $\frac{1}{T}$ is wide-sense stationary, whereas the sequence obtained by temporal oversampling (i.e., at a rate higher than $1 / T$ ) or spatial oversampling (multiple antenna elements) is cyclostationary. The cyclostationary signal consists of a number of sampling phases each of which is stationary. A phase corresponds to a shift in the sampling point in temporal oversampling and different antenna element in spatial oversampling.

The cyclostationary property of sampled communication signals carries important information about the channel phase, which can be exploited in several ways to identify the channel. The cyclostationarity property can also be interpreted as a finite duration property. Put simply, this says that the oversampling increases the number of samples in the signal $\mathbf{x}(t)$ and phases in the channel, $\mathbf{H}$, but does not change the value of the data for the duration of the symbol period. This allows $\mathbf{H}$ to become tall (more rows than columns) and full column rank. Also, the stationarity of the channel makes $\mathbf{H}$ Toeplitz (or rather block Toeplitz). Tallness and Toeplitz properties are key to the blind estimation of $\mathbf{H}$.

- The temporal manifold

Just as the array manifold captures spatial wavefront information, thetemporal manifold captures the temporal pulse-shaping function information [48, 49]. We define thetemporal manifold $\mathbf{k}(\tau)$ as the sampled response of a receiver to an incoming pulse with delay $\tau$. Unlike the array manifold, the temporal manifold can be estimated with good accuracy because it depends only on our knowledge of the pulse-shaping function. Table 68.2 summarizes the duality between the array and the temporal manifold.

TABLE 68.2 The Duality Between the Array

| and the Time M anifold |  |  |
| :--- | :--- | :--- |
| Manifold | Indexed by: | Characterizes: |
| Array | Angle $\theta$ | Antenna array response |
| Time | Delay $\tau$ | Transmitted pulse shape |

The different structures and properties inherent in the signal model are depicted in Fig. 68.4
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FIGURE 68.4: Space-time structures.

### 68.3 Algorithms for STP

The history of array signal processing goes back nearly four decades to adaptive antenna combining techniques using phase-lock loops for antenna tracking. An important beginning was made by Howells [21], when he proposed the sidelobe canceller for adaptive nulling, and later Applebaum developed a feedback control algorithm for maximizing SINR. Another significant advance was the LM S algorithm proposed by Widrow [54]. Yet another important milestone was the work of Capon who proposed an adaptive antenna system [8] using a look direction constraint that resulted in the minimum variance distortionless beamformer. Further advances were made by Frost [13] and Griffiths and Jim [17] among several others. See [50] for a review on spatial filtering.

Because of significant delay spread in the channel, array processing in mobile communications can begreatly leveraged by processing thesignalsin space and in time(STP) to minimize both co-channel interference and inter symbol interference while maximizing SNR. See [35] for a review of channel equalization.

We begin with the single-user case where we are only interested in demodulating the signal of interest. We therefore treat interference from other users as unknown additive noise. This is an interference-suppression approach [53]. Later in the section, we will discuss multi-user detection which jointly detects all impinging signals.

### 68.3.1 SingleUser ST-ML and ST-MMSE

Thefirst criterion for optimality in space-time processing is M aximum Likelihood (ML) or isusually referred to as M aximum Likelihood SequenceEstimation (M LSE). ST-M LSE seeksto estimatethedata sequence that is most likely to have been sent given the received vector signal. Another frequently used criterion is M inimum M ean Square Error (M M SE). In ST-M M SE we obtain an estimate of the transmitted signal as a space-timeweighted sum of the received signal and seek to minimize themean square error between the estimate and the true signal at every time instant.

We present ST-M LSE and ST-M M SE in a form that is a space-time extension of the well-known ML and M M SE algorithms.

## ST-MLSE

With the channel model described by Eq. (68.8), we assume that the noise $\mathbf{N}$ is spatially and temporally white and Gaussian, and that there is no interference. The M LSE problem can be shown to reduce to finding $\mathbf{S}$ so as to satisfy the following criterion:

$$
\begin{equation*}
\min _{\mathbf{S}}\|\mathbf{X}-\mathbf{H S}\|_{F}^{2} \tag{68.12}
\end{equation*}
$$

where the channel $\mathbf{H}$ is assumed to be known and $\|\cdot\|_{F}$ denotes Frobenius norm. This is a generalization of the standard M LSE problem where the channel is now defined in space and time. We can, therefore, use a space-time generalization of the well-known Viterbi algorithm (VA) to carry out the search in Eq. (68.12) efficiently as is shown in Fig. 68.5. See[34] for a discussion on theVA methods.


FIGURE 68.5: Different structures for space-time processing.

In the presence of co-channel interference, which is likely to be both spatially and temporally correlated (due to delay spread), the MLSE criterion can be reformulated with a new metric to address the problem. However, the temporal correlation due to delay spread in CCI complicates the implementation of the Viterbi equalizer.

## ST-MMSE

In the presence of CCI with delay spread, a ST-M M SE receiver is more attractive. This receiver combinestheinput in spaceand timeto generatean output that minimizestheerror between itself and thedesired signal (seeFig. 68.5). Beforeproceedingfurther, weneed to introduce some preliminaries.

In a space time filter (equalizer cum beamformer), $\mathbf{W}$ has the following form:

$$
\mathbf{W}(k)=\left[\begin{array}{ccc}
w_{11}(k) & \cdots & w_{1 M}(k)  \tag{68.13}\\
\vdots & \cdots & \vdots \\
w_{m 1}(k) & \cdots & w_{m M}(k)
\end{array}\right]
$$

In order to obtain a convenient formulation for the space-time filter output, we introduce the quantities $W(k)$ and $X(k)$ as follows:

$$
\begin{array}{rlr}
X(k) & =\operatorname{vec}(\mathbf{X}(k)) & (m M \times 1) \\
W(k) & =\operatorname{vec}(\mathbf{W}(k)) & (m M \times 1) \tag{68.14}
\end{array}
$$

where the operator vec $(\cdot)$ is defined as:

$$
\operatorname{vec}\left(\left[\begin{array}{lll}
\mathbf{v}_{1} & \cdots & \left.\left.\mathbf{v}_{M}\right]\right)=\left[\begin{array}{c}
\mathbf{v}_{1} \\
\vdots \\
\mathbf{v}_{M}
\end{array}\right], ~
\end{array}\right]\right.
$$

The scalar equalizer output $y(k)$ can then be written as

$$
\begin{equation*}
y(k)=W^{H}(k) X(k)=\operatorname{Tr}\left(\mathbf{W}^{H}(k) \mathbf{X}(k)\right) \tag{68.15}
\end{equation*}
$$

where $(\cdot)^{H}$ denotes complex conjugate transpose.
The ST-M M SE filter chooses the space-timefilter weights to approach the minimum mean square error, i.e.,

$$
\begin{equation*}
\min _{W} E\left\|W^{H} X(k)-s(k-\zeta)\right\|_{2}^{2} \tag{68.16}
\end{equation*}
$$

where $\zeta$ is a delay chosen to center the space-time filter (the choice of this parameter strongly affects performance). The solution to this least-squares (LS) problem follows from the well-known projection theorem

$$
\begin{equation*}
E\left(X(k)\left(X^{H}(k) W-s^{*}(k-\zeta)\right)\right)=0 \tag{68.17}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
W=\left\{E\left(X(k) X^{H}(k)\right)\right\}^{-1} E\left(X(k) s^{*}(k-\zeta)\right) \tag{68.18}
\end{equation*}
$$

where superscript $*$ denotes complex conjugate. If the interference and noise are independent of the signal, the transmitted bit sequence is white, and $M>N$

$$
E\left(X(k) s^{*}(k-\zeta)\right)=\left[\begin{array}{llll}
0 & \cdots & 0 \operatorname{vec}^{T}(\mathbf{H}) & 0 \tag{68.19}
\end{array} \cdots 0\right]^{T}=\bar{H}
$$

wherethe number of zeros preceding and succeeding $\mathrm{vec}^{T}(\mathbf{H})$ depends on the choice of $\zeta$. Defining the space-time $m N \times m N$ covariance matrix $\mathbf{R}_{X X}=E\left(X X^{H}\right)$, Eq. (68.18) takes the familiar form

$$
\begin{equation*}
W=\mathbf{R}_{X X}^{-1} \bar{H} \tag{68.20}
\end{equation*}
$$

Note that when $M=N, \bar{H}=\operatorname{vec}(\mathbf{H})$. A number of techniques are available in order to solve Eq. (68.20), such as the least mean square (LM S) [54] or the recursive least square (RLS) [29]. These have different tradeoffs of computational complexity, tracking capability and steady-stateerror. See [29] for a discussion. Alternatively, if a block method is used, we can explicitly calculate $\mathbf{R}_{X X}^{-1}$ and then use $\bar{H}$ to find $W$. This is known as Sample M atrix Inversion (SMI).

The relative performance of ST-M LSE and ST-M M SE schemes is influenced by the dominance of CCI and ISI , and the nature of the channel. When the channel is CCI dominated and contains multipath, aViterbi equalizer is complicated to implement. In this case, theM M SE approach appears desirable. On the other hand, in an ISI-dominated large delay spread scenario, an M LSE has natural advantages.

Having reviewed the basic approaches to space-time processing, we will now study two important issues: blind vs. non-blind and single vs. multi-user approaches.

## TrainingSignal Methods

In many mobile communications standards such as GSM and IS-54, explicit training signals areinserted insidetheTDM A data bursts. These training signals can be used to estimate the channel needed for the M LSE or M M SE receivers.

Let $\mathbf{T}$ be the training sequence arranged in a matrix form (again $\mathbf{T}$ is Toeplitz). Then, during the training burst, the received data is given by

$$
\begin{equation*}
\mathbf{X}=\mathbf{H T}+\mathbf{N} \tag{68.21}
\end{equation*}
$$

Clearly H can be estimated using LS

$$
\begin{equation*}
\mathbf{H}=\mathbf{X} \mathbf{T}^{\dagger} \tag{68.22}
\end{equation*}
$$

where $\mathbf{T}^{\dagger}=\mathbf{T}^{H}\left(\mathbf{T T}^{H}\right)^{-1}$.
In a ST-M M SE receiver, we need $W$ and this can be computed readily from $\mathbf{H}$ using Eq. (68.20).

## Blind Methods

Theterm "blind" methods (other names are "self-recovering" or "unsupervised"), do not need training signal sand rather exploit thetemporal structuresuch asnon-Gaussianity; constant modulus (CM ); finite alphabet (FA); cyclostationarity, or the spatial structure, such as the array manifold. The performance of blind methods will, of course, be sensitive to the validity of structural properties assumed.

Spatial Structure or DOA-Based Methods These techniques use DOA estimates as a basis for determining the optimum beamformer. These methods were developed vigorously in the 1980s in military applications for reception of unknown or noise-like signals. The modern era in DOA estimation began with the M USIC algorithm first proposed in 1979 by Schmidt and independently by Bienvenu and Kopp [6, 36], thus launching the "subspace era" in signal processing. See [52] for a survey. Another class of DOA estimation techniques was launched when Paulraj et al. proposed the ESPRIT algorithm which has striking advantages when compared to M USIC but needs a special array geometry. See[23] for a survey.

DOA-based methods suffer from seriousdrawbacksin cellular applications. First, DOA estimation requires an accurateknowledgeof thearraymanifold. Thisneedsexpensivecalibration support. Next, the number of antennas at cellular base stations vary from four to eight per sector, an insufficient number for the multipath and interference rich cellular environments. Finally, these methods do not exploit the knowledge of the modulation format of the communication signal and thetimedelay relationship between multipath signals.

A subspace approach can beused to estimatethe directions-of-arrival of theimpinging wavefronts. Thesignal model is given by

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{A} \mathbf{u}(t)+\mathbf{n}(t) \tag{68.23}
\end{equation*}
$$

where $\mathbf{A}$ is an $m \times Q$ matrix whose columns are the array response vectors for each wavefront (assuming no multipath)

$$
\mathbf{A}=\left[\begin{array}{lll}
\mathbf{a}\left(\theta_{1}\right) & \cdots & \mathbf{a}\left(\theta_{Q}\right)
\end{array}\right]
$$

$\mathbf{u}(t)$ contains the fading signals from the $Q$ users

$$
\mathbf{u}(t)=\left[\alpha_{1}(t) u_{1}\left(t-\tau_{1}\right) \cdots \alpha_{Q}(t) u_{Q}\left(t-\tau_{Q}\right)\right]^{T}
$$

and

$$
u_{q}(t)=\sum_{k} s_{q}(k) g(t-k T)
$$

The sampled block signal model then takes the following form

$$
\begin{equation*}
\mathbf{X}=\mathbf{A} \mathbf{S}+\mathbf{N} \tag{68.24}
\end{equation*}
$$

In the subspace approach, we seek to estimate $\mathbf{A}$ from the array data by exploiting the underlying array manifold structure. When the number of antennas, $m$, is greater than the number of signals, $Q$, the signal $\mathbf{x}(t)$ in the absence of noise is confined to a subspace, referred to as the signal subspace.

Wefirst estimatethissignal subspacefrom thereceived data $\mathbf{X}$. Wethen search for an $m \times Q$ matrix A whosecolumnslieon thearray manifold and whose(column) subspacematches theestimated signal subspace. A good estimate of the signal subspace is given by thefirst $Q$ dominant eigenvectors of the space-only $m \times m$ covariance matrix $\mathbf{R}_{x x}=E\left(\mathbf{x} \mathbf{x}^{H}\right)$. If $\mathbf{E}_{s}$ is a matrix of these eigenvectors, then the subspace fitting approach estimates $\mathbf{A}$ to minimize the following criterion

$$
\min _{\mathbf{A}}\left\|\mathbf{E}_{s}-\mathbf{A Z}\right\|_{F}^{2}
$$

where $\mathbf{Z}$ is an arbitrary $Q \times Q$ square matrix.
Once $\mathbf{A}$ is estimated, we have thearray vector for the desired signal. The M M SE and M L estimators (assuming no multipath) of $u_{q}(t)$ are identical [7] and aregiven by

$$
\begin{equation*}
\mathbf{w}_{q}=\mathbf{R}_{x x}^{-1} \mathbf{a}\left(\theta_{q}\right) \tag{68.25}
\end{equation*}
$$

$\mathbf{w}_{q}$ is a (space-only) beamformer that has been studied extensively.
When multipath and delay spread is present, the solution in Eq. (68.25) will have a poor performance and improved techniques are needed. If we use a ST-M M SE structure, we can extend the above subspace methods to compute the optimum beamformer given in Eq. (68.20).

Temporal Structure Methods These techniques include a vast range that spans from the well-studied CM and HOS methods to the more recent second order methods that exploit the cyclostationarity of the received signal.

The fading and dynamics of the mobile propagation channel create special problems for blind techniques, and their performance in mobile channels is only recently gaining attention. A widely known class of simple blind algorithms is the so-called Bussgang class that contains, among others, the CM 1-2, CM 2-2, Sato, and Decision-Directed (DD) algorithms. See[11, 19, 20] for a survey of blind algorithms.

Contrary to non-blind techniques, where a training signal drives the recursive algorithms, in the CM approach, we replace the training signals by a modulus corrected version of the output signal. TheCM 2-2 minimizes the following cost function

$$
\begin{equation*}
\min _{W} J(W)=\left.E| | y(k)\right|^{2}-\left.1\right|^{2} \tag{68.26}
\end{equation*}
$$

where $y(k)$ is the output of the ST filter [see Eq. (68.15)].

The resulting LM S-type algorithm is given by

$$
\begin{equation*}
W(k+1)=W(k)-\mu X^{*}(k) y(k)\left(|y(k)|^{2}-1\right) \tag{68.27}
\end{equation*}
$$

$W(k+1)$, under theright conditions, approaches theoptimum ST-M M SE solution in Eq. (68.20). Important performance issues for blind algorithms are speed of convergence, ability to reach the global optimum solution, and capacity to track time varying mobile channels.

PolyphaseMethods Following the path-breaking paper by Tong, et al. [44] that presented a blind channel identification method using oversampling and relying only on second order statistics, a number of techniques that exploit cyclostationarity havesince dominated theblind-deconvolution literature.

Polyphase methods provide a blind solution by starting with the data

$$
\begin{equation*}
\mathbf{X}(k)=\mathbf{H S}(k)+\mathbf{N}(k) \tag{68.28}
\end{equation*}
$$

or its second order statistics. They then extract $\mathbf{H}$ and $\mathbf{S}$ by exploiting the tallness structure (obtained via oversampling) of $\mathbf{H}[28,29]$. See [25] for a tutorial presentation of polyphase techniques.

### 68.3.2 Multi-User Algorithms

In multi-user (M U ) algorithms, weaddresstheproblem of extracting multipleco-channel user signals arrivingat an antenna array. Such problemsoccur in channel reusewithin cell (RWC) applicationsor in situationswherewe attempt to demodulatetheinterferencesignal in order to improveinterference suppression. The data model is once again

$$
\begin{equation*}
\mathbf{X}=\mathbf{H S}+\mathbf{N} \tag{68.29}
\end{equation*}
$$

where $\mathbf{H}$ and $\mathbf{S}$ are suitably defined to include multiple users and are of dimensions $m \times N Q$ and $N Q \times M$, respectively.

We have several approaches that parallel the single-user case. We begin with the ML and M M SE prototypes and then explain in more detail some recently developed blind techniques.

## Multi-User MLSE and MMSE

If thechannelsfor all arriving signalsareknown, then wecan extend the earlier M LSE to jointly demodulate all the user data sequences. Starting with the data model in Eq. (68.29), we can then search for multipleuser data sequencesthat minimizethe M L cost function in Eq. (68.12). Themultiuser M LSE will have a large number of states in the trellis. Efficient techniques for implementing a Viterbi equalizer need to be developed.

In multi-user M M SE, we usually estimate each user signal separately using the single-user M M SE processor given in Eq. (68.20). In this case, the M M SE treats other user signals as interference with unknown structure. M ulti-user techniques either need training signals for all the users or adopt blind methods. The multiple training signals should be designed to have low cross correlation properties so as to minimize cross coupling in the channel estimates.

## Multi-User Blind Methods

Once again, the techniques are parallel to the single-user spatial and temporal blind methods. The spatial structure multi-user algorithms are again applicable under the conditions discussed in Section 68.3.1. The approach is identical; we first estimate $\mathbf{A}$ using subspace methods, and the beamformer $\mathbf{w}_{q}$ for each user follows from Eq. (68.25).

We briefly describe some illustrative algorithms.

## Finite Alphabet (FA) Method

This approach exploits the FA property of the digitally modulated signals. Assuming no delay spread and perfect multi-user symbol synchronization, the channel model is given by Eq. (68.24), which we repeat here for convenience:

$$
\begin{equation*}
\mathbf{X}=\mathbf{A S}+\mathbf{N} \tag{68.30}
\end{equation*}
$$

where both $\mathbf{A}$ and $\mathbf{S}$ are unknown and the additive noise is assumed to be white and Gaussian. The joint M L criterion for this reduces to the familiar minimization problem

$$
\begin{equation*}
\min _{\mathbf{A}, \mathbf{S}}\|\mathbf{X}-\mathbf{A S}\|_{F}^{2} \tag{68.31}
\end{equation*}
$$

This is a joint ML problem where both the channel and data are unknown. The FA property allows us to solve Eq. $(68.31)$ and estimate both $\mathbf{A}$ and $\mathbf{S}$. Since the ML criterion is separable with respect to the unknowns, one approach to minimize the cost function in Eq. (68.31) is alternating projections. Starting with an initial estimate of $\mathbf{A}$, we minimizeEq. (68.31) with respect to $\mathbf{S}$, keeping $\mathbf{A}$ fixed. This is a data detection problem. With an estimate of $\mathbf{S}$, an improved estimate of $\mathbf{A}$ can be obtained by minimizingEq. (68.31) with respect to A, keeping S fixed. This is a standard least-squares problem. We continue this iterative process until a fixed point is reached. The global solution is a fixed point of the iteration. In order to avoid a computationally expensive search, two suboptimal iterative techniques, ILSP and ILSE [42, 43], can be used to make this minimization tractable.

Note that the joint M L problem can also be formulated for the single user case where we estimate the channel and the data jointly using the FA or other signal properties. Joint ML methods are also known as adaptive M L.

## Finite Alphabet - Oversampling (FA-OS) Method

In the presence of delay spread (and unsynchronized symbols), the FA algorithm has to be modified to estimate the space-time channel $\mathbf{H}$ as against the spatial channel $\mathbf{A}$ described earlier. An attractive technique to estimate the temporal channel using polyphase or oversampling method was proposed recently in [47].

We therefore first need to extend the multi-user data model in Eq. (68.30) to incorporate oversampling. Assuming oversampling at $P$ samples per symbol, we define a new $m P \times M$ data matrix $\mathbf{X}$ where each entry is a vector of $P$ data samples per symbol period.

This results once again in the familiar model

$$
\begin{equation*}
\mathbf{X}=\mathbf{H S}+\mathbf{N} \tag{68.32}
\end{equation*}
$$

Note that now the dimensions of $\mathbf{X}, \mathbf{H}$, and $\mathbf{S}$ are $m P \times M, m P \times N Q$, and $N Q \times M$, respectively. As noted earlier, $\mathbf{H}$ is tall, full column rank and has a block Toeplitz structure.

Once again we can estimate $\mathbf{H}$ and $\mathbf{S}$ using a Joint-M L approach. This reduces to minimizing

$$
\begin{equation*}
\min _{\mathbf{H}, \mathbf{S}}\|\mathbf{X}-\mathbf{H S}\|_{F}^{2} \tag{68.33}
\end{equation*}
$$

A direct approach to Eq. (68.33) is computationally prohibitive. The approach in [47] breaks up the joint problem into two smaller subproblems. First, the channels are equalized by enforcing the low rank and block-Toeplitz structure of $\mathbf{H}$. This yields the row subspace of $\mathbf{S}$. The FA property can now be enforced to determine the symbols in $\mathbf{S}$.

## Multi-User CM

While the FA approach exploitstheFA property, CM is another structure for multi-user signal separation. When the channel has no delay spread, we have a standard source separation problem, which can be dealt with the so-called constant modulus array [4, 16, 26]. The resulting algorithms are space-only multi-user counterparts of the temporal CM algorithms: instead of combatting the channel ISI in order to retrieve the single-user signal, they try to combat the channel CCI and demodulate the different user signals.

Recent advances in multi-user CM include an analytical CM (ACM) [32, 45], a multi-stage CM algorithm [38], and related approaches [5] and [9]. The extension to a delay spread environment was proposed in [31].

### 68.3.3 Simulation Example

Figure 68.6 illustrates the effect of STP in a mobile environment. The channel model chosen was a typical urban channel. A four element linear array with $\frac{\lambda}{2}$ spacing was employed. The desired and interference signals arrived from mean directions of $0^{\circ}$ and $45^{\circ}$, respectively. An IS-54 channel interface was used. Section (a) shows the received signal constellation for a simple antenna. Note that thisimpliesthat the eye is completely closed. Section (b) shows the constellation after STP, using a ST-M M SE equalizer employing training signals. Note the dramatic improvement in the received constellation.


FIGURE 68.6: Interference cancellation using STP.

### 68.4 Applications of Spatial Processing

In this section, we briefly describe three applications of antennas and STP in cellular base stations.

### 68.4.1 Switched Beam Systems

Switched Beam Systems (SBS) consist of a beamformer in the RF stage that forms multiple (nonadaptive) beams, a "sniffer" that determines the beam that has the best SINR and a switch that is used to select the best or best two beams for the receiver. These systems are used as an appliqué unit, where the existing diversity antennas are replaced by a switch-beam antenna system. The SBS operates by sniffer scanning the beamformer outputs to detect the best two beams which are then
switched through to the receiver. In order to reduce the probability of incorrect beam selection, the beam outputs are validated by checking the color code(for exampleCDVCC in IS-54 or SAT tonein AM PS) prior to determining the best beam.

The main advantage of using SBS is the improvement in cell coverage on the reverse link due to the array gain and improved voice quality due to reduced interference. Since the pre-formed beams are narrower than the sector beamwidth, reduction in interference power is obtained when the desired signal and the interference are separated in angle and fall into different beams. This SIN R improvement offers better voicequality and may also allow use of a smaller reusefactor and therefore improve capacity.

The performance of SBS depends on a number of factors, including angle spread of multipath, relative angles-of-arrival of the signals and interference, and the array topology. Performance gains in SBS come from array gain, diversity gain, reduced interference, and trunking efficiency.

### 68.4.2 Space-Time Filtering

Space-time filtering (STF) applies space-time processing to maximize signal power and minimize intersymbol and co-channel interference. As is evident from earlier sections, space-time processing will be very different for each air interface standard. In GSM , the slot duration is 0.577 ms with 26 training bits and the symbol period is $3.7 \mu$ secs. Channel equalization is, of course, necessary. The presence of controlled ISI further complicates the equalization problem. It is reasonable to assume that the signal and interference channels are invariant across a slot. In IS-54, the slot duration is 6.66 ms , resulting in substantial variation of the channel over the slot. However, the symbol period is $41.6 \mu$ secs, and therefore channel equalization is usually not needed. Thus, the STF architectures must find some means to track the signal and interference channels across the burst, using blind techniques, as those described earlier in this chapter.

### 68.4.3 Channel Reuse Within Cell

Reuse within cell (RWC) refers to the reuse of a channel or radio resource within a cell by exploiting differences in the channels. This is akin to spectrum reuse in cellular systems, where a channel or a spectrum resource used in one cell is reused in another cell separated by sufficient distance such that the co-channel interference is sufficiently small.

When RWC is used in TDM A or FDM A, a cell supports two or more users in a given channel, as against a single user in conventional cells. Antenna arrays and space-time processing is used for joint demodulation of multiple users, assuming such users are sufficiently separated in channels (directions). When two or more users become closely aligned in their channels, they will no longer be separable, and one of the users should be handed off to another frequency or time slot. RWC needs to work on both forward and reverse links, therefore, signal separability must be achieved on both links.

The principal challenge in RWC when used with TDM A or FDM A is to estimate and track the reverse and forward channels to a high degree of accuracy. The problem is further complicated by the near-far problem resulting in power imbalance between users. The ability to estimate and track the reverse link channel depends on angle, delay, and Doppler spreads. The higher these spreads, the higher the sources of channel estimation errors. Therefore, flat rural environments with low angle and delay spreads score over urban and microcells which use antennas below roof top. Also, fixed wireless applications score over mobile applications. In theforward link, we need to once again predict the channel accurately. We can do this by an open loop method, i.e., use the reverse link channel to predict forward channel. Alternatively, we can use feedback from the mobile to estimate the forward channel. For the open loop method, in FDD, angle spread is a source of error and in TDD the Doppler spread is a source of error. Due to these complications, RWC is not a promising
technology in most TDMA and FDM A applications.

### 68.5 Summary

Use of array signal processing or STP is emerging as a powerful tool for improving cellular wireless networks. STP can improve cell coverage, enhance link quality, and increase system capacity. The rapidly varying mobile channel with large multipath delay and angle spreads offer a significant challenge to STP. Effective solutions have to be specific to each air interface and the propagation environment. More work is needed to develop robust STP techniques and to characterize their performance. See $[1,2,3]$ for a review of the current state of the art in smart antennas technology.
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### 69.1 Introduction

The classical definition of a beamformer basically specifies its goal: to estimate the signal waveform arriving at the array from a given direction. Beamformers are spatial processors that combine the signals impinging on an array of captors. Combining the outputs of the captorsforms a narrow beam pointing towards the direction of the source (look direction). This narrow beam can discriminate between sources spatially located at distinct sites. This important property of beamformers is used to design techniques that localize active or passive sources particularly in RADAR/ SONAR systems.

In the last two decades, beamforming methods have had significant theoretical and practical advances. This, together with other technological advances, has broadened the application of sophisticated beamforming techniques to a diversity of areas, including imaging, geophysical and oceanographic exploration, astrophysical exploration, and biomedical. See[19, 20] for an excellent overview of modern beamforming techniques and applications.

Communications is another attractive application area for beamforming. In fact, beamforming has been widely used for directional transmission and reception as well as for sector broadcasting in satellite communications systems. M ore recently, due to the drastic increase of users in cellular

[^68]radio systems [10, 15, 18], including indoors and outdoors mobile systems, it is increasingly being recognized that the design of base station and mobile antennas based on beamforming methods improves significantly the system's spectrum efficiency [1, 11]. In turn, this enables accommodating larger numbers of users [3, 16]. The most striking argument in favor of using advanced beamforming techniques such as adaptiveor blind beamforming for mobile communicationsis based on theidea of SpaceDivision M ultipleAccess(SDM A) schemes. With SDM A, several mobiles sharesimultaneously the same frequency channel by creating virtual channels in the spatial domain. Another important argument in favor of using beamforming in cellular radio is that beamforming yields flexible signal processingschemesthat properly handlemultipath effectswhich aretypical in radio communications. M ultipath is the term given when the same signal arrives at the destination through different paths. This may arise when signals bounce off obstacles in their path of propagation. At the receiver, these arrivals are correlated. Their recombination causes severe signal distortions and fading. In limiting cases, the power of the received signal can become so small that the reliability of the data communications link is completely lost.

In this section we design a multichannel beamformer to combat multipath effects. The receiver uses a base station antenna array which handles several radio links operating simultaneously at the same carrier frequency, while preserving the reliability of the communications. The approach relies on statistical signal processing methods, yielding a solution that operates in ablind modewith respect to the parameters that specify the propagation channel. This means that, except for a few quantities related to system specifications, e.g., link budget and array geometry, the receiver that we describe here does not assume any prior knowledge about the locations of the sources and of the structures of the ray arrivals, including directions of arrival and correlations. The simulation results show the excellent performance of this multichannel beamformer in SDM A schemes.

The chapter is organized as follows. In Section 69.2 we introduce the beamforming problem (see also [20]), and classical beamformers such as the delay-and-sum beamformer, the minimum output noise power beamformer, and the minimum variancebeamformer. Weshow that thesebeamformers present severedrawbackswhen operating in multipath environments. Section 69.3presentsa solution to the beamforming problem for the case of correlated arrivals. This solution is based on a minimum mean square error (M M SE) approach. We compare the performance of this beamformer with the performance of the beamformers introduced in Section 69.2. We emphasize, in particular, the case of multipath propagation. In this section, we also discuss issues regarding the implementation of the minimum mean square error beamformer. In Section 69.4, we describe a method to implement the minimum mean squareerror beamformer in the context of a digital mobile communications system. The method operates in a blind mode and strongly exploits the structure of the received multipath data. Since the propagation channel parameters, e.g., angles of arrivals of the multiple paths, are not known, we estimate them with a maximum likelihood approach supported on a finite mixture distribution model of the array data. Wemaximize the likelihood function with an iterative scheme. We describe an efficient procedure to initialize the iterative algorithm. In general, this procedure converges rapidly to theglobal maximum of thelikelihood function. Section 69.5 presentssimulation results obtained with data synthesized by a simple mobile communications simulator. These results confirm the excellent performance of the M M SE beamformer described in the paper.

### 69.2 Beamforming

Beamforming is an array processing techniquefor estimating a desired signal waveform impingingon an array of sensorsfrom a given direction. This technique appliesto both narrowband and wideband signals. Here, we will consider only the narrowband case.

Let $s(t)$ be the complex envelope of the source radiated signature. Under the farfield assumption the signal at the receiving array is a planar wavefront, see Fig. 69.1. In this case, and according to the


FIGURE 69.1: Source/receiver geometry.
model derived in [20], the complex envelope of the signal received at each sensor of a uniform and linear array of $N$ omnidirectional sensors is

$$
\begin{equation*}
s_{n}(t)=s\left(t-\tau_{n}\right) e^{-j \omega_{0} \tau_{n}} \tag{69.1}
\end{equation*}
$$

where $\omega_{0}$ is the carrier frequency and $\tau_{n}$ is the intersensor propagation delay. Let $d, c$, and $\theta_{0}$ be, respectively, the distance between sensors, the propagation velocity, and the direction of arrival (DOA). The intersensor delays are then

$$
\begin{equation*}
\tau_{n}=\frac{(n-1) d}{c} \sin \theta_{0}, \quad n=1,2, \ldots, N \tag{69.2}
\end{equation*}
$$

Because of the narrowband assumption, we can make the simplification

$$
s\left(t-\tau_{n}\right) \simeq s(t)
$$

in Eq. (69.1). This means that, for the values of $\tau_{n}$ of interest, the source complex envelope $s(t)$ is slowly varying when compared with the carrier $e^{j \omega_{0} t}$.

We model each array sensor by a quadrature receiver, its output being given by

$$
\begin{equation*}
z_{n}(t)=s_{n}(t)+n_{n}(t), \tag{69.3}
\end{equation*}
$$

where $s_{n}(t)$ is the complex envelope of the signal component and $n_{n}(t)$ is a complex additive disturbance, such as sensor noise, ambient noise, or another signal interfering with the desired one. Collecting in a vector $\mathbf{z}(t)$ all the responses of the $N$ sensors of the array to a narrowband source coming at the array from the $\mathrm{DOA}=\theta_{0}$, we get the $N$-dimensional complex vector

$$
\begin{equation*}
\mathbf{z}(t)=\mathbf{a}\left(\theta_{0}\right) s(t)+\mathbf{n}(t) \tag{69.4}
\end{equation*}
$$

The vector $\mathbf{a}\left(\theta_{0}\right)$ is referred to as the steering vector for the DOA $\theta_{0}$.
The elements of the steering vector $\mathbf{a}\left(\theta_{0}\right)$ are given by $a_{n}\left(\theta_{0}\right)=e^{-j \omega_{0} \tau_{n}}, n=1,2, \ldots, N$. The noise vector $\mathbf{n}(t)$ is an $N$-dimensional complex vector collectingthe $N$ sensor noises $n_{n}(t)$. In general, it includes components correlated with the desired signal as in multipath propagation environments. With multipath, several replicas of the samesignal, each onepropagating along adifferent path, arrive at the array with distinct DOAs.

In beamforming, the goal is to estimate the source signal $s(t)$ given $\mathbf{a}\left(\theta_{0}\right)$. The narrowband beamformer is illustrated in Fig. 69.2. The output of the beamformer is

$$
\begin{equation*}
y(t)=\mathbf{w}^{H} \mathbf{z}(t), \tag{69.5}
\end{equation*}
$$

where $\mathbf{w}=\left[w_{1}, w_{2}, w_{3}, \ldots, w_{N}\right\}^{T}$ is a vector of complex weights. We use the notation $\{\cdot\}^{T}$ to denotevector and matrix transposition, and $\{\cdot\}^{H}$ for transposition followed by complex conjugation. The beamformer is completely specified by the vector of weights $\mathbf{w}$.


FIGURE 69.2: Narrowband beamformer.

In the absence of the noise term $\mathbf{n}(t)$ in (69.4), it is readily seen that choosing

$$
\mathbf{w}=(1 / N) \mathbf{a}\left(\theta_{0}\right),
$$

the beamformer output is $y(t)=s(t)$. This corresponds to the simplest implementation of the narrowband beamformer, known as the delay-and-sum (DS) beamformer: it combines coherently the signal replicas received at each sensor after compensating for their corresponding relative delays.

The interpretation of the DS beamformer operation is rather intuitive. However, we may ask ourselves the following question: is DS the best we can do to estimate the desired signal when the disturbance $\mathbf{n}(t)$ is present? To answer the question satisfactorily, we begin by noting that, in the presence of noise, the output of the DS beamformer is

$$
y(t)=s(t)+(1 / N) \mathbf{a}^{H}\left(\theta_{0}\right) \mathbf{n}(t)
$$

The influence of the error term on the estimate $y(t)$ of $s(t)$ depends basically on the structure of $\mathbf{n}(t)$. The optimal design of beamformers depends now on the choice of an adequate optimization criterion that takes into account the disturbance vector, with the goal of improving in some sense the quality of the desired estimate. In the sequel, we will consider several cases of practical interest.

### 69.2.1 Minimum Output Noise Power Beamforming (MNP)

To reduce the effect of the error term at the beamformer output, we formulate the beamforming problem as follows:
find the weight vector $\mathbf{w}$ such that the noise output power $\left.\left.\mathrm{E}\left\{\mid \mathbf{w}^{H} \mathbf{n}(t)\right)\right|^{2}\right\}$ is minimized subject to the constraint $\mathbf{w}^{H} \mathbf{a}\left(\theta_{0}\right)=1$,
where $E\{\cdot\}$ denotes the statistical average. The cost function is

$$
\begin{equation*}
\left.\left.\mathrm{E}\left\{\mid \mathbf{w}^{H} \mathbf{n}(t)\right)\right|^{2}\right\}=\mathbf{w}^{H} \mathbf{R}_{\mathbf{n}} \mathbf{w} \tag{69.6}
\end{equation*}
$$

with $\mathbf{R}_{\mathbf{n}}$ thecovariancematrix of the disturbancevector $\mathbf{n}(t)$, i.e., $\mathbf{R}_{\mathbf{n}}=\mathrm{E}\left\{\mathbf{n}(t) \mathbf{n}^{H}(t)\right\}$. Theconstraint guarantees that the signal along the look direction $\theta_{0}$ is not distorted.

The solution to this constrained optimization problem is obtained by Lagrange multipliers techniques. It is given by

$$
\begin{equation*}
\mathbf{w}=\left(\mathbf{a}^{H}\left(\theta_{0}\right) \mathbf{R}_{\mathbf{n}}^{-1} \mathbf{a}\left(\theta_{0}\right)\right)^{-1} \mathbf{R}_{\mathbf{n}}^{-1} \mathbf{a}\left(\theta_{0}\right) \tag{69.7}
\end{equation*}
$$

The vector win Eq. (69.7) is the gain of the M NP beamformer [20].
When the source signal is uncorrelated with the disturbance,

$$
\mathrm{E}\left\{s(t) \mathbf{n}^{H}(t)\right\}=\mathbf{0}
$$

it can be shown that the weight vector (69.7) of the M NP beamformer takes the form

$$
\begin{equation*}
\mathbf{w}=\left(\mathbf{a}^{H}\left(\theta_{0}\right) \mathbf{R}^{-1} \mathbf{a}\left(\theta_{0}\right)\right)^{-1} \mathbf{R}^{-1} \mathbf{a}\left(\theta_{0}\right) \tag{69.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}=\mathrm{E}\left\{\mathbf{z}(t) \mathbf{z}^{H}(t)\right\} \tag{69.9}
\end{equation*}
$$

is the covariance matrix of the array data vector $\mathbf{z}$. The vector $\mathbf{w}$ in Eq. (69.8) is the gain of the minimum variance (M V) beamformer [20]. The M V beamformer minimizes the total output power

$$
\left.\left.\mathbf{E}\left\{\mid \mathbf{w}^{H} \mathbf{z}(t)\right)\right|^{2}\right\}=\mathbf{w}^{H} \mathbf{R} \mathbf{w}
$$

subject to $\mathbf{w}^{H} \mathbf{a}^{H}\left(\theta_{0}\right)=1$. The MV beamformer presents an important advantage over the MNP beamformer. While to implement the M NP beamformer we need to know the covariance matrix $\mathbf{R}_{\mathbf{n}}$ of the disturbance vector $\mathbf{n}$, in general, to implement the M V beamformer it is sufficient to estimate the array covariance matrix $\mathbf{R}$ using the available data $\mathbf{z}$.

We discuss how to estimate $\mathbf{R}$. Let $T$ time samples (snapshots) of the array response vector $\mathbf{z}(t)$ be available. An estimate of $\mathbf{R}$ is the data sample covariance matrix $\mathbf{R}_{s}$ :

$$
\begin{equation*}
\mathbf{R}_{s}=\frac{1}{T} \sum_{t=1}^{T} \mathbf{z}(t) \mathbf{z}^{H}(t) \tag{69.10}
\end{equation*}
$$

Under technical conditions that we will not discuss here, the samplecovariance matrix, $\mathbf{R}_{s}$, converges (in the appropriate sense) to the array covariance matrix $\mathbf{R}$ when $T$ approaches infinity. This means that, for a large enough number $T$ of snapshots, we can replace $\mathbf{R}$ in Eq. (69.8) by $\mathbf{R}_{s}$, without a significant performance degradation.

We provide an alternative interpretation to the M N P beamformer. Using Eq. (69.7) in Eq. (69.5), and taking into account Eq. (69.4), we see that the output of the M NP beamformer has a signal component $s(t)$ and an error term $\mathbf{w}^{H} \mathbf{n}(t)$ with average power

$$
\begin{equation*}
P_{o}=\mathbf{w}^{H} \mathrm{E}\left\{\mathbf{n}(t) \mathbf{n}^{H}(t)\right\} \mathbf{w}=\left(\mathbf{a}^{H}\left(\theta_{0}\right) \mathbf{R}_{\mathbf{n}}^{-1} \mathbf{a}\left(\theta_{0}\right)\right)^{-1} \tag{69.11}
\end{equation*}
$$

Since the power of the signal is preserved and the M NP beamformer minimizes the power of the noise at its output, the M NP beamformer maximizes the output signal-to-noise ratio (SNR).


FIGURE 69.3: (a) Single source in white noise; (b) uncorrelated interference; (c) correlated interference.

We will not discuss in detail thebehavior of the M N P and M V beamformers. Thereader is referred to the work in [2]. Welist some of the properties of the M N P and M V beamformers in two scenarios of practical interest.

## Case 1: Single Source in White Noise

Here (see Fig. 69.3(a)), we assume that the noise $\mathbf{n}(t)$ is sensor noise. We model it as $\mathbf{n}(t)=\mathbf{u}(t)$ where the components of $\mathbf{u}(t)$ are jointly independent and identically distributed samples of zero mean white noise sequences with variance $\sigma^{2}$, i.e.,

$$
\mathbf{R}_{\mathbf{n}}=\mathbf{R}_{\mathbf{u}}=\sigma^{2} \mathbf{I}
$$

whereI is the identity matrix. The sensor noise models the thermal noise generated at each receiver and is assumed independent of (thus, uncorrelated with) the source signal. If $S$ is the power of the desired signal, the $\operatorname{SNR}$ at each sensor is $\mathrm{SNR}_{i}=S / \sigma^{2}$. Also, from Eq. (69.7), we concludethat when the additive noise is white, as in this case, the M NP beamformer reduces to the DS beamformer.

M oreover, computingthepower at theoutput of thebeamformer with Eq. (69.11) for this particular situation yields $P_{o}=\sigma^{2} / N$. This means that, at the output of the beamformer, the signal-to-noise ratio is $\mathrm{SNR}_{o}=N \mathrm{SNR}_{i}$.

We conclude, for the case of a single source in white noise, that the DS beamformer is optimum in the sense of maximizing the output signal-to-noise ratio $\mathrm{SNR}_{o}$. Further, $\mathrm{SNR}_{o}$ increases linearly with the number $N$ of array sensors.

## Case 2: Directional Interferences and White Noise

Now, we assume that the disturbance $\mathbf{n}(t)$ is the superposition of possibly several directional interferences and white noise. Without loss of generality, we consider the case of a single interferer:

$$
\begin{equation*}
\mathbf{n}(t)=\mathbf{a}\left(\theta_{i}\right) i(t)+\mathbf{u}(t), \tag{69.12}
\end{equation*}
$$

where $i(t)$ is the signal radiated by the interferer, $\theta_{i}$ is the DOA of the interference signal, and $\mathbf{u}(t)$ is the white noise vector. In general, we assume that $\mathbf{u}(t)$ is uncorrelated with $i(t)$.

## Case 2.1: Uncorrelated Arrivals

This is the case where the desired signal and the interference are generated by distinct sources, see Fig. 69.3(b). It is clear that under this assumption, $s(t)$ and $\mathbf{n}(t)$ are uncorrelated. As we emphasized before, this is the situation where the M N P beamformer (69.7) is equivalent to the M V beamformer (69.8).

The covariance of the noise $\mathbf{n}(t)$ is now

$$
\mathbf{R}_{\mathbf{n}}=\mathbf{a}\left(\theta_{i}\right) S_{i} \mathbf{a}^{H}\left(\theta_{i}\right)+\sigma^{2} \mathbf{I}
$$

where $S_{i}$ is the average power of the interference $i(t)$. At the $\mathrm{DOA}=\theta_{i}$, the beamformer has an amplitude response

$$
\begin{equation*}
\left|\mathbf{w}^{H} \mathbf{a}\left(\theta_{i}\right)\right|=\frac{|\beta|}{1+\left(1-|\beta|^{2}\right) \operatorname{INR}} \tag{69.13}
\end{equation*}
$$

where

$$
\mathrm{INR}=S_{i} /\left(\sigma^{2} / N\right)
$$

is the interference-to-noise ratio (INR), and $\beta=(1 / N) \mathbf{a}^{H}\left(\theta_{i}\right) \mathbf{a}\left(\theta_{0}\right)$ measures the spatial coherence between the desired source and the interference.

## Well Separated Arrivals

When the signal and interference are well separated, their spatial coherence is small, i.e., $|\beta| \ll 1$. In Eq. (69.13), the denominator is approximately given by $1+$ INR. The net effect is that the beamformer output along the interference direction decreases when INR increases. In other words, the M NP and the MV beamformers direct a beam with gain 1 towards theDOA of the desired signal
and null the interference. The interference canceling property is reflected on the average power of the beamformer output error which is evaluated to

$$
\begin{equation*}
P_{o}=\frac{\sigma^{2}}{N} \frac{1}{1-\left|\beta^{2}\right| \frac{\mathrm{INR}}{1+\mathrm{INR}}} . \tag{69.14}
\end{equation*}
$$

For largeINR and well-separated DOAs, $P_{o} \simeq\left(\sigma^{2} / N\right)$. This means that the interferencecontributes little to the estimation error at the output of the beamformer.

## Close Arrivals

When the source and the interferer are spatially close, their spatial coherence is large, $|\beta| \simeq 1$, and the output at the interference DOA is $\simeq 1$. This means that the M NP and MV beamformers no longer have the ability to discriminate the two sources.

We conclude from the simple analysis of these two cases that the DOA discrimination capability is strongly related to the spatial resolution of the array geometry through the parameter $\beta$. In practice, to improveupon theresolution of alinear and uniform array, weincrease, when feasible, the number $N$ of sensors. This results in narrower beamwidths which can resolve closer arrivals.

## Case 2.2: Correlated Arrivals

This is the case where the interference $i(t)$ is correlated with the desired signal $s(t)$, i.e.,

$$
\mathrm{E}\left\{s(t) i^{*}(t)\right\}=\rho=|\rho| e^{j \phi_{\rho}} \neq 0
$$

We denote complex conjugate by (.)*.
With reference to Fig. 69.3(c), we discuss a simple example where the interference results from a secondary path generated by a reflector (multipath propagation)

$$
\begin{equation*}
i(t)=\gamma s(t) \tag{69.15}
\end{equation*}
$$

The complex parameter, $\gamma$, accounts for the relative attenuation and delay of the reflected path. The correlation factor, $\rho$, between $i(t)$ and $s(t)$ is, in this case, given by

$$
\rho=\gamma /|\gamma|
$$

The desired signal and the disturbance vector $\mathbf{n}(t)$ are now correlated and the M V beamformer is no longer equivalent to the M N P beamformer. Recall that the M V beamformer attempts to minimize the total output power under the constraint of a unitary gain at theDOA of the desired source. As the array output vector has a correlated signal component at a different DOA, to minimize the output power may causethedesired signal itself to bestrongly attenuated. Thisisthesignal cancellation effect, typical of M V beamforming when operating in multipath environments liketheonejust considered. On the contrary, the behavior of the M NP beamformer is independent of the correlation degree between the desired signal and the disturbance: the M NP beamformer filters out correlated arrivals just as if they were uncorrelated interferences.

To implement the M N P beamformer, besides the DOA of the desired signal, we also need to know the covariance matrix $\mathbf{R}_{\mathbf{n}}$ of the disturbance vector. In general, this covariance is not known a priori. It has to be estimated using the available data, and this can be a rather compli cated task, not discussed here.

In this section, we discussed the M NP solution to the beamforming problem. The M NP beamformer is optimum in the sense of maximizing the output SNR. When the noise is white, the DS beamformer is recovered as the optimum solution for the single source case. It points a beam towards the source DOA and reduces the sensor noise power by a factor of $N$, see Fig. 69.4(a). We also saw
that, in themoregeneral situation wherethedisturbancevector includesdirectional interferences, the M N P beamformer acts like an interference canceler: it points a beam towardstheDOA of the desired signal, while nulling the remaining arrivals regardless of their correlation degrees, see Figs. 69.4(b) and (c).


FIGURE 69.4: Artistic representation of alternative solutions to the beamforming problem.

We comment on the adequacy of the M NP solution to the correlated arrivals scenario. By treating the correlated arrivals as an interference, the M NP beamformer neglects the information about the desired signal that may beprovided by thereflected path. It isclear that any solution that can combine coherently the information contents of all the correlated arrivals will be more effective in recovering the desired signal from the background noise. This type of solution should behave as a combiner of the outputs of different beams steered towards the DOAs of the correlated replicas of the desired signal, see Fig. 69.4(d). In the following section, we will see how this solution can be designed using a different optimization criterion when solving the beamforming problem.

### 69.3 MMSE Beamformer: Correlated Arrivals

In this section, we study a different beamforming technique that, as we will see, is specially suited to multipath propagation environments. The approach is similar to that used in the previous section. The beamformer is still given by Eq. (69.5), but we choose a different optimization criterion to solve the beamforming problem. We formulate the problem in the following way:
find the weight vector $\mathbf{w}$ such that the output error power $\mathrm{E}\left\{\left|\mathbf{w}^{H} \mathbf{z}(t)-s(t)\right|^{2}\right\}$ is minimized,
i.e., wewant to find theweight vector $\mathbf{w}$ that minimizes themean squareerror between thebeamformer output $\mathbf{y}(t)=\mathbf{w}^{H} \mathbf{z}(t)$ and the desired signal $s(t)$. The general solution, which we call the Wiener solution, is [2]

$$
\begin{equation*}
\mathbf{w}=\mathbf{R}^{-1} \mathbf{r}_{\mathbf{z} s}, \tag{69.16}
\end{equation*}
$$

where $\mathbf{r}_{\mathbf{z s}}=\mathrm{E}\left\{\mathbf{z}(t) s^{*}(t)\right\}$ is the correlation between the array vector response $\mathbf{z}(t)$ and the desired signal $s(t)$. To understand the behavior of the M M SE beamformer (69.16), we address the same alternative configurations considered in Case 2 of the previous section.

## Directional Interference and WhiteNoise

In this scenario, the disturbance $\mathbf{n}(t)$ is like in Eq. (69.12), so the received array signal is

$$
\mathbf{z}(t)=\mathbf{a}\left(\theta_{0}\right) s(t)+\mathbf{a}\left(\theta_{i}\right) i(t)+\mathbf{u}(t),
$$

where, as before, $i(t)$ and $\mathbf{u}(t)$ are the interference and the array sensor noise vector, respectively.

## Uncorrelated Arrivals

Thesignal $s(t)$ and the interference $i(t)$ areuncorrelated. The correlation between the array vector and the desired signal is

$$
\mathbf{r}_{\mathbf{z} s}=\mathbf{a}\left(\theta_{0}\right) S
$$

where $S$ is the average power of $s(t)$. The M M SE beamformer weight vector in Eq. (69.16) takes the particular form

$$
\begin{equation*}
\mathbf{w}=S \mathbf{R}^{-1} \mathbf{a}\left(\theta_{0}\right) \tag{69.17}
\end{equation*}
$$

Comparing (69.17) with (69.8), we conclude that in thepresent situation, except for a scalefactor, the M M SE and the M N P (or M V) beamformers are equivalent. Thus, the M M SE beamformer cancels uncorrelated interferences and directs a beam towards the DOA of the desired signal. However, contrary to what happens with the M N P (or M V ) beamformer, thegain of the M M SE beamformer at the look direction is not unity. On the other hand, the M M SE beamformer provides a stronger noise rejection and a smaller output error power than the M NP beamformer. In fact, it can be shown [2] that

$$
\begin{equation*}
P_{o}\left(\mathrm{M} \mathrm{M} \mathrm{SE}^{2}\right) \leq \frac{\mathrm{SNR}_{o}}{1+\mathrm{SNR}_{o}} P_{o}(\mathrm{M} \mathrm{NP}), \tag{69.18}
\end{equation*}
$$

whereSNR ${ }_{o}=S /\left(\sigma^{2} / N\right)$, and $P_{o}(\mathrm{M} \mathrm{NP})$ isthe averagepower of theM N P beamformer output error given by (69.14). Equation (69.18) is particularly significant in low SN R environments.

## Correlated Arrivals

Wetake again the interferenceto belikein Eq. (69.15), i.e., $i(t)=\gamma s(t)$. It leads to the correlation

$$
\mathbf{r}_{\mathbf{z s}}=\left(\mathbf{a}\left(\theta_{0}\right)+\gamma \mathbf{a}\left(\theta_{i}\right)\right) S
$$

and to the weight vector

$$
\begin{equation*}
\mathbf{w}=S \mathbf{R}^{-1} \mathbf{a}\left(\theta_{0}\right)+S \gamma \mathbf{R}^{-1} \mathbf{a}\left(\theta_{i}\right) \tag{69.19}
\end{equation*}
$$

It is clear from Eq. (69.19) that the M M SE beamformer directs distinct beams towards the DOAs $\theta_{0}$ and $\theta_{i}$ of the correlated arrivals in order to combine coherently their respective outputs. If $\mathbf{R}$ has contributions of other sources uncorrelated with $s(t)$, then these will be filtered out by both beams. This simple example shows how the M M SE beamformer uses the correlated arrivals to improve the output error power.

To have an idea of how the behavior of the M M SE beamformer compares with that of the M NP beamformer, we represent in Fig. 69.5 the output error power as a function of the INR and the SNR, for the case of spatially close arrivals. Weseefrom Fig. 69.5 that theM M SE beamformer outperforms the M N P beamformer in all scenarios considered. This is particularly apparent in thelimiting caseof coherent arrivals, when the correlation between the signal and the interference is such that $|\rho|=1$. The upper and lower bounds of the output error power shown in the figure are determined by $-1 \leq \cos \left(\phi_{\rho}\right) \leq 1$.

To implement the M M SE beamformer in a multipath propagation environment, weneed to know the correlation vector $\mathbf{r}_{\mathbf{z}}$ or, alternatively, the DOAs of all correlated replicas of the desired signal as well as their relative attenuations and propagation delays. In practice, $\mathbf{r}_{\mathbf{z}}$ can only beestimated from the data if wehaveavailablea referencesignal whose correlation with the array vector issimilar to that of the desired signal. This is the basic idea underlying adaptive implementations (least mean squares approach); see, e.g., [8, 9]. In theseimplementations, atimesequence, which isknown by thereceiver, is transmitted by the source and used to adapt the beamforming weights until some error threshold is achieved. In many applications, a reference signal is not available or, as in communications, the


FIGURE 69.5: Output error power. (a) As a function of INR; (b) as a function of SNR. (Source: Barroso, V.A.N . and M oura, J.M .F., $l_{2}$ and $l_{1}$ Beamformers: recursive implementation and performance analysis, IEEE Trans. on Signal Processing, SP-42(6), 1323-1334, June 1994.(c) 1994 IEEE. Used with permission).
transmission of a reference signal may represent a significant waste of the channel capacity. In the next section, we explain how to implement the M M SE beamformer without the need of a reference signal. We do this in the context of a wireless digital communication system.

### 69.4 MMSE Beamformer for Mobile Communications

In this section, we discuss the implementation of the M M SE beamformer in the context of a digital wireless communication system. The users are mobiles transmitting simultaneously in the same frequency channel. This precludes the use of time/frequency methods to discriminate between the source signals. Here, we assume that the multipath propagation delays are smaller than the baud period (symbol time interval). We develop a multiple output or multichannel M M SE beamformer for this application.

Each mobile is assigned to a specific beamforming processing channel that has the following capabilities:

- Combine the multipath arrivals generated by its assigned mobile.
- Cancel all the arrivals generated by other mobiles.

We illustrate the development of the array receiver in the simple context of Fig. 69.6. We consider two mobiles, $M_{1}$ and $M_{2}$, each one generating a direct path ( $d m, m=1,2$ ) and a reflected path ( $r m, m=1,2$ ). The propagation channel used by each mobile is characterized by four parameters:


FIGURE 69.6: Example of a mobile communications scenario.
two complex numbers, $\gamma_{d m}$ and $\gamma_{r m}$, accounting for the attenuation and the propagation delay in each path, and two DOAs $\theta_{d m}$ and $\theta_{r m}$. Wemodel all the parametersthat characterizethepropagation channels as deterministic unknown parameters. Furthermore, and in contrast with what we assumed in the previous sections, the DOAs of the desired signals are not known a priori. The receiver itself has to track thesources while they aremoving. In a mobilecommunicationssystem, we can safely assume that we know the number of mobiles, their transmitted power, and the sensor noise variance. The number of mobiles is determined by some higher layer of the receiver architecture (e.g., handover procedures to establish the connection between the receiver and each mobile), while the power and the noise variance are system parameters specified by the link budget.

### 69.4.1 Model of the Array Output

Let $\mathbf{h}_{m}, m=1$, 2 , bethesingle input/multiple output complex transfer function describing, for each source, the channel/receiving array system. Each $\mathbf{h}_{m}$ is $N \times 1$, where $N$ is thenumber of array sensors. We write

$$
\begin{aligned}
& \mathbf{h}_{1}=\gamma_{d 1} \mathbf{a}\left(\theta_{d 1}\right)+\gamma_{r 1} \mathbf{a}\left(\theta_{r 1}\right) \\
& \mathbf{h}_{2}=\gamma_{d 2} \mathbf{a}\left(\theta_{d 2}\right)+\gamma_{r 2} \mathbf{a}\left(\theta_{r 2}\right),
\end{aligned}
$$

wherea( $(\cdot)$ representsthearray steering vector. Let $s_{1}(t)$ and $s_{2}(t)$ bethebaseband signalstransmitted by the mobiles. They are assumed to be independent binary sequences taking the values +1 and -1 with equal probability. Thus, the signal vector $\mathbf{s}(t)=\left[s_{1}(t), s_{2}(t)\right]^{T}$ has zero mean and covariance matrix $\mathbf{S}=\mathbf{I}$. Defining the $(N \times 2)$ matrix $\mathbf{H}=\left[\mathbf{h}_{1}, \mathbf{h}_{2}\right]$, the array output vector is

$$
\begin{equation*}
\mathbf{z}(t)=\mathbf{H} \mathbf{s}(t)+\mathbf{u}(t), \tag{69.20}
\end{equation*}
$$

where $\mathbf{u}(t)$ represents the complex sensor noise vector. The noise $\mathbf{u}(t)$ will be assumed to be zero mean Gaussian with known covariancematrix $\sigma^{2} \mathbf{I}$. Thegoal isto estimatethesignal vector $\mathbf{s}(t)$ using a M M SE beamformer which, as we saw in Section 69.3, is the appropriate approach for multipath propagation environments. However, to implement the M M SE beamformer (69.16), we need to know the correlation between the array output $\mathbf{z}(t)$ and the signal vector $\mathbf{s}(t)$ which in this case is

$$
\mathbf{r}_{\mathbf{z} s}=\mathrm{E}\left\{\mathbf{z}(t) \mathbf{s}^{H}(t)\right\}=\mathbf{H}
$$

The matrix $\mathbf{H}$ is parameterized by all the unknown $\theta$ and $\gamma$ parameters of our model. Thus, it has to be estimated from the available data. Once we have the estimate of $\mathbf{H}$, we can use it to compute a
structured estimate of the array covariance matrix. In this case, where $\mathbf{S}=\mathbf{I}$, this estimate is

$$
\begin{equation*}
\mathbf{R}=\mathbf{H} \mathbf{H}^{H}+\sigma^{2} \mathbf{I} . \tag{69.21}
\end{equation*}
$$

This estimate is better than the sample covariance matrix computed by Eq. (69.10) because it avoids eventual mismatches between the estimate of $\mathbf{H}$ and its actual valueembedded in $\mathbf{R}_{s}$. In thefollowing section, we will describe a method that provides accurate estimates of $\mathbf{H}$.

### 69.4.2 Maximum Likelihood Estimation of H

Suppose that $T$ is the number of snapshots, i.e., samples, of the array output that are available for estimating the matrix H , whiletracking the mobiles. Thechoice of $T$ should strike a balance between the two following conflicting requirements:

- $T$ should be large enough to guarantee in the appropriate sense a good estimate of $\mathbf{H}$.
- $T$ should be small enough so that we can safely model $\mathbf{H}$ as time invariant.

Fortunately, these two conditions are easily met in the application under study. High data rates usually will be involved in mobile communications. For example, data rates of 2 M bps or higher are envisaged for the UM TS (Universal M obile Telecommunications System) and the M BS (M obile Broadband System), systems presently under development in Europe. These high data rates, the typical velocities of the mobiles (less than $100 \mathrm{Km} / \mathrm{h}$ ), and the typical mobile/receiver distances ensure that a large amount of data can be collected over a time period during which $\mathbf{H}$ can be considered to be approximately constant. In other words, the geometry is very slowly varying when compared to the transmission data rates.

Under theassumptionsused to establish themodel of thearray output vector, thelikelihood function is

$$
\begin{equation*}
L(\mathbf{H})=\prod_{t=1}^{T} \sum_{i=1}^{4} \operatorname{Gauss}_{i}(\mathbf{H}, \mathbf{z}(t)) \tag{69.22}
\end{equation*}
$$

where the unnormalized Gauss function is

$$
\operatorname{Gauss}_{i}(\mathbf{H}, \mathbf{z}(t))=\exp \left(-\frac{\left|\mathbf{z}(t)-\mathbf{H} \mathbf{s}_{i}\right|^{2}}{\sigma^{2}}\right),
$$

and $\left\{\mathbf{s}_{i}\right\}_{i=1}^{4}$ spans the finite alphabet of the sources, i.e., the four possible realizations of $\mathbf{s}(t)$. In Eq. (69.22), we assume that the sampling of the received signals is synchronized with the symbol clock. This is a very strong requirement as time synchronization may be a very difficult problem, specially when the sampling rate equals the data rate. However, the sensitivity of the receiver with respect to timing errors is, in general, efficiently reduced when the sampling rate is made larger than the symbol rate. Although we do not discuss this issue here, the algorithm that we present is easily extended to this case. The value of $\mathbf{H}$ that maximizes the likelihood function $L(\mathbf{H})$ makes the collected data more likely from a probabilistic point of view. The maximization of Eq. (69.22) with respect to $\mathbf{H}$ is not an easy task. Equation (69.22) is strongly non-linear in $\mathbf{H}$ which precludes the analytical solution of the optimization problem. On the other hand, the parameterization of $\mathbf{H}$ in terms of the channel parameters does not help much because optimization over these parameters requires a multidimensional search approach, which may be excessively time consuming.

## The EM Algorithm

To maximize Eq. (69.22) with respect to $\mathbf{H}$, we use an algorithm based on the EM (ExpectationM aximization) approach [17]. This approach yieldsan iterativealgorithm that, under sometechnical
conditions that are beyond the scope of this paper, is known to converge to the true maximum likelihood estimate. TheEM iteration is

$$
\begin{align*}
\mathbf{H}_{l+1}= & \left(\sum_{t=1}^{T} \mathbf{z}(t) \frac{\sum_{i=1}^{4} \operatorname{Gauss}_{i}\left(\mathbf{H}_{l}, \mathbf{z}(t)\right) \mathbf{s}_{i}^{H}}{\sum_{i=1}^{4} \operatorname{Gauss}_{i}\left(\mathbf{H}_{l}, \mathbf{z}(t)\right)}\right) \\
& \left(\sum_{t=1}^{T} \frac{\sum_{i=1}^{4} \operatorname{Gauss}_{i}\left(\mathbf{H}_{l}, \mathbf{z}(t)\right) \mathbf{s}_{i} \mathbf{s}_{i}^{H}}{\sum_{i=1}^{4} \operatorname{Gauss}_{i}\left(\mathbf{H}_{l}, \mathbf{z}(t)\right)}\right)^{-1} . \tag{69.23}
\end{align*}
$$

To run this iterative algorithm, we must be aware of two important aspects:

- In general, this algorithm has a very slow convergence rate.
- Due to strong non-linearities, it can easily get trapped in a local maximum.

These two aspects reflect a high sensitivity of the EM algorithm with respect to the initial estimate. Special care has to be taken to specify the initial estimate $\mathbf{H}_{0}$. Next, we describe how to obtain this initial condition, such that theEM iteration converges in just a few iterations to the global maximum of the likelihood function.

## Initialization of the EM Algorithm

In this paragraph, we do not go into the detailed derivation of the initialization procedure. The interested reader is referred to [4]. Here, we describe the basic idea underlying the initialization procedure and present the steps necessary to implement it.

Recall the structure of $\mathbf{H}$ defined in Section 69.4.1. For the simple example that we have been considering, we write

$$
\begin{equation*}
\mathbf{H}=\mathbf{A}(\theta) \Gamma, \tag{69.24}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}(\theta)=\left[\mathbf{a}\left(\theta_{d 1}\right), \mathbf{a}\left(\theta_{r 1}\right), \mathbf{a}\left(\theta_{d 2}\right), \mathbf{a}\left(\theta_{r 2}\right)\right] \tag{69.25}
\end{equation*}
$$

is the $(N \times 4)$ matrix of the steering vectors associated with each incoming path, $\theta$ being the vector of the unknown DOAs. The remaining unknown parameters of our model are collected in

$$
\Gamma=\left[\begin{array}{cc}
\gamma_{d 1} & 0  \tag{69.26}\\
\gamma_{r 1} & 0 \\
0 & \gamma_{d 2} \\
0 & \gamma_{r 2}
\end{array}\right]
$$

The problem of estimating the initial condition $\mathbf{H}_{\mathbf{0}}$ is decomposed in two steps: (1) estimation of $\theta$, and (2) estimation of $\Gamma$.

## Step (1): Estimation of $\theta$

DOA estimation is a well-studied problem in array processing. The classical approach is based on the MV beamformer $[6,12]$. The main idea consists in detecting the maxima of the output power, when a set of quantized values of the possible angles of arrival (in the range $[-\pi / 2, \pi / 2]$ in the case of a linear array) is scanned by varying the look direction specified by the complex weights of the MV beamformer. One of the problems with this approach is that angular resolution is mainly determined by thebeamwidth. A narrow beam requiresalargenumber of array sensors. To overcome thislimitation, wemightusetheM USIC algorithm, awell-known high resolution technique[5,12, 13] based on the eigenvalue decomposition of the sample covariance matrix. The angular resolution of the M USIC algorithm improves as the sample covariance matrix approaches the array covariance matrix. However, these two techniques (MV beamformer and MUSIC) fail when the arrivals are
correlated as is the case in mobile communications. The spatial smoothing method [12, 14] extends M USIC to correlated arrivals. The goal of spatial smoothing is to decorrelate the arrivals. It breaks the original array into subarrays. The problem is that the performance of spatial smoothing depends strongly on the correlation degree of the arrivals. To improvethe efficiency of spatial smoothing, we have to use a large number of spatial samples, i.e., a larger array.

To circumvent all these difficulties, keeping the array size manageable, and achieving acceptable performance, weuse a different approach which is insensitiveto the correlation degree of thearrivals. Thistechnique issimilar to M USIC but, rather than relying on the sample covariance matrix (second order statistics), it is based on first order statistics (statistical average) of the array data, see[12] for a detailed derivation of thealgorithm. Weshow how themethod is used in themobilecommunications problem.

Looking at Eq. (69.20), and recalling the assumptionson $\mathbf{s}(t)$ and $\mathbf{u}(t)$, we concludethat $\mathrm{E}\{\mathbf{z}(t)\}=$ $\mathbf{0}$. This seems to contradict our goal of using first order statistics of the array data to estimate the DOAs. However, a more careful analysis of the structure of our model shows that the array samples can be partitioned into a number of sets equal to the cardinality of the source's alphabet ( 4 , in the example that is being used). Each of the sets, $\mathbf{Z}_{i}$, in the partition has samples of the form

$$
\begin{equation*}
\mathbf{z}_{i}(t)=\mathbf{H} \mathbf{s}_{i}+\mathbf{u}(t), \quad i=1, \ldots, 4 \tag{69.27}
\end{equation*}
$$

The statistical average of these samples is

$$
\begin{equation*}
\mathbf{x}_{i}=\mathbf{H} \mathbf{s}_{i}, \quad i=1, \ldots, 4 \tag{69.28}
\end{equation*}
$$

This means that the array data is organized in clusters, $\mathbf{Z}_{i}$, of points centered about each $\mathbf{x}_{i}$.
To estimate the DOAs, we need to use only one of the $\mathbf{x}_{i}$ 's. Therefore, we are left with finding a scheme to determine one of the sets in the partition of the array data. In a statistical sense, the distance between any two samples of the array data is minimum if the two samples belong to the same partition. In other words, for any pair of time instants, $t_{l}$ and $t_{k}, \mathbf{z}\left(t_{l}\right)$ and $\mathbf{z}\left(t_{k}\right)$ belong to the same partition $\mathbf{Z}_{i}$ if the source signal vectors $\mathbf{s}\left(t_{l}\right)$ and $\mathbf{s}\left(t_{k}\right)$ have the same realization $\mathbf{s}_{i}$. In this case,

$$
\begin{equation*}
\Delta=\mathrm{E}\left\{\left|\mathbf{z}\left(t_{l}\right)-\mathbf{z}\left(t_{k}\right)\right|^{2}\right\}=2 N \sigma^{2} \tag{69.29}
\end{equation*}
$$

To find one set $\mathbf{Z}_{i}$ of the partition, after choosing randomly one array sample $\mathbf{z}\left(t_{l}\right)$, we look for all other samples whose distance to $\mathbf{z}\left(t_{l}\right)$ is below some threshold appropriately related with $\Delta$. Once we obtain the set $\mathbf{Z}_{i}$ in the partition, we estimate the statistical average $\mathbf{x}_{i}$ of the points in the set by its sample mean.

At the end of this step, we have calculated the first order statistics and are ready to apply the first order statistics algorithm to estimatetheDOAs $\theta$ [4]. Having the estimate $\hat{\theta}$ of theDOAs, weestimate the matrix of the steering vectors $\mathbf{A}$ in Eq. (69.25) by $\widehat{\mathbf{A}}=\mathbf{A}(\hat{\theta})$.

## Step (2): Estimation of $\Gamma$

Recall from Eq. (69.24) that $\mathbf{H}=\mathbf{A}(\theta) \Gamma$. Step (1) estimated $\mathbf{A}$ as $\widehat{\mathbf{A}}=\mathbf{A}(\hat{\theta})$. We now proceed with the estimation of $\Gamma$. To estimate $\Gamma$, we use the estimate $\widehat{\mathbf{A}}=\mathbf{A}(\hat{\theta})$ just obtained, as well as the cluster center $\mathbf{x}_{i}$ on which that estimate was based.

Denote the left pseudoinverse of a matrix $\mathbf{A}$ by $\mathbf{A}^{\dagger}$. It is defined by

$$
\mathbf{A}^{\dagger}=\left(\mathbf{A}^{H} \mathbf{A}\right)^{-1} \mathbf{A}^{H}
$$

Recall that the matrix of steering vectors $\mathbf{A}$ defined in Eq. (69.25) is a rank $4(N \times 4)$ matrix.
We now motivate how to estimate $\Gamma$. Define the matrix

$$
\begin{equation*}
\mathbf{Q}=\widehat{\mathbf{A}}^{\dagger}\left(\mathbf{R}-\sigma^{2} \mathbf{I}\right) \widehat{\mathbf{A}}^{H^{\dagger}} \tag{69.30}
\end{equation*}
$$

From Eq. (69.21), we get

$$
\mathbf{R}-\sigma^{2} \mathbf{I}=\mathbf{H} \mathbf{H}^{H} .
$$

Substituting this equation in (69.30), we get

$$
\mathbf{Q}=\widehat{\mathbf{A}}^{\dagger} \mathbf{H} \mathbf{H}^{H} \widehat{\mathbf{A}}^{H^{\dagger}}
$$

But by (69.24)

$$
\begin{equation*}
\mathbf{Q}=\widehat{\mathbf{A}}^{\dagger} \mathbf{A} \Gamma \Gamma^{H} \mathbf{A}^{H} \widehat{\mathbf{A}}^{H^{\dagger}} . \tag{69.31}
\end{equation*}
$$

Clearly, if $\widehat{\mathbf{A}}=\mathbf{A}$, then

$$
\begin{equation*}
\mathbf{Q}=\Gamma \Gamma^{H} \tag{69.32}
\end{equation*}
$$

Apparently, to estimate $\Gamma$, we should compute $\mathbf{Q}$ and then find a factorization of the form (69.32). This is not so easy because, in general, a uniquefactorization of a Hermitian matrix like $\mathbf{Q}$ does not exist. Nevertheless, $\mathbf{Q}$ plays a key role in the procedure for estimating $\Gamma$. This is essentially based on the singular value decomposition of $\mathbf{Q}$, as we see now. N otice that $\mathbf{Q}$ can becomputed from the data using the data sample covariance matrix $\mathbf{R}_{s}$ given by Eq. (69.10) instead of the array data covariance matrix R.

Recalling from Eq. (69.26) the structure of $\Gamma$, we conclude that $\mathbf{Q}$ should be a $(4 \times 4)$ Hermitian matrix of rank 2. This means that $\mathbf{Q}$ should only have two nonzero eigenvalues (in fact, because $\mathbf{Q}$ is Hermitian, these eigenvalues of $\mathbf{Q}$ are real and positive). Thesingular value factorization of $Q$ is

$$
\begin{equation*}
\mathbf{Q}=\mathbf{V} \Lambda \mathbf{V}^{H} \tag{69.33}
\end{equation*}
$$

where $\Lambda$ is a diagonal matrix whose elements are the nonzero singular values, in this case the eigenvalues of $\mathbf{Q}$, and $\mathbf{V}$ is a matrix whose columns are the orthonormal eigenvectors associated to these eigenvalues.

From Eq. (69.26) defining $\Gamma$, we seethat $\Gamma$ has itself orthogonal columns. In general, the columns of $\Gamma$ have different norms. Using the eigenvalue decomposition in Eq. (69.33), we conclude that, except for a phase difference, the columns of $\mathbf{V} \Lambda^{1 / 2}$ equal the columns of $\Gamma$. Thus, we can conclude that

$$
\begin{align*}
\mathbf{Q}^{1 / 2} & =\mathbf{V} \Lambda^{1 / 2}  \tag{69.34}\\
& =\Gamma \mathbf{D i a g}\left(e^{j \phi_{m}}\right) \tag{69.35}
\end{align*}
$$

where $\boldsymbol{\operatorname { D i a g }}(\cdot)$ is a diagonal matrix and the $\phi_{m}, \quad m=1,2$, measure the phase uncertainty of the columns of $\mathbf{Q}^{1 / 2}$ with respect to the columns of $\Gamma$. The last equality in Eq. (69.35) is true only when $\widehat{\mathbf{A}}=\mathbf{A}$.

We now consider how to resolve this phase uncertainty. We show that this uncertainty can be resolved up to a sign difference. This means that, at least theoretically, we can achieve an estimate $\widehat{\Gamma}$ whose columns are colinear with those of $\Gamma$. Using Eq. (69.34) and Eq. (69.28), it can beshown after some algebra that

$$
\begin{equation*}
\mathbf{f}=\mathbf{Q}^{1 / 2^{\dagger}} \widehat{\mathbf{A}}^{\dagger} \mathbf{x}_{i}\left(=\boldsymbol{\operatorname { D i a g }}\left(e^{-j \phi_{m}}\right) \mathbf{s}_{i}\right) . \tag{69.36}
\end{equation*}
$$

The elements of the vector $\mathbf{f}$ have the form $e^{-j \phi_{m}} \mathbf{s}_{i m}, m=1,2$. Defining $\mathbf{F}$ as the diagonal matrix formed with the elements of $\mathbf{f}$, we define the estimate $\widehat{\Gamma}$ of $\Gamma$ as

$$
\begin{equation*}
\widehat{\Gamma}=\mathbf{Q}^{1 / 2} \mathbf{F}\left(=\Gamma \mathbf{D i a g}\left(\mathbf{s}_{i}\right)\right) . \tag{69.37}
\end{equation*}
$$

Recalling that the elements of $\mathbf{s}_{i}$ are +1 or -1 , we seethat, ideally, the columns of $\Gamma$ are estimated just with a sign uncertainty. In our application, this sign uncertainty is not relevant. To see this, suppose
that one of the columns of $\widehat{\Gamma}$ has its sign changed. This sign change is equivalent to an inversion of the data stream generated by one of the mobiles. This inversion of the data stream can be solved using a differential encoding scheme of the transmitted data.

In summary, the algorithm to estimate $\Gamma$ is as follows:

- use $\mathbf{R}_{s}$ to compute $\mathbf{Q}$ as defined by Eq. (69.30);
- compute the singular value decomposition of $\mathbf{Q}$ and then form the matrix $\mathbf{Q}^{1 / 2}$ as given by Eq. (69.34);
- computef as given by Eq. (69.36) and use its elements to form the diagonal matrix F;
- compute $\widehat{\Gamma}$ defined in Eq. (69.37).

Using the results of Steps (1) and (2), we compute the estimate used to initialize the EM iteration as:

$$
\mathbf{H}_{0}=\mathbf{A}(\hat{\theta}) \widehat{\Gamma} .
$$

In practice, it will beshown in thefollowing section by computer simulationsthat thisinitial condition enables theEM algorithm to convergeto theglobal maximum of thelikelihood function with a small number of iterations. This behavior is maintained even with critical scenarios arising under very specific geometries, see Section 69.5.

The apparent drawback of the proposed initialization procedure is its computational complexity. However, this is not really a problem because we are processing blocks of data with time length $T$ during which the geometry remains, for all practical purposes, unchanged. Also, the changes in geometry between adjacent blocks are small. This means that, except in specific situations, the EM iteration can be initialized using the estimate of $\mathbf{H}$ obtained with the previous block of data. Hence, the algorithm is seldom reinitialized, e.g., when the number of sources present in the cell ischanged.

### 69.5 Experiments

In thissection, wepresent theresults obtained with thearray receiver designed in the previous section. The context is a cell in a cellular radio mobile communications system. The system is operating at a carrier frequency $f_{0}=1 \mathrm{GHz}$ and accommodates transmission rates of 1 Mbps with differential encoding binary phaseshift keying modulation [7]. All themobiles present in thecell generatesignals that are transmitted simultaneously in the same frequency band. The power emitted by each mobile is assumed to be unity.

The receiving array is a horizontal linear, uniform array, with $N=19$ identical omnidirectional captors. These captors are separated by half wavelength, i.e., $d=\lambda_{0} / 2$, where $\lambda_{0}=c / f_{0}=30 \mathrm{~cm}$ is the center frequency wavelength, yielding an array length of 2.7 m . The geometry of the scenario is similar to that depicted in Fig. 69.6, where the reflector is parallel to the array. The reflector is located at a distance of 50 m from the array. The reflector absorbs half of the impinging power. The two mobiles $M_{1}$ and $M_{2}$ describe circular trajectories around the receiver, from right to left (counterclockwise). Their velocities are $18 \mathrm{Km} / \mathrm{h}$ for $M_{1}$ and $19 \mathrm{Km} / \mathrm{h}$ for $M_{2}$. These are typical speeds for city traffic with slow automobiles circling a rotary. The radii of these trajectories are 30 m and 45 m , respectively. Comparing these distances with the array length, we conclude that we can safely make the planar wavefront assumption; in other words, the received signals across the array are planar wavefronts. Finally, the receiver SNR equals 10 dB for the case of the direct path generated by $M_{1}$. This means that all the remaining paths have smaller SNRs.

In Fig. 69.7, we illustrate examples of the geometries for which we ran the multichannel M M SE beamformer. The data synthesized by the simulator was collected during each second. The data blocks have length 1 M bit per mobile. The matrix $\mathbf{H}$ is estimated using 3 Kbit (per mobile). In


FIGURE 69.7: Simulation scenarios.
practically all scenarios that we tested, we observed that the EM algorithm converges in just two iterations. The multichannel M M SE beamforming achieved $100 \%$ of correct symbol detections for the outputs of both channels. The initialization procedure described in Section 69.4 was necessary only for the first data block (beginning at time $t=0$ ). Except for the first data block, the EM algorithm was initialized with the estimate of $\mathbf{H}$ obtained with the last adjacent data block. Notice that even for scenarios $t=11$ and $t=13$, where the DOAs of the direct paths are very close to each other, the EM algorithm was able to keep tracking of the columns of $\mathbf{H}$. In fact, each column of $\mathbf{H}$, representing the channel/receiving array transfer function, captures the global structure of the multipath propagation channel used by each mobile, which does not depend explicitly on theDOAs. For illustrative purposes, we show in Fig. 69.8 the amplitude response of the M M SE and the M N P beamformers as a function of the angle of arrival (beampatterns). The M M SE beampatterns were computed using the weights obtained from thesynthesized data, whilein the case of the M N P we used the ideal weights. We seethat the behavior of both beamformers confirm what was predicted by the simple analysis carried out in Sections 69.2 and 69.3. TheM M SE beamformer directs distinct beams towards thearrivals generated by themobilebeingtracked and nulls all theremaining arrivals. On the contrary, the M N P beamformer cancels all the incoming wavefronts except the one corresponding to the direct path. Thesimulations also confirmed the improvement in theoutput SNR achieved by the M M SE beamformer when compared with the M NP beamformer. In our experiments, a gain close to 3 dB was obtained in almost all scenarios considered.


FIGURE 69.8: M M SE and M NP beampatterns: (a), (c)-channel $M_{1}$; (b), (d)-channel $M_{2}$.

In this section, we showed the adequacy of the multichannel M M SE beamformer for combating multipath propagation effects as occurring in mobile communications systems. The simulations illustrated the efficiency of the implementation proposed in Section 69.4.

### 69.6 Conclusions

In thisarticle, weaddressed theproblem of designingbeamformingarrays specially suited to operatein multipath environments. Theproblem is motivated in the context of cellular mobile communication systems. This is a field where array processing is being recognized as a powerful technology that has the potential to improve significantly the traffic capacity of such systems. As we saw, beamforming is an efficient techniquefor handling several mobiles in the samecell transmitting simultaneously in the same frequency channel. M oreover, specific beamformers can be designed to optimize the receiver with respect to distortions introduced by channels, such as multipath propagation and interferences.

We proposed a solution based on the M M SE beamformer. The study presented in Section 69.3 emphasized the relevant properties of this method. In particular, it was shown that the minimum mean square error (M M SE) beamformer has an important advantage over the minimum output
noise power beamformer (M NP) introduced in Section 69.2: it combines coherently the correlated signal replicas generated by one source, while canceling the remaining interferences. Recall that the M NP beamformer nulls the secondary multipath arrivals as if they were uncorrelated interferences. Thus, the output SNR of the M M SE beamformer is always better than that of the M N P beamformer, particularly in multipath environments.

We identified the difficulties of implementing the M M SE beamformer. In particular, we pointed out that, except for the case of uncorrelated arrivals, knowledge of the direction of arrival (DOA) of the desired signal is not sufficient to implement the M M SE beamformer. We showed that, in most cases of interest, we need to know the cross-correlation between the desired signal and the array observations. In general, this cross-correlation is not previously known. It is necessary to estimate it from the available data. In other words, it is necessary to perform a blind estimation of the propagation channel. In Section 69.4 we presented a new method for estimating that correlation. It can be applied in situations where the array data have non-zero first order statistics. The method is insensitive to the correlation degree of the incoming wavefronts. This is the case that is relevant in mobile communications. Basically, the method that we described exploits the finite mixture distribution of the array data, which is organized in clusters with non-zero averages. We used a maximum likelihood approach based on the finite mixture model, the global maximum of the likelihood function being obtained by an EM iterative algorithm. As discussed, initialization of the EM algorithm isacritical issue. For apoor initial guess, thealgorithm can divergeor, at most, converge to a local maximum. We provided a technique to initialize the EM algorithm. This initialization method enablestheEM algorithm to convergefast to the global maximum of the likelihood function.

We tested the multichannel M M SE beamforming receiver using a simulator for a mobile communications system. We generated a simple scenario with moving sources and multiple replicas. Our results illustrated the efficiency of the receiver. In particular, the results confirm that, under the conditions studied which are typical in cellular communications, the reliability of the system is high. This is a consequence of the way we designed the M M SE beamformer which minimizes the power of the error at the output of the receiver. The M M SE beamformer relies on the accuracy of the blind estimation of the radio propagation channel. The algorithm we described can do a good job of estimating the propagating channel as long as the receiver has the ability to properly track the mobiles. In normal operation, the EM algorithm is initialized using the channel estimates obtained with the previous data block. The receiver is globally reinitialized only in very specific situations, for instance when the number of mobiles is changed. This fact simplifies the computational effort associated with the receiver. Our studies showed that the receiver converges so fast that it operates practically in real time.
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Space-Time Adaptive Processing (STAP) is a multi-dimensional filtering technique developed for minimizing the effects of various kinds of interference on target detection with a pulsed airborne surveillance radar. The most common dimensions, or filtering domains, generally include the azimuth angle, elevation angle, polarization angle, doppler frequency, etc. in which the relatively weak target signal to be detected and the interference have certain differences. In the following, the STAP principle will be illustrated for filtering in the joint azimuth angle (space) and doppler frequency (time) domain only.

STAP has been a very active research and development area since the publication of Reed et al.'s seminal paper [1]. With the recently completed Multichannel Airborne Radar M easurement project (M CARM ) [2]- [5], STAP has been established as a valuablealternative to thetraditional approaches, such as ultra-low sidelobebeamforming and Displaced Phase Center Antenna (DPCA) [6]. M uch of STAP research and development efforts have been driven by the needs to make the system affordable, to simplify its front-hardware calibration, and to minimize the system's performance loss in severely nonhomogeneous environments. Figure 70.1 is a general configuration of STAP functional blocks[5, 7] whose principles will be discussed in the following sections.


* Controlled by an environment-assessing knowledge base.

FIGURE 70.1: A general STAP configuration with auxiliary and main arrays.

### 70.1 Main Receive Aperture and Analog Beamforming

For conceptual clarity, the STAP configuration of Fig. 70.1 separates a possibly integrated aperture into two parts: the main aperture which is most likely shared by the radar transmitter, and an auxiliary array of spatially distributed channels for suppression of Wideband Noise Jammers (WNJ). For convenience of discussion, the main aperture is assumed to have $N_{c}$ columns of elements, with the column spacing equal to a half wavelength and elements in each column being combined to produce a pre-designed, nonadaptive elevation beam-pattern.

The size of the main aperture in terms of the system's chosen wavelength is an important system parameter, usually determined by thesystem specifications of therequired transmitter power-aperture product as well as azimuth resolution. Typical aperture size spans from a few wavelengths for some short-range radars to over 60 wavelengths for some airborne early warning systems. The analog beamformingnetwork combinesthe $N_{c}$ columnsof themain apertureto produce $N_{s}$ receiver channels whose outputs are digitized for further processing. One should notethat the earliest STAP approach presented in [1], i.e., the so-called "element space" approach, is a special case of Fig. 70.1 when $N_{s}=N_{c}$ is chosen.

The design of the analog beamformer affects

1. the system's overall performance (especially in nonhomogeneous environments),
2. implementation cost,
3. channel calibration burden,
4. system reliability, and
5. controllability of the system's response pattern.

The design principle will be briefly discussed in Section 70.9; and because of the array's element error, column-combiner error, and column mutual-coupling effects, it is quite different from what is available in the adaptive array literature such as [8], where already digitized, perfectly matched channels are generally assumed.

Finally, it should be pointed out that the main aperture and analog beamforming network in Fig. 70.1 may also include nonphased-array hardware, such as the common reflector-feed as well as the hybrid reflector and phased-array feed [9]. Also, subarraying such as [10] is considered as a form of analog beamforming of Fig. 70.1.

### 70.2 Data to be Processed

Assume that the radar transmits, at each look angle, a sequence of $N_{t}$ uniformly spaced, phasecoherent RF pulses as shown in Fig. 70.2 for its envelopeonly. Each of $N_{s}$ receiverstypically consists of a front-end amplifier, down-converter, waveform-matched filter, and A/D converter with a sampling frequency at least equal to the signal bandwidth. Consider the $k$ th sample of radar return over the $N_{t}$ pulse repetition intervals (PRI) from a single receiver, where the index " $k$ " is commonly called the range index or cell. The total number of range cells, $K_{0}$ is approximately equal to the product of the PRI and signal bandwidth. The coherent processing interval (CPI) is the product of the PRI and $N_{t}$; and since a fixed PRI can usually be assumed at a given look angle, CPI and $N_{t}$ are often used interchangeably.


FIGURE 70.2: A sequence of $N_{t}$ phase-coherent RF pulses (only envelope shown) transmitted at a given angle. The pulse repetition frequency (PRF) is 1/T.

With $N_{s}$ receiver channels, the data at the $k$ th rangecell can beexpressed by a matrix $X_{k}, N_{s} \times N_{t}$, for $k=1,2, \ldots K_{0}$. The total amount of data visually forms a "cube" shown in Fig. 70.3, which is the raw data cube to be processed at a given look angle. It is important to note from Fig. 70.3 that the term "time" is associated with the CPI for any given range cell, i.e., across the multiple PRIs, while the term "range" is used within a PRI. Therefore, the meaning of the frequency corresponding to the time is the so-called doppler frequency, describing the rate of the phase-shift progression of a return component with respect to the initial phase of the phase-coherent pulse train. The doppler frequency of a return, e.g., from a moving target, depends on the target velocity and direction as well as the airborne radar's platform velocity and direction, etc.


Time
FIGURE 70.3: Raw data at a given look angle and the space, time, and range axes.

### 70.3 The Processing Needs and Major Issues

At a given look angle, the radar is to detect the existence of targets of unknown range and unknown doppler frequency in thepresence of various interference. In other words, onecan view theprocessing as a mapping from the data cube to a range-doppler plane with sufficient suppression of unwanted components in the data. Likeany other filtering, theinterferencesuppression relies on the differences between wanted target components and unwanted interference components in the angle-doppler domain. Figure 70.4 illustrates the spectral distribution of potential interference in the spatial and temporal (doppler) frequency domain beforetheanalog beamforming network, whileFig. 70.5 shows atypical rangedistribution of interferencepower. Astargets of interest usually haveunknown doppler frequencies and unknown distances, detection needs to be carried out at sufficiently dense doppler frequencies along thelook anglefor each range cell within the system's surveillance volume. For each cell at which target detection is being carried out, some of surrounding cellscan beused to producean estimate of interference statistics (usually up to the second order), i.e., providing "sample support", under the assumption that all cells involved have an identical statistical distribution. Figure 70.4 also shows that, in terms of their spectral differences, traditional wideband noise jammers, whether enteringthesystem through direct path or multipath (terrain scattering/near-field scattering), require spatial nullingonly; whileclutter and chaff require angle-doppler coupled nulling. Coherent repeater jammers (CRJ) represent a nontraditional threat of a target-like spectral feature with randomized ranges and doppler frequencies, makingthem moreharmful to adaptivesystemsthan to conventional nonadaptive systems [11].

Although Fig. 70.5 has already served to indicatethat theinterferenceisnonhomogeneous in range, i.e., its statistics vary along the range axis, recent airborne experiments have revealed that its severeness may have long been underestimated, especially over land [3]. Figure 70.6 [5, 7] summarizes the sources of various nonhomogeneity together with their main features. As pointed out in [12], a serious problem associated with any STAP approach is its basic assumption that there is a sufficient amount of sample support for its adaptive learning, which is most often void in real environments even in the absence of any nonhomogeneity type of jammers such as CRJ. Therefore, a crucial issue for the success of STAP in real environments is the development of data-efficient STAP approaches, in conjunction with the selection of reasonably identically distributed samples before estimating interference statistics. To achieve a sufficient level of the data efficiency in nonhomogeneous environments, thethree most performance- and cost-effectivemethods aretemporal degrees-of-freedom (DOF) reduction, analog beamforming to control the spatial DOF creation, and pre-suppression of WNJ as shown in Fig. 70.1.

Another crucial issue is the affordability of STAP-based systems. As pointed out in [9], phasedarrays, especially those active ones (i.e., with the so-called T/R modules), remain very expensive despite the 30-year research and development. For multichannel systems, the cost of adding more


FIGURE 70.4: Illustration of interference spectral distribution for a side-mounted aperture.
receivers and $A / D$ converters with a sufficient quality makes the affordability even worse.
Of course, morereceiver channelsmean moresystem'savailablespatial DOF. H owever, it isoften the case in practice that the excessive amount of theDOF, e.g., obtained via one receiver channel for each column of a not-so-small aperture, is not necessary to thesystem. Ironically, excessiveDOF can make thecontrol of theresponse pattern moredifficult, even requiringsignificant algorithm constraints[8]; and after all, it hasto bereduced to alevel supportableby theavailableamount of reasonably identically distributed samples in real environments. An effective solution, as demonstrated in a recent STAP experiment [13], is via the design of the analog beamformer that does not create unnecessary spatial DOF from the beginning - a sharp contrast to the DOF reduction/constraint applied in the spatial domain.

Channel calibration is a problem issue for many STAP approaches. In order to minimize performancedegradation, thechannelswith someSTAP approachesmust bematched acrossthesignal band, and steering vectors must be known to match the array. Considering thefact that channels generally differ in both elevation and azimuth patterns (magnitude as well as phase) even at a fixed frequency, the calibration difficulty has been underestimated as experienced in recent STAP experiments [5]. It is still commonly wished that the so-called "element-space" approaches, i.e., the special case of $N_{s}=N_{c}$ in Fig. 70.1, with an adaptive weight for each error-bearing "element" which hopefully can be modeled by a complex scalar, could solve the calibration problem at a significantly increased system-implementation cost as each element needs a digitized receiver channel. Unfortunately, such a wish can rarely materializefor a system with a practical aperturesize operated in nonhomogeneous environments. With aspatial DOF reduction required by theseapproaches to bring down thenumber of adaptive weights to a sample-supportablelevel, theelement errors are no longer directly accessible by the adaptive weights, and thus the wishful "embedded robustness" of these element-space STAP approaches is almost gone. In contrast, the M CARM experiment has demonstrated that, by making best use of what has already been excelled in antenna engineering [13], the channel calibration problem associated with STAP can be largely solved at the analog beamforming stage, which will be discussed in Section 70.9.

The above three issues all relate to the question: "What is the minimal spatial and temporal DOF


FIGURE 70.5: Illustration of interference- power range distribution, where $\Delta_{h}$ indicates the radar platform height.
required?" To simplify the answer, it can be assumed first that clutter has no Doppler spectral spread caused by its internal motion during the CPI, i.e., its spectral width cut along the doppler frequency axis of Fig. 70.4 equals to zero. For WNJ components of Fig. 70.4, the required minimal spatial DOF is well established in array processing, and the required minimal temporal DOF is zero as no temporal processing can help suppress these components. The CRJ components appear only in isolated range cells as shown in Fig. 70.5, and thus they should be dealt with by sample conditioning and selection so that the system response does not suffer from their random disturbance. With the STAP configuration of Fig. 70.1, i.e., pre-suppression of WNJ and sample conditioning and selection for CRJ, the only interference components left are those angle-doppler coupled clutter/chaff spectra of Fig. 70.4. It is readily availablefrom the two-dimensional filtering theory [14] that suppression of each of these angle doppler coupled components only requires one spatial DOF and one temporal DOF of the joint domain processor! In other words, a line of infinitely many nulls can be formed with one spatial DOF and one temporal DOF on top of one angle-doppler coupled interference component under the assumption that there is no clutter internal motion over the CPI. It is also understandable that, when such an assumption is not valid, one only needs to increase the temporal DOF of the processor so that thenull width along the doppler axis can becorrespondingly increased.

For conceptual clarity, $N_{s}-1$ will be called the system's available spatial DOF and $N_{t}-1$ the system's available temporal DOF. While the former has a direct impact on the implementation cost, calibration burden, and system reliability, the latter is determined by the CPI length and PRI with little cost impact, etc. M ainly due to thenonhomogeneity-caused sample support problem discussed earlier, the adaptivejoint domain processor may haveits spatial DOF and temporal DOF, denoted by $N_{p s}$ and $N_{p t}$ respectively, different from the system's availables by what is so-called DOF reduction. However, the spatial DOF reduction should be avoided by establishing the system's available spatial DOF as close to what is needed as possible from the beginning.

### 70.4 Temporal DOF Reduction

Typically an airborne surveillance radar has $N_{t}$ anywhere between 8 and 128, depending on the CPI and PRI. With the processor's temporal DOF, $N_{p t}$, needed for the adjustment of the null width, normally being no morethan $2 \sim 4$, hugeDOF reduction is usually performed for the reasons of the sample support and better response-pattern control explained in Section 70.3.


FIGURE 70.6: Typical nonhomogeneities.

An optimized reduction could be found, given $N_{t}, N_{p t}$, and the interference statistics which are still unknown at this stage of processing in practice [ 7]. There are several non-optimized temporal DOF reduction methods available, such as the Doppler-domain (joint domain) localized processing (DDL/JDL) [12, 15, 16] and the PRI-staggered Doppler-decomposed processing (PRI-SDD) [17], which are well behaved and easy to implement. The DDL/JDL principle will be discussed below.

The DDL/JDL consists of unwindowed/untapered DFT of (at least) $N_{t}$-point long, operated on each of the $N_{s}$ receiver outputs. The same $N_{p t}+1$ most adjacent frequency bins of the DFTs of the $N_{s}$ receiver outputs form the new data matrix at a given range cell, for detection of a target whose Doppler frequency is equal to the center bin. Figure 70.7 shows an examplefor $N_{s}=3, N_{t}=8$, and $N_{p t}=2$. In other words, theDDL/JDL transforms the raw data cube of $N_{s} \times N_{t} \times K_{0}$ into (at least) $N_{t}$ smaller data cubes, each of $N_{s} \times\left(N_{p t}+1\right) \times K_{0}$ for target detection at the center doppler bin.

The DDL/JDL is noticeable for the following features.

1. There is no so-called signal cancellation, as the unwindowed/untapered DFT provides no desired signal components in theadjacent bins (i.e., reference "channel") for the assumed target doppler frequency.
2. Thegrouping of $N_{p t}+1$ most adjacent bins gives a high degree of correlation between the interference component at the center bin and those at the surrounding bins - a feature important to cancellation of any spectrum-distributed interference such as clutter. The cross-spectral algorithm [18] also has this feature.
3. The response pattern can be well controlled as $N_{p t}$ can be kept small - just enough for the needed null-width adjustment; and $N_{p t}$ itself easily can be adjusted to fit different clutter spectral spread due to its internal motion.
4. Obviously the DDL/JDL is suitable for parallel processing.

While the DDL/JDL is a typical transformation-based temporal DOF reduction method, other methods involving the use of DFTs are not necessarily transformation-based. An example is the PRI-SDD [17] which applies time-domain temporal DOF reduction on each doppler component. This explains why the PRI-SDD requires $N_{p t}$ times moreDFTs that should be tapered. It also serves


FIGURE 70.7: TheDDL/JDL principlefor temporal DOF reduction illustrated with $N_{s}=3, N_{t}=8$, and $N_{p t}=2$.
as an examplethat an algorithm classification by the existence of theDFT use may causea conceptual confusion.

### 70.5 AdaptiveFilteringwith Needed andSample-SupportableDOF and Embedded CFAR Processing

After the above temporal DOF reduction, the dimension of the new data cube to be processed at a given look angle for each doppler bin is $N_{s} \times\left(N_{p t}+1\right) \times K_{0}$. Consider a particular range cell at which target detection is being performed. Let $\mathbf{x}, N_{s}\left(N_{p t}+1\right) \times 1$, be the stacked data vector of this range cell, which is usually called the primary data vector. Let $\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{k}$, all $N_{s}\left(N_{p t}+1\right) \times 1$ and usually called the secondary data, be the same-stacked data vectors of the $K$ surrounding range cells, which have been selected and/or conditioned to eliminate any significant nonhomogeneities with respect to the interference contents of the primary data vector. Let $\mathbf{s}, N_{s}\left(N_{p t}+1\right) \times 1$, be the target-signal component of $\mathbf{x}$ with the assumed angle of arrival equal to the look angle and the assumed doppler frequency corresponding to the center doppler bin. In practice, a look-up table of the "steering vector" sfor all look-angles and all doppler binsusually has to bestored in the processor, based on updated system calibration. A class of STAP systemswith thesteering-vector calibration-free feature has been developed, and an example from [13] will be presented in Section 70.9.

There are two classes of adaptive filtering algorithms: one with a separately designed constant false alarm rate (CFAR) processor, and the other with embedded CFAR processing. The original sample matrix inversion algorithm (SMI) [1] belongs to the former, which is given by

$$
\begin{equation*}
\eta_{S M I}=\left|\hat{\mathbf{w}}_{S M I}^{H} \mathbf{x}\right| \underset{H_{0}}{\stackrel{H_{1}}{\gtrless}} \eta_{0} \tag{70.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{w}_{S M I}=\hat{\mathbf{R}}^{-1} \mathbf{s} \tag{70.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\mathbf{R}}=\frac{1}{K} \sum_{k=1}^{K} \mathbf{y}_{k} \mathbf{y}_{k}^{H} \tag{70.3}
\end{equation*}
$$

The SMI performance under the Gaussian noise/interference assumption has been analyzed in detail [1], and in general it is believed that acceptable performance can be expected if the data vectors areindependent and identically distributed (iid) with $K$, the number of the secondary, being at least two times $N_{s}\left(N_{p t}+1\right)$. Detection performance evaluation using a SIN R-like measure deserves some care when $K$ is finite, even under the iid assumption [19, 20].

If theoutput of an adaptivefilter, when directly used for threshold detection, produces a probability of false alarm independent of the unknown interference correlation matrix under a set of given conditions, the adaptive filter is said to have an embedded CFAR. Under theiid Gaussian condition, two well-known algorithms with embedded CFAR aretheM odified SM I [21] and Kelly's generalized likelihood ratio detector (GLR) [22], both of which are linked to the SMI as shown in Fig. 70.8. The


FIGURE 70.8: The link among the SMI, modified SMI (MSMI), and GLR where $N=\left(N_{p s}+\right.$ 1) $\left(N_{p t}+1\right) \times 1$.

GLR has the following interesting features:

1. $0<\frac{1}{K} \eta_{G L R}<1$, which is a necessary condition for robustness in nongaussian interference[23].
2. Invariance with respect to scaling all data or scaling s.
3. One cannot express $\eta_{G L R}$ as $\hat{\mathbf{w}}^{H} \mathbf{x}$; and with a finite $K$, an objectivedefinition of its output SINR becomes questionable.

Table 70.1 summarizes the modified SMI and GLR performance, based on [21, 24].
It should be noted that the use of the scan-to-scan track-before detect processor (SSTBD to be discussed in Section 70.6) does not make the CFAR control any less important because the SSTBD itself is not error-free even with the assumption that almost infinite computing power would be available. M oreover, the initial CFAR thresholding can actually optimize the overall performance, in addition to a dramatic reduction of the computation load of the SSTBD processor. Traditionally, filter and CFAR designshavebeen carried out separately, which is valid aslong as thefilter is not datadependent. Therefore, such a traditional practice becomes questionable for STAP, especially when $K$

TABLE 70.1 Performance Summary of M odified SMI and GLR

| Performance compared | GLR | Modified SMI |
| :---: | :---: | :---: |
| Gaussian interference suppression <br> Nongaussian interference suppression <br> Rejection of signals mismatched <br> to the steering vector | M ore robust | Less robust |

is not very large with respect to $N_{s}\left(N_{p t}+1\right)$, or when some of the secondary data depart from the iid Gaussian assumption that will affect both filtering and CFAR portions. The GLR and Modified SMI start to change the notion that "CFAR is the other guy's job", and their performance has been evaluated in some nongaussian interference[21] as well as in some nonhomogeneities [25]. Finally, it should be pointed out that performance evaluation of STAP algorithms with embedded CFAR by an output SINR-like measure may result in underestimating the effects of some nonhomogeneity such as the CRJ [11].

### 70.6 Scan-To-Scan Track-Before-Detect Processing

Thesurveillance volume isusually visited by the radar many times, and theoutput data collected over multiple scans (i.e., revisits) are correlated and should befurther processed together for the updated and improved final target-detection report. For example, random threshold-crossings over multiple scansdueto thenoise/interferencesuppression residuecan rarely form a meaningful target trajectory and therefore their effect can be deleted from the final report with a certain level of confidence (but not error-free).

For a conventional ground-based radar, scan-to-scan track-before-detect processing (SSTBD) has been well studied and a performance demonstration can be found in [26]. With a STAP-based airborne system, however, much remainsto be researched. Onecrucial issue, coupled with the initial CFAR control, is to answer what is the optimal or near optimal setting of the first CFAR threshold, given an estimate of the current environment including the detected nonhomogeneity. Further discussion of this subject seems out of the scope of this book and still premature.

### 70.7 Real-Time Nonhomogeneity Detection and Sample Conditioning and Selection

Recent experience with MCARM Flight 5 data has further demonstrated that successful STAP system operation over land heavily relies on the handling of the nonhomogeneity contamination of samples [3,5], even without intentional nonhomogeneity producing jammers such as CRJ. It is estimated that the total number of reasonably good samples over land may be as few as $10 \sim 20$. Although some system approaches to obtaining moregood samples are available, such as multiband signaling [27, 28], it is still essential that a system has the capability of real-time detection of nonhomogeneities, selection of sufficiently good samples to be used as the secondary, and conditioning not-so-good samples in the case of a severe shortage of the good samples. The development of a nonhomogeneity detector can be found in [3], and its integration into the system remains to be a research issue.

Finally, it should be pointed out that the utilization of a sophisticated sample selection scheme makes it nearly unnecessary to look into the so-called training strategy such as sliding window, sliding hole, etc. Also, desensitizing a STAP algorithm via constraints and/or diagonal loading has been found to be less effective than the sample selection [28].

### 70.8 Space or Space-Range Adaptive Pre-Suppression of Jammers

Wideband noise jammers (WNJ) have a flat or almost flat Doppler spectrum which means that without multipath/terrain-scattering (TS), only spatial nulling is necessary. Although STAP could handle, at least theoretically, thesimultaneoussuppression of WNJ and clutter simply with an increase of the processor's spatial DOF ( $N_{p s}$ ), doing so would unnecessarily raise the size of the correlation matrix which, in turn, requires more samples for its estimation. Therefore, spatial adaptive presuppression (SAPS) of WNJ, followed by STAP-based clutter suppression, is preferred for systems to beoperated in severely nonhomogenous environments. Space-range adaptive processing (SRAP) may become necessary in the presence of multipath/TS to exploit the correlation between the direct path and indirect paths for better suppression of the total WNJ effects on the system performance.

The idea of cascading SAPS and STAP itself is not new, and theoriginal work can befound in [29], with other namessuch as "two step nulling (TSN )" used in [30]. A key issuein applying thisideaisthe acquisition of the necessary jammer-only statistics for adaptive suppression, free from strong clutter contamination. Available acquisition methods include the use of clutter-free range-cells for low PRF systems, clutter-free Doppler bins for high PRF systems, or receive-only mode between two CPIs. All of these techniques require jammer data to be collected within a restricted region of the available space-time domain, and may not always be able to generate sufficient jammer-only data. M oreover, fast-changing jamming environments and large-scale PRF hopping can also make these techniques unsuitable. Reference [31] presents a new technique that makes use of frequency sidebands close to, but disjointed from, the radar's mainband, to estimate the jammer-only covariance matrix. Such an idea can be applied to a system with any PRF, and the entireor any appropriate portion of the Range Processing Interval (RPI) could be used to collect jammer data. It should be noted that wideband jammers are designed to sufficiently cover the radar's mainband, making sidebands, of more or less bandwidth, containing their energy always available to the new SAPS technique.

Thediscussion of thesideband-based STAP can becarried out with different system configurations, which determine the details on the sideband-to-mainband jammer information conversion, as well as the mainband jammer-cancellation signal generation. Reference[31] chooses a single array-based system, while a discussion involving an auxiliary-main array configuration can be found in [7].

### 70.9 A STAP Example with a Revisit to Analog Beamforming

In the early stage of STAP research, it is always assumed that $N_{s}=N_{c}$, i.e., each column consumes a digitized receiver channel, regardless of thesizeof theaperture. M orerecent research and experiments have revealed that such an "element-space" set up is only suitablefor sufficiently small apertures, and the analog beamforming network has become an important integrated part of STAP-based systems with more practical aperture sizes.

Thetheoretically optimized analogbeamformer design could becarried out for any given $N_{s}$, which yields a set of $N_{s}$ nonrealizable beams once the element error, column-combiner error, and column mutual-coupling effects are factored in. A more practical approach is to select, from what antenna design technology has excelled, thosebeamsthat al so meet thebasic requirementsfor successful adaptive processing, such as the "signal blocking" requirement developed under the generalized sidelobe canceller [32]. Two examples of proposed analog beamforming methods for STAP applications are (1) multipleshape-identical Fourier beamsviatheButler matrix [12], and (2) the sum and difference beams [13]. Both selections have been shown to enable the STAP system to achieve near optimal performance with $N_{s}$ very close to the theoretical minimum of two for clutter suppression.

In the following, the clutter suppression performance of a STAP with the sum $(\Sigma)$-difference $(\Delta)$ beams is presented using the M CARM Flight 2 data. Theclutter in this case was collected from a rural area in the eastern shore region south of Baltimore, M aryland. A known target signal was injected at
a Doppler frequency slightly offset from mainlobe clutter and the results compared for the factored approach (FA-STAP) [16] and $\Sigma \Delta$-STAP. A M odified SM I processor was used in each caseto provide a known threshold level based on a falsealarm probability of $10^{-6}$. As seen in Figs. 70.9 and 70.10 , the injected target lies below the detection threshold for FA-STAP , but exceeds the threshold in the case of $\Sigma \Delta$-STAP. This performance was obtained using far fewer samples for covariance estimation in the case of $\Sigma \Delta$-STAP. Also, the $\Sigma \Delta$-STAP uses only 2 receiver channels, whiletheFA-STAP consumes all 16 channels.


FIGURE 70.9: Range-Doppler plot of M CARM data, factored approach.

In terms of calibration burden, the $\Sigma \Delta$-STAP uses two different channels to begin with and its corresponding signal (steering) vector easily remains the simplest form as long as the null of the $\Delta$ beam is correctly placed (a job in which antenna engineers have excelled already). In that sense, the $\Sigma \Delta$-STAP is both channel calibration-free and steering-vector calibration-free. On the other hand, keeping the 16 channels of FA-STAP calibrated and updating its steering vector look-up table have been a considerable burden during the M CARM experiment [4].

Another significant affordability issue is the applicability of $\Sigma \Delta$-STAP to existing radar systems, both phased array and continuous aperture. Adaptive clutter rejection in the joint angle-doppler domain can be incorporated into existing radar systems by digitizing the difference channel, or making relatively minor antenna modifications to add such a channel. Such a relatively low cost add-on can significantly improve the clutter suppression performance of an existing airborne radar system, whether its original design is based on low sidelobe beamforming or $\Sigma \Delta$-DPCA.

While the trend is toward more affordable computing hardware, STAP processing still imposes a considerable burden which increases sharply with the order of the adaptive processor and radar bandwidth. In this respect, $\Sigma \Delta$-STAP reduces computational requirements in matrix order $N^{3}$ adaptive problems. M oreover, the signal vector characteristic (mostly zero) can be exploited to


FIGURE 70.10: Range-Doppler plot of M CARM data, $\Sigma \Delta$-STAP.
further reduce test statistic numerical computations.
Finally, it should be pointed out that more than one $\Delta$-beam can be incorporated if needed for clutter suppression [33].

### 70.10 Summary

Over the 22 years from a theoretical paper [1] to the M CARM experimental system, STAP has been established as a valuable alternative to the traditional airborne surveillance radar design approaches. Initially, STAP was viewed as an expensive technique only for newly designed phased-arrays with many receiver channels; and now it has become much more affordable for both new and some existing systems. Future challenges lie in the area of real system design and integration, to which the MCARM experience is invaluable.
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76 Higher-Order Spectral Analysis Athina P. Petropulu Introduction • Definitions and Properties of HOS • HOS Computation from Real Data • Linear Processes • Nonlinear Processes • Applications/Software Available foundation of linear time-invariant system theory in the development of algorithms for a broad range of applications. In recent years a considerable broadening of this theoretical base has begun to take place. In particular, there has been substantial growth in interest in the use
of a variety of nonlinear systems with special properties for diverse applications. Promising new techniques for the synthesis and analysis of such systems continue to emerge. At the sametime, there has also been rapid growth in interest in systems that are not constrained to betime-invariant. These may be systems that exhibit temporal fluctuations in their characteristics, or, equally importantly, systemscharacterized by other invarianceproperties, such as invarianceto scalechanges. In the latter case, this gives rise to systems with fractal characteristics.

In some cases, these systems are directly applicable for implementing various kinds of signal processing operations such as signal restoration, enhancement, or encoding, or for modeling certain kinds of distortion encountered in physical environments. In other cases, they serve as mechanisms for generating new classes of signal models for existing and emerging applications. In particular, when autonomous or driven by simpler classes of input signals, they generaterich classes of signals at their outputs. In turn, thesenew classes of signals giveriseto new families of algorithms for efficiently exploiting them in the context of applications.

The spectrum of techniques for nonlinear signal processing is extremely broad, and in this chapter we make no attempt to cover the entire array of exciting new directions being pursued within the community. Rather, we present a very small sampling of several highly promising and interesting ones to suggest the richness of the topic.
A brief overview of the specific chapters comprising this section is as follows.
Chapters 71 and 72 discussthechaotic behavior of certain nonlinear dynamical systems and suggest ways in which this behavior can be exploited. In particular, Chapter 71 focuses on continuous-time chaotic systems characterized by a special self-synchronization property that makes them potentially attractive for a range of secure communications applications. Chapter 72 describes a family of discretetime nonlinear dynamical and chaotic systems that are particularly attractive for use in a variety of signal processing applications ranging from signal modeling in power converters to pseudorandom number generation and error-correction coding in signal transmission applications.

Chapter 73 discusses fractal signals which arise out of self-similar system models characterized by scale-invariance. These represent increasingly important models for a range of natural and manmade phenomena in applications involving both signal synthesis and analysis. Multidimensional fractals also arise in the state-space representation of chaotic signals, and the fractal properties in this representation areimportant in theidentification, classification, and characterization of such signals.

Chapter 74 focuses on morphological signal processing, which encompasses an important class of nonlinear filtering techniques together with some powerful associated signal representations. Morphological signal processing is closely related to a number of classes of algorithms including order-statistics filtering, cellular automata methods for signal processing, and others. M orphological algorithms are currently among the most successful and widely used nonlinear signal processing techniques in image processing and vision for such tasks as noise suppression, feature extraction, segmentation, and others.

Chapter 75 discusses the analysis and synthesis of soliton signals and their potential use in communication applications. These signals arise in systems satisfying certain classes of nonlinear wave equations. Because they propagate through those equations without dispersion, there has been longstanding interest in their use as carrier waveforms over fiber-optic channels having the appropriate nonlinear characteristics. As they propagate through these systems, they also exhibit a special type of reduced-energy superposition property that suggests an interesting multiplexing strategy for communications over linear channels.

Finally, Chapter 76 discusses nonlinear representations for stochastic signals in terms of their higher-order statistics. Such representations are particularly important in the processing of nonGaussian signals for which moretraditional second-moment characterizations are often inadequate. The associated tools of higher-order spectral analysis find increasing application in many signal detection, identification, modeling, and equalization contexts, where they have led to new classes of powerful signal processing algorithms.

Again, thesearticles are only representative examples of themany emerging directions in this active area of research within thesignal processing community, and developments in many other important and exciting directions can befound in the community's journal and conference publications.
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### 71.1 Introduction

Signals generated by chaotic systems represent a potentially rich class of signals both for detecting and characterizing physical phenomena and in synthesizing new classes of signals for communications, remote sensing, and a variety of other signal processing applications.

In classical signal processing a rich set of tools has evolved for processing signals that are deterministic and predictable such as transient and periodic signals, and for processing signals that are stochastic. Chaotic signal sassociated with thehomogeneous response of certain nonlinear dynamical systems do not fall in either of these classes. While they are deterministic, they are not predictable in any practical sense in that even with the generating dynamics known, estimation of prior or future values from a segment of the signal or from the state at a given time is highly ill-conditioned. In many ways these signals appear to be noise like and can, of course, be analyzed and processed using classical techniques for stochastic signals. However, they clearly have considerably more structure than can be inferred from and exploited by traditional stochastic modeling techniques.

The basic structure of chaotic signals and the mechanisms through which they are generated are described in a variety of introductory books, e.g., [1, 2] and summarized in [3].

Chaotic signals are of particular interest and importance in experimental physics because of the wide range of physical processes that apparently give rise to chaotic behavior. From the point of view of signal processing, the detection, analysis, and characterization of signals of this type present a significant challenge. In addition, chaotic systems provide a potentially rich mechanism for signal design and generation for a variety of communications and remote sensing applications.

### 71.2 Modeling and Representation of Chaotic Signals

The state evolution of chaotic dynamical systems is typically described in terms of the nonlinear state equation $\dot{x}(t)=F[x(t)]$ in continuous time or $x[n]=F(x[n-1])$ in discrete time. In a signal processing context, we assume that the observed chaotic signal is a nonlinear function of the state and would typically be a scalar time function. In discrete-time, for example, the observation equation would be $y[n]=G(x[n])$. Frequently the observation $y[n]$ is also distorted by additive noise, multipath effects, fading, etc.

M odeling a chaotic signal can be phrased in terms of determining from clean or distorted observations, a suitable state space and mappings $F(\cdot)$ and $G(\cdot)$ that capture the aspects of interest in the observed signal $y$. The problem of determining from the observed signal a suitable state space in which to model the dynamics is referred to as the embedding problem. While there is, of course, no unique set of state variables for a system, some choices may be better suited than others. The most commonly used method for constructing a suitable state space for the chaotic signal is the method of delay coordinates in which a state vector is constructed from a vector of successive observations.

It is frequently convenient to view the problem of identifying the map associated with a given chaotic signal in terms of an interpolation problem. Specifically, from a suitably embedded chaotic signal it is possible to extract a codebook consisting of state vectors and the states to which they subsequently evolve after one iteration. This codebook then consists of samples of the function $F$ spaced, in general, non-uniformly throughout state space. A variety of both parametric and nonparametric methods for interpolating the map between the sample points in state space have emerged in the literature, and the topic continues to be of significant research interest. In this section we briefly comment on several of the approaches currently used. These and others are discussed and compared in more detail in [4].

Oneapproach isbased on theuseoflocallylinear approximationsto $F$ throughout thestatespace[5, 6]. This approach constitutes a generalization of autoregressive modeling and linear prediction and is easily extended to locally polynomial approximations of higher order. Another approach is based on fitting a global nonlinear function to the samples in state space [7].

A fundamentally rather different approach to the problem of modeling the dynamics of an embedded signal involves the use of hidden $M$ arkov models [ $8,9,10$ ]. With this method, the state space is discretized into a large number of states, and a probabilistic mapping is used to characterize transitions between states with each iteration of the map. Furthermore, each state transition spawns a state-dependent random variable as the observation $y[n]$. This framework can be used to simultaneously model both the detailed characteristics of stateevolution in thesystem and thenoiseinherent in the observed data. While algorithms based on this framework have proved useful in modeling chaotic signals, they can be expensive both in terms of computation and storage requirements due to the large number of discrete states required to adequately capture the dynamics.

While many of the above modeling methods exploit the existence of underlying nonlinear dynamics, they do not explicitly take into account some of the properties peculiar to chaotic nonlinear dynamical systems. For this reason, in principle, the algorithms may beuseful in modeling a broader class of signals. On the other hand, when the signals of interest are truly chaotic, the special properties of chaotic nonlinear dynamical systems ought to be taken into account, and, in fact, may often be exploited to achieve improved performance. For instance, because the evolution of chaotic systems is acutely sensitive to initial conditions, it is often important that this numerical instability be reflected in the model for the system. One approach to capturing this sensitivity is to require that the reconstructed dynamics exhibit Lyapunov exponents consistent with what might be known about the true dynamics. The sensitivity of state evolution can also be captured using the hidden $M$ arkov model framework since the structural uncertainty in the dynamics can be represented in terms of the probabilistic state transactions. In any case, unless sensitivity of the dynamics is taken
into account during modeling, detection and estimation algorithms involving chaotic signals often lack robustness.

Another aspect of chaotic systems that can be exploited is that the long term evolution of such systems lies on an attractor whose dimension is not only typically non-integral, but occupies a small fraction of the entire state space. This has a number of important implications both in the modeling of chaotic signals and ultimately in addressing problems of estimation and detection involving these signals. For example, it implies that the nonlinear dynamics can be recovered in the vicinity of the attractor using comparatively less data than would be necessary if the dynamics were required everywhere in state space.

Identifying the attractor, its fractal dimension, and related invariant measures governing, for example, the probability of being in the neighborhood of a particular state on the attractor, are also important aspects of the modeling problem. Furthermore, we can often exploit various ergodicity and mixing properties of chaotic systems. These properties allow us to recover information about the attractor using a single realization of a chaotic signal, and assure us that different time intervals of the signal provide qualitatively similar information about the attractor.

### 71.3 Estimation and Detection

A variety of problems involving the estimation and detection of chaotic signals arises in potential application contexts. In some scenarios, the chaotic signal is a form of noise or other unwanted interference signal. In this case, we are often interested in detecting, characterizing, discriminating, and extracting known or partially known signals in backgrounds of chaotic noise. In other scenarios, it is the chaotic signal that is of direct interest and which is corrupted by other signals. In these cases we are interested in detecting, discriminating, and extracting known or partially known chaotic signals in backgrounds of other noises or in the presence of other kinds of distortion.

The channel through which either natural or synthesized signals are received can typically be expected to introduce a variety of distortions including additive noise, scattering, multipath effects, etc. There are, of course, classical approaches to signal recovery and characterization in the presence of such distortions for both transient and stochastic signals. When thedesired signal in the channel is a chaotic signal, or when the distortion is caused by a chaotic signal, many of the classical techniques will not be effective and do not exploit the particular structure of chaotic signals.

The specific properties of chaotic signals exploited in detection and estimation algorithms depend heavily on the degree of a priori knowledge of the signals involved. For example, in distinguishing chaotic signals from other signals, the algorithms may exploit the functional form of the map, the Lyapunov exponents of the dynamics, and/or characteristics of the chaotic attractor such as its structure, shape, fractal dimension and/or invariant measures.

To recover chaotic signals in the presence of additive noise, some of the most effective noise reduction techniques proposed to date take advantage of the nonlinear dependence of the chaotic signal by constructing accurate modelsfor the dynamics. M ultipath and other types of convolutional distortion can best be described in terms of an augmented statespacesystem. Convolution or filtering of chaotic signals can change many of the essential characteristics and parameters of chaotic signals. Effects of convolutional distortion and approaches to compensating for it are discussed in [11].

### 71.4 Use of Chaotic Signals in Communications

Chaotic systems provide a rich mechanism for signal design and generation, with potential applications to communications and signal processing. Because chaotic signals are typically broadband, noise-like, and difficult to predict, they can be used in various contexts in communications. A particularly useful class of chaotic systems arethosethat possess a self-synchronization property [12, 13, 14].

This property allows two identical chaotic systems to synchronize when the second system (receiver) is driven by the first (transmitter). The well-known Lorenz system is used below to further describe and illustrate the chaotic self-synchronization property.

The Lorenz equations, first introduced by E. N. Lorenz as a simplified model of fluid convection [15], are given by

$$
\begin{align*}
\dot{x} & =\sigma(y-x) \\
\dot{y} & =r x-y-x z  \tag{71.1}\\
\dot{z} & =x y-b z
\end{align*}
$$

where $\sigma, r$, and $b$ are positive parameters. In signal processing applications, it is typically of interest to adjust the time scale of the chaotic signals. This is accomplished in a straightforward way by establishing the convention that $\dot{x}, \dot{y}$, and $\dot{z}$ denote $d x / d \tau, d y / d \tau$, and $d z / d \tau$, respectively, where $\tau=t / T$ is normalized time and $T$ is atimescalefactor. It is also convenient to definethenormalized frequency $\omega=\Omega T$, where $\Omega$ denotes the angular frequency in units of rad/s. The parameter values $T=400 \mu \mathrm{sec}, \sigma=16, r=45.6$, and $b=4$ are used for the illustrations in this chapter.

Viewing the Lorenz system (71.1) as a set of transmitter equations, a dynamical receiver system that will synchronize to the transmitter is given by

$$
\begin{align*}
& \dot{x}_{r}=\sigma\left(y_{r}-x_{r}\right) \\
& \dot{y}_{r}=r x(t)-y_{r}-x(t) z_{r}  \tag{71.2}\\
& \dot{z}_{r}=x(t) y_{r}-b z_{r} .
\end{align*}
$$

In this case, the chaotic signal $x(t)$ from the transmitter is used as the driving input to the receiver system. In Section 71.4.1, an identified equivalence between self-synchronization and asymptotic stability is exploited to show that the synchronization of the transmitter and receiver is global, i.e., the receiver can be initialized in any state and the synchronization still occurs.

### 71.4.1 Self-Synchronization and Asymptotic Stability

A close relationship exists between the concepts of self-synchronization and asymptotic stability. Specifically, self-synchronization in the Lorenz system is a consequence of globally stable error dynamics. Assumingthat the Lorenz transmitter and receiver parameters areidentical, a set of equations that govern their error dynamics is given by

$$
\begin{align*}
& \dot{e}_{x}=\sigma\left(e_{y}-e_{x}\right) \\
& \dot{e}_{y}=-e_{y}-x(t) e_{z}  \tag{71.3}\\
& \dot{e}_{z}=x(t) e_{y}-b e_{z} .
\end{align*}
$$

where

$$
\begin{aligned}
e_{x}(t) & =x(t)-x_{r}(t) \\
e_{y}(t) & =y(t)-y_{r}(t) \\
e_{z}(t) & =z(t)-z_{r}(t) .
\end{aligned}
$$

A sufficient condition for the error equations to beglobally asymptotically stable at the origin can be determined by considering a Lyapunov function of the form

$$
E(\mathbf{e})=\frac{1}{2}\left(\frac{1}{\sigma} e_{x}^{2}+e_{y}^{2}+e_{z}^{2}\right)
$$

Since $\sigma$ and $b$ in the Lorenz equations are both assumed to be positive, $E$ is positive definite and $\dot{E}$ is negative definite. It then follows from Lyapunov's theorem that $\mathbf{e}(t) \rightarrow 0$ as $t \rightarrow \infty$. Therefore,
synchronization occurs as $t \rightarrow \infty$ regardless of the initial conditions imposed on the transmitter and receiver systems.

For practical applications, it isalso important to investigatethesensitivity of the synchronization to perturbations of the chaotic drive signal. Numerical experiments are summarized in Section 71.4.2, which demonstrates the robustness and signal recovery properties of the Lorenz system.

### 71.4.2 Robustness and Signal Recovery in the Lorenz System

When a message or other perturbation is added to the chaotic drive signal, the receiver does not regenerate a perfect replica of the drive; there is always some synchronization error. By subtracting the regenerated drive signal from the received signal, successful message recovery would result if the synchronization error was small relative to the perturbation itself. An interesting property of the Lorenz system is that the synchronization error is not small compared to a narrowband perturbation; nevertheless, the message can be recovered because the synchronization error is nearly coherent with the message. This section summarizes experimental evidence for this effect; a more detailed explanation has been given in terms of an approximate analytical model [16].

The series of experiments that demonstrate the robustness of synchronization to white noise perturbations and the ability to recover speech perturbations focus on the synchronizing properties of the transmitter Eqs. (71.1) and the corresponding receiver equations,

$$
\begin{align*}
\dot{x}_{r} & =\sigma\left(y_{r}-x_{r}\right) \\
\dot{y}_{r} & =r s(t)-y_{r}-s(t) z_{r}  \tag{71.4}\\
\dot{z}_{r} & =s(t) y_{r}-b z_{r} .
\end{align*}
$$

Previously, it was stated that with $s(t)$ equal to the transmitter signal $x(t)$, the signals $x_{r}, y_{r}$, and $z_{r}$ will asymptotically synchronize to $x, y$, and $z$, respectively. Below, we examine the synchronization error when a perturbation $p(t)$ is added to $x(t)$, i.e., when $s(t)=x(t)+p(t)$.

First, we consider the case where the perturbation $p(t)$ is Gaussian white noise. In Fig. 71.1, we show the perturbation and error spectra for each of the three state variables vs. normalized frequency $\omega$. Note that at relatively low frequencies, the error in reconstructing $x(t)$ slightly exceeds the perturbation of the drive but that for normalized frequencies above 20 the situation quickly reverses. An analytical model closely predicts and explains this behavior [16]. These figures suggest that the sensitivity of synchronization depends on the spectral characteristics of the perturbation signal. For signals that are bandlimited to the frequency range $0<\omega<10$, we would expect that the synchronization errors will be larger than the perturbation itself. This turns out to be the case, although the next experiment suggests there are additional interesting characteristics as well.

In a second experiment, $p(t)$ is a low-level speech signal (for example a messageto betransmitted and recovered). The normalizing time parameter is $400 \mu \mathrm{sec}$ and the speech signal is bandlimited to 4 kHz or equivalently to a normalized frequency $\omega$ of 10 . Figure 71.2 shows the power spectrum of a representative speech signal and the chaotic signal $x(t)$. The overall chaos-to-perturbation ratio in this experiment is approximately 20 dB .

To recover the speech signal, the regenerated drive signal is subtracted at the receiver from the received signal. In this case, the recovered message is $\hat{p}(t)=p(t)+e_{x}(t)$. It would be expected that successful message recovery would result if $e_{x}(t)$ was small relative to the perturbation signal. For the Lorenz system, however, although the synchronization error is not small compared to the perturbation, the message can be recovered because $e_{x}(t)$ is nearly coherent with the message. This coherencehas been confirmed experimentally and an explanation has been developed in terms of an approximate analytical model [16].


FIGURE 71.1: Power spectra of the error signals: (a) $E_{x}(\omega)$. (b) $E_{y}(\omega)$. (c) $E_{z}(\omega)$.

### 71.4.3 Circuit Implementation and Experiments

In Section 71.4.2, we showed that, theoretically, a low-level speech signal could be added to the synchronizing drive signal and approximately recovered at the receiver. These results were based on an analysis of the exact Lorenz transmitter and receiver equations. When implementing synchronized chaotic systems in hardware, the limitations of available circuit components result in approximations of the defining equations. The Lorenz transmitter and receiver equations can be implemented relatively easily with standard analog circuits [17, 20, 21]. The resulting system performance is in excellent agreement with numerical and theoretical predictions. Some potential implementation difficulties are avoided by scaling the Lorenz state variables according to $u=x / 10, v=y / 10$, and $w=z / 20$. With this scaling, the Lorenz equations are transformed to

$$
\begin{align*}
\dot{u} & =\sigma(v-u) \\
\dot{v} & =r u-v-20 u w  \tag{71.5}\\
\dot{w} & =5 u v-b w .
\end{align*}
$$

For this system, which we refer to as the circuit equations, the state variables all havesimilar dynamic range and circuit voltages remain well within the range of typical power supply limits. Below, we


FIGURE 71.2: Power spectra of $x(t)$ and $p(t)$ when the perturbation is a speech signal.
discuss and demonstrate some applied aspects of the Lorenz circuits.
In Fig. 71.3, we illustrate a communication scenario that is based on chaotic signal masking and recovery $[18,19,20,21]$. In this figure, a chaotic masking signal $u(t)$ is added to the informationbearing signal $p(t)$ at the transmitter, and at the receiver themasking is removed. By subtracting the regenerated drive signal $u_{r}(t)$ from the received signal $s(t)$ at the receiver, the recovered message is

$$
\hat{p}(t)=s(t)-u_{r}(t)=p(t)+\left[u(t)-u_{r}(t)\right] .
$$

In this context, $e_{u}(t)$, the error between $u(t)$ and $u_{r}(t)$, corresponds directly to the error in the recovered message.


FIGURE 71.3: Chaotic signal masking and recovery system.

For this experiment, $p(t)$ is alow-level speech signal (themessageto betransmitted and recovered). The normalizing time parameter is $400 \mu s e c$ and the speech signal is bandlimited to 4 kHz or, equivalently, to a normalized frequency $\omega$ of 10. In Fig. 71.4, we show the power spectrum of $p(t)$ and $\hat{p}(t)$, where $\hat{p}(t)$ is obtained from both a simulation and from the circuit. The two spectra for $\hat{p}(t)$ are in excellent agreement, indicating that the circuit performs very well. Because $\hat{p}(t)$ includes considerable energy beyond the bandwidth of the speech, the speech recovery can be improved by lowpassfiltering $\hat{p}(t)$. Wedenotethelowpassfiltered version of $\hat{p}(t)$ by $\hat{p}_{f}(t)$. In Fig. 71.5(a) and (b), we show a comparison of $\hat{p}_{f}(t)$ from both asimulation and from thecircuit, respectively. Clearly, the circuit performs well and, in informal listening tests, the recovered message is of reasonable quality.

Although $\hat{p}_{f}(t)$ is of reasonable qual ity in this experiment, the presence of additive channel noise will produce message recovery errors that cannot be completely removed by lowpass filtering; there
will always be someerror in the recovered message. Becausethe message and noiseare directly added to the synchronizing drivesignal, themessage-to-noiseratio should belargeenough to allow afaithful recovery of the original message. This requires a communication channel that is nearly noise free.


FIGURE 71.4: Power spectra of $p(t)$ and $\hat{p}(t)$ when the perturbation is a speech signal.

An alternative approach to private communications allows the information-bearing waveform to be exactly recovered at the self-synchronizing receiver(s), even when moderate-level channel noise is present. This approach is referred to as chaotic binary communications [20, 21]. The basic idea behind thistechniqueisto modulateatransmitter parameter with theinformation-bearing waveform and to transmit the chaotic drive signal. At the receiver, the parameter modulation will produce a synchronization error between the received drive signal and the receiver's regenerated drive signal with an error signal amplitude that depends on the modulation. Using the synchronization error, the modulation can be detected.

This modulation/detection process is illustrated in Fig. 71.6. To illustrate the approach, we use a periodic square-wave for $p(t)$ as shown in Fig. 71.7(a). The square-wave has a repetition frequency of approximately 110 Hz with zero volts representing the zero-bit and one volt representing the one-bit. The square-wave modulates the transmitter parameter $b$ with the zero-bit and one-bit parameters given by $b(0)=4$ and $b(1)=4.4$, respectively. The resulting drive signal $u(t)$ is transmitted and thenoisy received signal $s(t)$ is used asthedriving input to the synchronizing receiver circuit. In Fig. 71.7(b), we show the synchronization error power $e^{2}(t)$. The parameter modulation produces significant synchronization error during a " 1 " transmission and very little error during a " 0 " transmission. It is plausible that a detector based on the average synchronization error power, followed by a threshold device, could yield reliable performance. We illustrate in Fig. 71.7(c) that the square-wave modulation can be reliably recovered by lowpass filtering the synchronization error power waveform and applyingathreshold test. Thethreshold deviceused in thisexperiment consisted of a simple analog comparator circuit.

The allowable data rate of this communication technique is, of course, dependent on the synchronization response time of the receiver system. Although we have used a low bit rate to demonstrate the technique, the circuit time scale can be easily adjusted to allow much faster bit rates.

While the results presented above appear encouraging, there are many communication scenarios where it is undesirable to be restricted to the Lorenz system, or for that matter, any other lowdimensional chaotic system. In private communications, for example, the ability to choose from a wide variety of synchronized chaotic systems would be highly advantageous. In the next section, we briefly describe an approach for synthesizing an unlimited number of high-dimensional chaotic systems. Thesignificance of this work lies in the fact that the ability to synthesize high-dimensional


FIGURE 71.5: (a) Recovered speech (simulation). (b) Recovered speech (circuit).
chaotic systems further enhances their applicability for practical applications.

### 71.5 Synthesizing Self-Synchronizing Chaotic Systems

An effective approach to synthesisis based on a systematic four step process. First, an algebraic model is specified for thetransmitter and receiver systems. As shown in [22, 23], the chaotic system models can be very general; in [22] the model represents a large class of quadratically nonlinear systems, while in [23] the model allows for an unlimited number of Lorenz oscillators to be mutually coupled via an N -dimensional linear system.

The second step in the synthesis process involves subtracting the receiver equations from the transmitter equations and imposing a global asymptotic stability constraint on the resulting error equations. Using Lyapunov's direct method, sufficient conditions for the error system's global sta-


FIGURE 71.6: Communicating binary-valued bit streams with synchronized chaotic systems.


FIGURE 71.7: (a) Binary modulation waveform. (b) Synchronization error power. (c) Recovered binary waveform.
bility are usually straightforward to obtain. The sufficient conditions determine constraints on the free parameters of the transmitter and receiver which guarantee that they possess the global selfsynchronization property.

The third step in the synthesis process focuses on the global stability of the transmitter equations. First, afamily of ellipsoidsin statespaceisdefined and then sufficient conditions aredetermined which guarantee the existence of a trapping region. The trapping region imposes additional constraints on the free parameters of the transmitter and receiver equations.

The final step involves determining sufficient conditions that render all of the transmitter's fixed points unstable. In most cases, this involves numerically integrating the transmitter equations and computing the system's Lyapunov exponents and/or attractor dimension. If stable fixed points exist, the system's bifurcation parameter is adjusted until they all become unstable. Below, wedemonstrate the synthesis approach for linear feedback chaotic systems.

Linear feedback chaotic systems (LFBCSs) are composed of a low-dimensional chaotic system and a linear feedback system as illustrated in Fig. 71.8. Because the linear system is N -dimensional,
considerable design flexibility is possiblewith LFBCSs. Another practical property of LFBCSs is that they synchronize via a single drive signal while exhibiting complex dynamics.

> CHAOTIC TRANSMITTER

## SYNCHRONIZING <br> RECEIVER



FIGURE 71.8: Linear feedback chaotic systems.

While many types of LFBCSs are possible, two specific cases havebeen considered in detail: (1) the chaotic Lorenz signal $x(t)$ drives an $N$-dimensional linear system and theoutput of the linear system is added to the equation for $\dot{x}$ in the Lorenz system; and (2) the Lorenz signal $z(t)$ drives an $N$ dimensional linear system and the output of the linear system is added to the equation for $\dot{z}$ in the Lorenz system. In both cases, a complete synthesis procedure was developed.

Below, we summarize the procedure; a complete development is given elsewhere[24].

## Synthesis Procedure

1. Choose any stable $A$ matrix and any $N \times N$ symmetric positive definite matrix $Q$.
2. Solve $P A+A^{T} P+Q=0$ for the positive definite solution $P$.
3. Choose any vector $B$ and set $C=-B^{T} P / r$.
4. Choose any $D$ such that $\sigma-D>0$.

The first step of the procedure is simply the self-synchronization condition; it requires the linear system to be stable. Clearly, many choices for $A$ are possible. The second and third steps are akin to a negative feedback constraint, i.e., the linear feedback tends to stabilize the chaotic system. The last step in the procedure restricts $\sigma-D>0$ so that the $\dot{x}$ equation of the Lorenz system remains dissipative after feedback is applied.

For the purpose of demonstration, consider the following five-dimensional $x$-input/ $x$-output LFBCS.

$$
\begin{align*}
\dot{x} & =\sigma(y-x)+v \\
\dot{y} & =r x-y-x z \\
\dot{z} & =x y-b z \\
{\left[\begin{array}{l}
\dot{l}_{1} \\
\dot{l}_{2}
\end{array}\right] } & =\left[\begin{array}{cc}
-\frac{1}{2} & 10 \\
-10 & -\frac{1}{2}
\end{array}\right]\left[\begin{array}{l}
l_{1} \\
l_{2}
\end{array}\right]+\left[\begin{array}{l}
1 \\
1
\end{array}\right] x  \tag{71.6}\\
v & =-\left[\begin{array}{ll}
1 & 1
\end{array}\right]\left[\begin{array}{l}
l_{1} \\
l_{2}
\end{array}\right]
\end{align*}
$$



FIGURE 71.9: Lyapunov dimension of a 5-D LFBCS.


FIGURE 71.10: Self-synchronization in a 5-D LFBCS.

It can be shown in a straightforward way that the linear system satisfies the synthesis procedure for suitable choices of $P, Q$, and $R$. For the numerical demonstrations presented below, the Lorenz parameters chosen are $\sigma=16$ and $b=4$; the bifurcation parameter $r$ will be varied.

In Fig. 71.9, we show the computed Lyapunov dimension as $r$ is varied over the range, $20<$ $r<100$. This figure demonstrates that the LFBCS achieves a greater Lyapunov dimension than the Lorenz system without feedback. The Lyapunov dimension could be increased by using more states in the linear system. H owever, numerical experiments suggest that stablelinear feedback creates only negative Lyapunov exponents, limiting the dynamical complexity of LFBCSs. Nevertheless, their relative ease of implementation is an attractive practical feature.

In Fig. 71.10, we demonstrate the rapid synchronization between the transmitter and receiver systems. Thecurvemeasures the distance in state spacebetween the transmitter and receiver trajectories when the receiver is initialized from the zero state. Synchronization is maintained indefinitely.
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### 72.1 Introduction

One-dimensional nonlinear systems, although simple in form, are applicable in a surprisingly wide variety of engineering contexts. As models for engineering systems, their richly complex behavior has provided insight into the operation of, for example, analog-to-digital converters [1], nonlinear oscillators [2], and power converters [3]. As realizable systems, they have been proposed as random number generators [4] and as signal generators for communication systems [5, 6]. As analytic tools, they have served as mirrors for the behavior of more complex, higher dimensional systems [7, 8, 9].

Although one-dimensional nonlinear systems are, in general, hard to analyze, certain useful classes of them are relatively well understood. These systems are described by the recursion

$$
\begin{align*}
x[n] & =f(x[n-1])  \tag{72.1a}\\
y[n] & =g(x[n]) \tag{72.1b}
\end{align*}
$$

initialized by a scalar initial condition $x[0]$, where $f(\cdot)$ and $g(\cdot)$ arereal-valued functionsthat describe the evolution of a nonlinear system and the observation of its state, respectively. The dependence of the sequence $x[n]$ on its initial condition is emphasized by writing $x[n]=f^{n}(x[0])$ where $f^{n}(\cdot)$ represents the $n$-fold composition of $f(\cdot)$ with itself.

Without further restrictions of the form of $f(\cdot)$ and $g(\cdot)$, this class of systems is too large to easily explore. However, systems and signals corresponding to certain "well-behaved" maps $f(\cdot)$ and observation functions $g(\cdot)$ can be rigorously analyzed. M aps of this type often generate chaotic signals-loosely speaking, bounded signals that are neither periodic nor transient-under easily verifiable conditions. These chaotic signals, although completely deterministic, are in many ways analogous to stochastic processes. In fact, one-dimensional chaotic maps illustrate in a relatively simple setting that the istinction between deterministic and stochastic signals is sometimes artificial
and can be profitably emphasized or deemphasized according to the needs of an application. For instance, problems of signal recovery from noisy observations are often best approached with a deterministic emphasis, while certain signal generation problems[10] benefit most from a stochastic treatment.

### 72.2 Eventually Expanding Maps and Markov Maps

Although signal models of the form [1] have simple, one-dimensional state spaces, they can behave in a variety of complex ways that model a wide range of phenomena. This flexibility comes at a cost, however; without some restrictions on its form, this class of models is too large to be analytically tractable. Two tractable classes of models that appear quite often in applications are eventually expanding maps and $M$ arkov maps.

### 72.2.1 Eventually Expanding Maps

Eventually expandingmaps— which havebeen used to model sigma-delta modulators[11], switching power converters [3], other switched flow systems [12], and signal generators [6, 13]-have three defining features: they are piecewise smooth, they map the unit interval to itself, and they have some iteratewith slope that is everywheregreater than unity. $M$ aps with these features generatetime series that are chaotic, but on average well behaved. For reference, theformal definition is as follows, where the restriction to the unit interval is convenient but not necessary:

DEFINITION 72.1 A nonsingular map $f:[0,1] \rightarrow[0,1]$ is called eventually expanding if

1. There is a set of partition points $0=a_{0}<a_{1}<\cdots a_{N}=1$ such that restricted to each of the intervals $\mathcal{V}_{i}=\left[a_{i-1}, a_{i}\right)$, called partition elements, the map $f(\cdot)$ is monotonic, continuous and differentiable.
2. Thefunction $1 /\left|f^{\prime}(x)\right|$ is of bounded variation [14]. (In some definitions, this smoothness condition on the reciprocal of the derivative is replaced with a more restrictive bounded slope condition, i.e., there exists a constant B such that $\left|f^{\prime}(x)\right|<B$ for all $x$.)
3. There exists a real $\lambda>1$ and a integer $m$ such that

$$
\left|\frac{d}{d x} f^{m}(x)\right| \geq \lambda
$$

wherever the derivative exists. This is the eventually expanding condition.
Every eventually expanding map can be expressed in the form

$$
\begin{equation*}
f(x)=\sum_{i=1}^{N} f_{i}(x) \chi_{i}(x) \tag{72.2}
\end{equation*}
$$

where each $f_{i}(\cdot)$ is continuous, monotonic, and differentiable on the interior of the $i$ th partition element and the indicator function $\chi_{i}(x)$ is defined by

$$
\chi_{i}(x)= \begin{cases}1 & x \in \mathcal{V}_{i},  \tag{72.3}\\ 0 & x \notin \mathcal{V}_{i} .\end{cases}
$$

Thisclassisbroad enough to includefor example, discontinuousmaps and maps with discontinuous or unbounded slope. Eventually expanding maps also include a class that is particularly amenable to analysis- the M arkov maps.

M arkov maps are analytically tractable and broadly applicable to problems of signal estimation, signal generation, and signal approximation. They are defined as eventually expanding maps that are piecewise-linear and have some extra structure.

DEFINITION 72.2 A map $f:[0,1] \rightarrow[0,1]$ is an eventually expanding, piecewise linear, M arkov map if $f$ is an eventually expanding map with the following additional properties:

1. The map is piecewise-linear, i.e., there is a set of partition points $0=a_{0}<a_{1}<\cdots<$ $a_{N}=1$ such that restricted to each of the intervals $\mathcal{V}_{i}=\left[a_{i-1}, a_{i}\right)$, called partition elements, the map $f(\cdot)$ is affine, i.e., the functions $f_{i}(\cdot)$ on the right side of $(72.2)$ are of theform

$$
f_{i}(x)=s_{i} x+b_{i}
$$

2. The map has the $M$ arkov property that partition points map to partition points, i.e., for each $i, f\left(a_{i}\right)=a_{j}$ for some $j$.

Every M arkov map can be expressed in the form

$$
\begin{equation*}
f(x)=\sum_{i=1}^{N}\left(s_{i} x+b_{i}\right) \chi_{i}(x), \tag{72.4}
\end{equation*}
$$

where $s_{i} \neq 0$ for all $i$. Fig. 72.1 shows the M arkov map

$$
f(x)= \begin{cases}(1-a) x / a+a & 0 \leq x \leq a  \tag{72.5}\\ (1-x) /(1-a) & a<x \leq 1,\end{cases}
$$

which has partition points $\{0, a, 1\}$, and partition elements $\mathcal{V}_{1}=[0, a)$ and $\mathcal{V}_{2}=[a, 1)$.


FIGU RE 72.1: An example of a piecewise-linear M arkov map with two partition elements.

Markov maps generate signals with two useful properties: they are, when suitably quantized, indistinguishable from signals generated by M arkov chains; they are close, in a sense, to signals generated by moregeneral eventually expanding maps[15]. Thesetwo properties lead to applications of $M$ arkov maps for generating random numbers and approximating other signals. The analysis underlying these types of applications depends on signal representations that provide insight into the structure of chaotic signals.

### 72.3 Signals From Eventually Expanding Maps

There are several general representations for signals generated by eventually expanding maps. Each providesdifferent insights into thestructureof thesesignals sand provesuseful in different applications. First, and most obviously, a sequence generated by a particular map is completely determined by (and is thus represented by) its initial condition $x[0]$. This representation allows certain signal estimation problems to be recast as problems of estimating the scalar initial condition. Second, and lessobviously, thequantized signal $y[n]=g(x[n])$, for $n \geq 0$ generated by (72.1) with $g(\cdot)$ defined by

$$
\begin{equation*}
g(x)=i \quad x \in \mathcal{V}_{i}, \tag{72.6}
\end{equation*}
$$

uniquely specifiesthe initial condition $x[0]$ and hencethe entire state sequence $x[n]$. Such quantized sequences $y[n]$ are called the symbolic dynamics associated with $f(\cdot)$ [7]. Certain properties of a map, such as the collection of initial conditions leading to periodic points, are most easily described in terms of its symbolic dynamics. Finally, a hybrid representation of $x[n]$ combining the initial condition and symbolic representations

$$
\mathbf{H}[N]=\{g(x[0]), \ldots, g(x[N]), x[N]\}
$$

is often useful.

### 72.4 Estimating Chaotic Signals in Noise

Thehybrid signal representation described in the previous section can be applied to a classical signal processing problem - estimating a signal in whiteGaussian noise. For example, supposetheproblem is to estimate a chaotic sequence $x[n], n=0, \ldots, N-1$ from the noisy observations

$$
\begin{equation*}
r[n]=x[n]+w[n], \quad n=0, \ldots, N-1 \tag{72.7}
\end{equation*}
$$

where $w[n]$ is a stationary, zero-mean white Gaussian noise sequence with variance $\sigma_{w}^{2}$, and $x[n]$ is generated by iterating (72.1) from an unknown initial condition. Because $w[n]$ is white and Gaussian, the maximum likelihood estimation problem is equivalent to the constrained minimum distance problem

$$
\begin{equation*}
\underset{x[n]: x[i]=f(x[i-1]) \quad \varepsilon[N]=\sum_{k=0}^{N}(r[k]-x[k])^{2},{ }^{\text {minimize }},}{ } \tag{72.8}
\end{equation*}
$$

and to the scalar problem

$$
\begin{equation*}
\underset{x[0] \in[0,1]}{\operatorname{minimize}} \quad \varepsilon[N]=\sum_{k=0}^{N}\left(r[k]-f^{k}(x[0])\right)^{2} \tag{72.9}
\end{equation*}
$$

Thus, the maximum-likelihood problem can, in principle, be solved by first estimating the initial condition, then iterating (72.1) to generatetheremaining estimates. However, theinitial condition is often difficultto estimatedirectly becausethelikelihood function (72.9), which ishighly irregular with fractal characteristics, is unsuitable for gradient-descent type optimization [16]. Another solution divides the domain of $f(\cdot)$ into subintervals and then solves a dynamic programming problem [17]; however, this solution is, in general, suboptimal and computationally expensive.

Although themaximum likelihood problem described aboveneed not, in general, havea computationally efficient recursive solution, it does have one when, for example, themap $f(\cdot)$ is a symmetric tent map of the form

$$
\begin{equation*}
f(x)=\beta-1-\beta|x|, \quad x \in[-1,1] \tag{72.10}
\end{equation*}
$$

with parameter $1<\beta \leq 2$ [5]. This algorithm solves for the hybrid representation of the initial condition from which an estimate of the entiresignal can be determined. Thehybrid representation is of the form

$$
\mathbf{H}[N]=\{y[0], \ldots, y[N], x[N]\}
$$

whereeach $y[i]$ takes one of two values which, for convenience, we defineas $y[i]=\operatorname{sgn}(x[i])$. Since each $y[n]$ can independently takes one of two values, there are $2^{N}$ feasible solutions to this problem and a direct search for the optimal solution is thus impractical even for moderate values of $N$.

Theresulting algorithm hascomputational complexity that islinear in thelength of theobservation, $N$. This efficiency is the result of a special separation property, possessed by the map [10]: given $y[0], \ldots, y[i-1]$ and $y[i+1], \ldots, y[N]$ the estimate of the parameter $y[i]$ is independent of $y[i+1], \ldots, y[N]$. The algorithm is as follows. Denoting by $\hat{\phi}[n \mid m]$ the ML estimates of any sequence $\phi[n]$ given $r[k]$ for $0 \leq k \leq m$, the ML solution is of the form,

$$
\begin{align*}
\hat{x}[n \mid n] & =\frac{\left(\beta^{2}-1\right) \beta^{2 n} r[n]+\left(\beta^{2 n}-1\right) \hat{x}[n \mid n-1]}{\beta^{2(n+1)}-1}  \tag{72.11}\\
\hat{y}[n \mid N] & =\operatorname{sgn} \hat{x}[n \mid n]  \tag{72.12}\\
\hat{x}_{M L}[n \mid n] & =\mathcal{L}_{\beta}(\hat{x}[n \mid n]), \tag{72.13}
\end{align*}
$$

where $\hat{x}[n \mid n-1]=f(\hat{x}[n-1 \mid n-1])$, theinitialization is $\hat{x}[0 \mid 0]=r[0]$, and thefunction $\mathcal{L}_{\beta}(\hat{x}[n \mid n])$, defined by

$$
\mathcal{L}_{\beta}(x)= \begin{cases}x & x \in(-1, \beta-1)  \tag{72.14}\\ -1 & x \leq-1 \\ \beta-1 & x \geq \beta-1\end{cases}
$$

serves to restrict theM L estimatesto theinterval $x \in(-1, \beta-1)$. Thesmoothed estimates $\hat{x}_{M L}[n \mid N]$ are obtained by converting the hybrid representation to the initial condition and then iterating the estimated initial condition forward.

### 72.5 Probabilistic Properties of Chaotic Maps

Almost all waveforms generated by a particular eventually expanding map have the same average behavior [18], in the sense that the time average

$$
\begin{equation*}
\bar{h}(x[0])=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} h(x[k])=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} h\left(f^{k}(x[0])\right) \tag{72.15}
\end{equation*}
$$

exists and is essentially independent of the initial condition $x[0]$ for sufficiently well-behaved functions $h(\cdot)$. This result, which is reminiscent of results from the theory of stationary stochastic processes [19], forms the basis for a probabilistic interpretation of chaotic signals, which in turn leads to analytic methods for characterizing their time-average behavior.

To explore the link between chaotic and stochastic signals, first consider the stochastic process generated by iterating (72.1) from a random initial condition $x[0]$, with probability density function $p_{0}(\cdot)$. Denote by $p_{n}(\cdot)$ the density of the $n$th iterate $x[n]$. Although, in general, the members of the sequence $p_{n}(\cdot)$ will differ, there can exist densities, called invariant densities, that are time invariant, i.e.,

$$
\begin{equation*}
p_{0}(\cdot)=p_{1}(\cdot)=\ldots=p_{n}(\cdot) \triangleq p(\cdot) . \tag{72.16}
\end{equation*}
$$

When the initial condition $x[0]$ is chosen randomly according to an invariant density, the resulting stochastic process is stationary [19] and its ensembleaverages depend on the invariant density. Even
when the initial condition is not random, invariant densities play an important rolein describing the time-average behavior of chaotic signals. This role depends on, among other things, the number of invariant densities that a map possesses.

A general one-dimensional nonlinear map may possess many invariant densities. For example, eventually expanding maps with $N$ partition elements have at least one and at most $N$ invariant densities[20]. However, maps can often be decomposed into collections of maps, each with only one invariant density [19], and little generality is lost by concentrating on maps with only one invariant density. In this special case, the results that relate the invariant density to the average behavior of chaotic signals are more intuitive.

The invariant density, although introduced through the device of a random initial condition, can also be used to study the behavior of individual signals. Individual signals are connected to ensembles of signals, which correspond to random initial conditions, through a classical result dueto Birkhoff, which asserts that the time average $\bar{h}(x[0])$ defined by Eq. (72.15) exists whenever $f(\cdot)$ has an invariant density. When the $f(\cdot)$ has only one invariant density, thetime average is independent of the initial condition for almost all (with respect to the invariant density $p(\cdot)$ ) initial conditions and equals

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} h(x[k])=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} h\left(f^{k}(x[0])\right)=\int h(x) p(x) d x . \tag{72.17}
\end{equation*}
$$

where the integral is performed over the domain of $f(\cdot)$ and where $h(\cdot)$ is measurable.
Birkhoff's theorem leads to a relative frequency interpretation of time averages of chaotic signals. To seethis, consider thetime averageof theindicator function $\tilde{\chi}_{[s-\epsilon, s+\epsilon]}(x)$, which iszero everywhere but in the interval [ $s-\epsilon, s+\epsilon$ ] where it is equal to unity. Using Birkhoff's theorem with Eq. (72.17) yields

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \tilde{\chi}_{[s-\epsilon, s+\epsilon]}(x[k]) & =\int \tilde{\chi}_{[s-\epsilon, s+\epsilon]}(x) p(x) d x  \tag{72.18}\\
& =\int_{[s-\epsilon, s+\epsilon]} p(x) d x  \tag{72.19}\\
& \approx 2 \epsilon p(s), \tag{72.20}
\end{align*}
$$

where Eq. (72.20) follows from Eq. (72.19) when $\epsilon$ is small and $p(\cdot)$ is sufficiently smooth. The time average (72.18) is exactly thefraction of time that the sequence $x[n]$ takes values in the interval $[s-\epsilon, s+\epsilon]$. Thus, from (72.20), the value of the invariant density at any point $s$ is approximately proportional to the relative frequency with which $x[n]$ takes values in a small neighborhood of the point. Motivated by this relative frequency interpretation, the probability that an arbitrary function $h(x[n])$ falls into an arbitrary set $A$ can be defined by

$$
\begin{equation*}
\operatorname{Pr}\{h(x) \in A\}=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} \tilde{\chi}_{A}(h(x[k])) . \tag{72.21}
\end{equation*}
$$

Using this definition of probability, it can be shown that for any M arkov map, the symbol sequence $y[n]$ defined in Section 72.3 is indistinguishable from a M arkov chain in the sense that

$$
\begin{equation*}
\operatorname{Pr}\{y[n] \mid y[n-1], \ldots, y[0]\}=\operatorname{Pr}\{y[n] \mid y[n-1]\}, \tag{72.22}
\end{equation*}
$$

holds for all $n$ [21]. Thefirst order transition probabilities can be shown to be of the form

$$
\operatorname{Pr}(y[n] \mid y[n-1])=\frac{\left|\mathcal{V}_{y[n]}\right|}{\left|s_{y[n]}\right|\left|\mathcal{V}_{y[n-1]}\right|},
$$

where the $s_{i}$ are the slopes of the map $f(\cdot)$ as in Eq. (72.4) and $\left|\mathcal{V}_{y[n]}\right|$ denotes the length of the interval $\mathcal{V}_{y[n]}$. As an example, consider the asymmetric tent map

$$
f(x)= \begin{cases}x / a & 0 \leq x \leq a \\ (1-x) /(1-a) & a<x \leq 1,\end{cases}
$$

with parameter in the range $0<a<1$ and a quantizer $g(\cdot)$ of the form (72.6). The previous results establish that $y[n]=g(x[n])$ is equivalent to a sample sequence from the M arkov chain with transition probability matrix

$$
[P]_{i j}=\left[\begin{array}{ll}
a & 1-a \\
a & 1-a
\end{array}\right]
$$

where $[P]_{i j}=\operatorname{Pr}\{y[n]=i \mid y[n-1]=j\}$. Thus, the symbolic sequence appears to have been generated by independent flips of a biased coin with the probability of heads, say, equal to $a$. When the parameter takes the value $a=1 / 2$, this corresponds to a sequence of independent equally likely bits. Thus, a sequence of Bernoulli random variables can been constructed from a deterministic sequence $x[n]$. Based on this remarkable result, a circuit that generates statistically independent bits for cryptographic applications has been designed [4].

Someof thedeeper probabilistic properties of chaotic signals depend on the integral (72.17), which in turn depends on the invariant density. For some maps, invariant densities can be determined explicitly. For example, the tent map (72.10) with $\beta=2$ has invariant density

$$
p(x)=\left\{\begin{array}{cl}
1 / 2 & -1 \leq x \leq 1 \\
0 & \text { otherwise }
\end{array}\right.
$$

as can bereadily verified usingelementary resultsfrom thetheory of derived distributions of functions of random variables[22]. M oregenerally, all M arkovmapshaveinvariant densitiesthat arepiecewise constant function of the form

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i} \chi_{i}(x) \tag{72.23}
\end{equation*}
$$

where $c_{i}$ are real constants that can be determined from the map's parameters [23]. This makes M arkov maps especially amenable to analysis.

### 72.6 Statistics of Markov Maps

The transition probabilities computed above may be viewed as statistics of the sequence $x[n]$. These statistics, which are important in a variety of applications, have the attractive property that they are defined by integrals having, for M arkov maps, readily computable, closed-form solutions. This property holds more generally- $M$ arkov maps generate sequences for which a large class of statistics can be determined in closed form. These analytic solutions have two primary advantages over empirical solutions computed by time averaging: they circumvent some of the numerical problems that arise when simulating the long sequences of chaotic data that are necessary to generate reliable averages; and they often provide insight into aspects of chaotic signals, such as dependence on a parameter, that could not be easily determined by empirical averaging.

Statistics that can be readily computed include correlations of the form

$$
\begin{align*}
R_{f ; h_{0}, h_{1}, \ldots, h_{r}}\left[k_{1}, \ldots, k_{r}\right] & =\lim _{L \rightarrow \infty} \frac{1}{L} \sum_{n=0}^{L-1} h_{0}(x[n]) h_{1}\left(x\left[n+k_{1}\right]\right) \cdots h_{r}\left(x\left[n+k_{r}\right]\right)(72.24) \\
& =\int h_{0}(x[n]) h_{1}\left(x\left[n+k_{1}\right]\right) \cdots h_{r}\left(x\left[n+k_{r}\right]\right) p(x) d x,(72.25) \tag{72.25}
\end{align*}
$$

wherethe $h_{i}(\cdot)^{\prime} s$ are suitably well-behaved but otherwise arbitrary functions, the $k_{i}^{\prime} s$ are nonnegative integers, the sequence $x[n]$ is generated by Eq. (72.1), and $p(\cdot)$ is the invariant density. This class of statistics includes as important special cases the autocorrelation function and all higherorder moments of the time-series. Of primary importance in determining these statistics is a linear transformation called the Frobenius-Perron (FP) operator, which enters into the computation of these correlations in two ways. First, it suggests a method for determining an invariant density. Second, it provides a "change of variables" within the integral that leads to simple expressions for correlation statistics.

Thedefinition of theFP operator can bemotivated by using the deviceof a random initial condition $x[0]$ with density $p_{0}(x)$ as in Section 72.5. TheFP operator describesthetime evolution of thisinitial probability density. M ore precisely, it relates the initial density to the densities $p_{n}(\cdot)$ of the random variables $x[n]=f^{n}(x[0])$ through the equation

$$
\begin{equation*}
p_{n}(x)=P_{f}^{n} p_{0}(x) \tag{72.26}
\end{equation*}
$$

where $P_{f}^{n}$ denotes the $n$-fold self-composition of $P_{f}$. This definition of the FP operator, although phrased in terms of itsaction on probability densities, can beextended to all integrablefunctions. This extended operator, which is also called the FP operator, is linear and continuous. Its properties are closely related to the statistical structure of signals generated by chaotic maps (see [9] for a thorough discussion of these issues). For example, the evolution equation (72.26) implies that an invariant density of a map is a fixed point of its FP operator, that is, it satisfies

$$
\begin{equation*}
p(x)=P_{f} p(x) \tag{72.27}
\end{equation*}
$$

This relation can be used to determine explicitly the invariant densities of $M$ arkov maps [23], which may in turn be used to compute more general statistics.

Using the change of variables property of the FP operator, the correlation statistic (72.25) can be expressed as the ensemble average

$$
\begin{align*}
& R_{f ; h_{0}, h_{1}, \ldots, h_{r}}\left[k_{1}, \ldots, k_{r}\right]=  \tag{72.28}\\
& \qquad \int h_{r}(x) P_{f}^{k_{r}-k_{r-1}}\left\{h_{r-1}(x) \cdots P_{f}^{k_{2}-k_{1}}\left\{h_{1}(x) P_{f}^{k_{1}}\left\{h_{0}(x) p(x)\right\}\right\} \cdots\right\} d x \tag{72.29}
\end{align*}
$$

Although such integralsare, for general one-dimensional nonlinear maps, difficult to evaluate, closedform solutions exist when $f(\cdot)$ is a Markov map- a development that depends on an explicit expression for FP operator.

The FP operator of a M arkov map has a simple, finite-dimensional matrix representation when it operates on certain piecewise polynomial functions. Any function of the form

$$
h(\cdot)=\sum_{i=0}^{K} \sum_{j=1}^{N} a_{i j} x^{i} \chi_{j}(x)
$$

can be represented by an $N(K+1)$ dimensional coordinate vector with respect to the basis

$$
\begin{align*}
& \left\{\theta_{1}(x), \theta_{2}(x), \ldots, \theta_{N(K+1)}\right\} \stackrel{\Delta}{=} \\
& \quad\left\{\chi_{1}(x), \ldots, \chi_{N}(x), x \chi_{1}(x), \ldots, x \chi_{N}(x), \ldots, x^{K} \chi_{1}(x), \ldots, x^{K} \chi_{N}(x)\right\} \tag{72.30}
\end{align*}
$$

The action of the FP operator on any such function can be expressed as a matrix-vector product: when the coordinate vector of $h(x)$ is $\mathbf{h}$, the coordinate vector of $q(x)=P_{f} h(x)$ is

$$
\mathbf{q}=\mathbf{P}_{K} \mathbf{h}
$$

where $\mathbf{P}_{k}$ is the square $N(K+1)$ dimensional, block upper-triangular matrix

$$
\mathbf{P}_{K}=\left[\begin{array}{ccccc}
\mathbf{P}_{00} & \mathbf{P}_{01} & \cdots & \cdots & \mathbf{P}_{0 K}  \tag{72.31}\\
0 & \mathbf{P}_{11} & \mathbf{P}_{12} & \cdots & \mathbf{P}_{1 K} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & \cdots & \cdots & \mathbf{P}_{K K}
\end{array}\right]
$$

and where each nonzero $N \times N$ block is of the form

$$
\begin{equation*}
\mathbf{P}_{i j}=\binom{j}{i} \mathbf{P}_{0} \mathbf{B}^{j-i} \mathbf{S}^{j} \quad \text { for } j \geq i \tag{72.32}
\end{equation*}
$$

The $N \times N$ matrices $\mathbf{B}$ and $\mathbf{S}$ are diagonal with elements $B_{i i}=-b_{i}$ and $S_{i i}=1 / s_{i}$, respectively, while $\mathbf{P}_{0}=\mathbf{P}_{00}$ is the $N \times N$ matrix with elements

$$
\left[\mathbf{P}_{0}\right]_{i j}= \begin{cases}1 /\left|s_{j}\right| & i \in \mathcal{I}_{j}  \tag{72.33}\\ 0 & \text { otherwise. }\end{cases}
$$

Theinvariant density of aM arkov map, which isneeded to computethecorrelation statistic(72.25), can be determined as the solution of an eigenvector problem. It can be shown that such invariant densities are piecewise constant functions so that the fixed point equation (72.27) reduces to the matrix expression

$$
\mathbf{P}_{0} \mathbf{p}=\mathbf{p}
$$

Dueto the properties of the matrix $\mathbf{P}_{0}$, this equation always has a solution that can bechosen to have nonnegative components. It follows that the correlation statistic (72.29) can always be expressed as

$$
\begin{equation*}
R_{f ; h_{0}, h_{1}, \ldots, h_{r}}\left[k_{1}, \ldots, k_{r}\right]=\mathbf{g}_{1}^{T} \mathbf{M} \mathbf{g}_{2} \tag{72.34}
\end{equation*}
$$

where $\mathbf{M}$ is a basis correlation matrix with elements

$$
\begin{equation*}
[\mathbf{M}]_{i j}=\int \theta_{i}(x) \theta_{j}(x) d x \tag{72.35}
\end{equation*}
$$

and $\mathbf{g}_{i}$ are the coordinate vectors of the functions

$$
\begin{align*}
& g_{1}(x)=h_{r}(x)  \tag{72.36}\\
& g_{2}(x)=P_{f}^{k_{r}-k_{r-1}}\left\{h_{r-1}(x) \cdots P_{f}^{k_{2}-k_{1}}\left\{h_{1}(x) P_{f}^{k_{1}}\left\{h_{0}(x) p(x)\right\}\right\} \cdots\right\} . \tag{72.37}
\end{align*}
$$

By theprevious discussion, thecoordinate vectors $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$ can bedetermined using straightforward matrix-vector operations. Thus, expression (72.34) provides a practical way of exactly computing the integral (72.29), and reveals some important statistical structure of signals generated by M arkov maps.

### 72.7 Power Spectra of Markov Maps

An important statistic in the context of many engineering applications is the power spectrum. The power spectrum associated with a M arkov map is defined as the Fourier transform of its autocorrelation sequence

$$
\begin{equation*}
R_{x x}[k]=\int x[n] x[n+k] p(x) d x \tag{72.38}
\end{equation*}
$$

which, using Eq. (72.34) can be rewritten in the form

$$
\begin{equation*}
R_{x x}[k]=\mathbf{g}_{1}^{T} \mathbf{M}_{1} \mathbf{P}_{1}^{k} \tilde{\mathbf{g}}_{2}, \tag{72.39}
\end{equation*}
$$

where $\mathbf{P}_{1}$ is the matrix representation of the FP operator restricted to the space of piecewise linear functions, and where $\mathbf{g}_{1}$ is the coordinate vector associated with the function $x$, and where $\tilde{\mathbf{g}}_{2}$ is the coordinate vector associated with $\tilde{g}_{2}(x)=x p(x)$.

The power spectrum is obtained from the Fourier transform of Eq. (72.39), yielding,

$$
\begin{equation*}
S_{x x}\left(e^{j \omega}\right)=\mathbf{g}_{1}^{T} \mathbf{M}_{1}\left(\sum_{k=-\infty}^{+\infty} \mathbf{P}_{1}^{|k|} e^{-j \omega k}\right) \tilde{\mathbf{g}}_{2} . \tag{72.40}
\end{equation*}
$$

This sum can be simplified by examining the eigenvalues of the FP matrix $\mathbf{P}_{1}$. In general, $\mathbf{P}_{1}$ has eigenvalues whose magnitude is strictly less than unity, and others with unit-magnitude [9]. Using this fact, Eq. (72.40) can be expressed in theform

$$
\begin{equation*}
S_{x x}\left(e^{j \omega}\right)=\mathbf{h}_{1}^{T} \mathbf{M}\left(\mathbf{I}-\Gamma_{2} e^{-j \omega}\right)^{-1}\left(\mathbf{I}-\Gamma_{2}^{2}\right)\left(\mathbf{I}-\Gamma_{2} e^{j \omega}\right)^{-1} \tilde{\mathbf{g}}_{2}+\sum_{i=1}^{m} C_{i} \delta\left(\omega-\omega_{i}\right), \tag{72.41}
\end{equation*}
$$

where $\Gamma_{2}$ has eigenvalues that are strictly less than one in magnitude, and $C_{i}$ and $\omega_{i}$ depend on the unit magnitude eigenvalues of $\mathbf{P}_{1}$.

As Eq. (72.41) reflects, the spectrum of a M arkov map is a linear combination of an impulsive component and a rational function. This implies that there are classes of rational spectra that can be generated not only by the usual method of driving white noise through a linear time-invariant filter with a rational system function, but also by iterating deterministic nonlinear dynamics. For this reason it is natural to view chaotic signals corresponding to Markov maps as "chaotic ARMA (autoregressive moving-average) processes". Special cases correspond to the "chaotic white noise" described in [5] and the first order autoregressive processes described in [24].

Consider now a simple example involving the M arkov map defined in Eq. (72.5) and shown in Figure 72.1. Using the techniques described above, the invariant density is determined to be the piecewise-constant function

$$
p(x)= \begin{cases}1 /(1+a) & 0 \leq x \leq a \\ 1 /\left(1-a^{2}\right) & a \leq x \leq 1\end{cases}
$$

Using Eq. (72.41) and a parameter value $a=8 / 9$, the rational part of the autocorrelation sequence associated with $f(\cdot)$ is determined to be

$$
\begin{equation*}
S_{x x}(z)=-\frac{42632}{459} \frac{36 z^{-1}-145+36 z}{(9+8 z)\left(9+8 z^{-1}\right)\left(64 z^{2}+z+81\right)\left(64 z^{-2}+z^{-1}+81\right)} . \tag{72.42}
\end{equation*}
$$

The power spectrum corresponding to evaluating Eq. (72.42) on the unit circle $z=e^{j \omega}$ is plotted in Figure 72.2 , along with an empirical spectrum computed by periodogram averaging with a window length of 128 on a time series of length 50,000 . The solid line corresponds to the analytically obtained expression (72.42), whilethecirclesrepresent thespectral samplesestimated by periodogram averaging.

### 72.8 Modeling Eventually Expanding Maps with Markov Maps

Oneapproach to studying the statistics of more general eventually expanding maps involves approximation by M arkov maps- the statistics of any eventually expanding map can be approximated to


FIGURE 72.2: Comparison of analytically computed power spectrum to empirical power spectrum for the map of Figure 72.1. The solid line indicates the analytically computed spectrum, while the circles indicate the samples of the spectrum estimated by applying periodogram averaging to a time series of length 50,000.
arbitrary accuracy by those of some M arkov map. This approximation strategy provides a powerful method for analyzing chaotic time series from eventually expanding maps: first approximatethe map by a M arkov map, then use the previously described techniques to determine its statistics. In order for this approach to be useful, an appropriate notion, the approximation quality, and a constructive procedure for generating an approximate map are required.

A sequence of piecewise-linear M arkov maps $\hat{f}_{i}(\cdot)$ with statistics that converge to those of a given eventually expanding map $f(\cdot)$ is said to statistically converge to $f(\cdot)$. M ore formally:

DEFINITION 72.3 Let $f(\cdot)$ be an eventually expanding map with a unique invariant density $p(\cdot)$. A sequence of maps $\left\{\hat{f}_{i}(\cdot)\right\}$ statistically converges to $f(\cdot)$ if each $\hat{f}_{i}(\cdot)$ has a unique invariant density $p_{i}(\cdot)$ and

$$
R_{\hat{f}_{i}, h_{0}, h_{1}, \ldots, h_{r}}\left[k_{1}, \ldots, k_{r}\right] \rightarrow R_{f, h_{0}, h_{1}, \ldots, h_{r}}\left[k_{1}, \ldots, k_{r}\right] \text { as } i \rightarrow \infty
$$

for any continuous $h_{j}(\cdot)$ and all finite $k_{j}$ and finite $r$.
Any eventually expanding map $f(\cdot)$ is the limit of a sequence of M arkov maps that statistically converges and can be constructed in a straightforward manner. The idea is to define a M arkov map on an increasingly fine set of partition points that includes the original partition points of $f(\cdot)$. Denote by $\mathcal{Q}$ the set of partition points of $f(\cdot)$, and by $\mathcal{Q}_{i}$ the set of partition points of the $i$ th map in the sequence of $M$ arkov map approximations. The sets of partition pointsfor theincreasingly fine approximations are defined recursively via

$$
\begin{equation*}
\mathcal{Q}_{i}=\mathcal{Q}_{i-1} \cup f^{-1}\left(\mathcal{Q}_{i-1}\right) . \tag{72.43}
\end{equation*}
$$

In turn, each approximating map $\hat{f_{i}}(\cdot)$ is defined by specifying its value at the partition points $\mathcal{Q}_{i}$ by a procedure that ensures that the $M$ arkov property holds [15]. At all other points, the map $\hat{f_{i}}(\cdot)$ is defined by linear interpolation.

Conveniently, if $f(\cdot)$ is an eventually expanding map in the sense of Definition 72.1, then the sequence of piecewise linear M arkov approximations $\hat{f_{i}}(\cdot)$ obtained by the above procedure statistically converges to $f(\cdot)$, i.e., converges in the sense of Definition 72.3. This means that, for sufficiently large $i$, the statistics of $\hat{f_{i}}(\cdot)$ are close to those of $f(\cdot)$. As a practical consequence, the correlation statistics of the eventually expanding map $f(\cdot)$ can be approximated by first determining a M arkov map $\hat{f}_{k}(\cdot)$ that is a good approximation to $f(\cdot)$, and then finding the statistics of M arkov map using the techniques described in Section 72.6.
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### 73.1 Introduction

Fractal signal models are important in a wide range of signal processing applications. For example, they are often well-suited to analyzing and processing various forms of natural and man-made phenomena. Likewise, the synthesis of such signals plays an important role in a variety of electronic systems for simulating physical environments. In addition, the generation, detection, and manipulation of signals with fractal characteristics has become of increasing interest in communication and remote-sensing applications.

A defining characteristic of a fractal signal is its invariance to time or space-dilation. In general, such signals may be one-dimensional (e.g., fractal time series) or multidimensional (e.g., fractal natural terrain models). M oreover, they may be continuous-time or discrete-time in nature, and may be continuous or discrete in amplitude.

### 73.2 Fractal Random Processes

M ost generally, fractal signals are signals having detail or structure on all temporal or spatial scales. The fractal signals of most interest in applications are those in which the structure at different scales is similar. Formally, a zero-mean random process $x(t)$ defined on $-\infty<t<\infty$ is statistically self-similar if its statistics are invariant to dilations and compressions of the waveform in time. M ore specifically, a random process $x(t)$ is statistically self-similar with parameter $H$ if for any real $a>0$ it obeys the scaling relation $x(t) \stackrel{\mathcal{P}}{=} a^{-H} x(a t)$, where $\stackrel{\mathcal{P}}{=}$ denotes equality in a statistical sense. For strict-sense self-similar processes, thisequality isin thesenseof all finite-dimensional joint probability distributions. For wide-sense self-similar processes, the equality is interpreted in the sense of secondorder statistics, i.e., the

$$
R_{x}(t, s) \triangleq E[x(t) x(s)]=a^{-2 H} R_{x}(a t, a s)
$$

A sample path of a self-similar process is depicted in Fig. 73.1.


FIGURE 73.1: A sample waveform from a statistically scale-invariant random process, depicted on three different scales.

While regular self-similar random processes cannot be stationary, many physical processes exhibiting self-similarity possess some stationary attributes. An important class of models for such phenomena are referred to as " $1 / f$ processes". The $1 / f$ family of statistically self-similar random processes are empirically defined as processes having measured power spectra obeying a power law relationship of the form

$$
\begin{equation*}
S_{x}(\omega) \sim \frac{\sigma_{x}^{2}}{|\omega|^{\gamma}} \tag{73.1}
\end{equation*}
$$

for some spectral parameter $\gamma$ related to $H$ according to $\gamma=2 H+1$.
Generally, the power law relationship (73.1) extends over several decades of frequency. While data length typicallylimits accessto spectral information at lower frequencies, and dataresolution typically limits access to spectral content at higher frequencies, there are many examples of phenomena for which arbitrarily large data records justify a $1 / f$ spectrum of the form (73.1) over all accessible frequencies. However, (73.1) is not integrable and hence, strictly speaking, does not constitute a valid power spectrum in the theory of stationary random processes. Nevertheless, a variety of interpretations of such spectra have been developed based on notions of generalized spectra [1, 2, 3].

As a consequence of their inherent self-similarity, the sample paths of $1 / f$ processes are typically fractals[4]. Thegraphs of samplepaths of random processesareone-dimensional curves in theplane; this istheir "topological dimension". However, fractal random processes havesamplepathsthat areso irregular that their graphs have an "effective" dimension that exceeds their topological dimension of unity. It is this effective dimension that is usually referred to as the "fractal" dimension of thegraph. However, it is important to note that the notion of fractal dimension is not uniquely defined. There are several different definitions of fractal dimension from which to choose for a given applicationeach with subtle but significant differences [5]. Nevertheless, regardless of the particular definition, the fractal dimension $D$ of the graph of a fractal function typically ranges between $D=1$ and $D=2$. Larger values of $D$ correspond to functions whose graphs are increasingly rough in appearance and,
in an appropriate sense, fill the planein which thegraph resides to a greater extent. For $1 / f$ processes, there is an inverse relationship between the fractal dimension $D$ and the self-similarity parameter $H$ of the process: an increase in the parameter $H$ yields a decrease in the dimension $D$, and vice versa. This is intuitively reasonable, since an increase in $H$ corresponds to an increase in $\gamma$, which, in turn, reflects a redistribution of power from high to low frequencies and leads to sample functions that are increasingly smooth in appearance.

A truly enormous and tremendously varied collection of natural phenomena exhibit $1 / f$-type spectral behavior over many decades of frequency. A partial list includes (see, e.g., [4, 6, 7, 8, 9] and the references therein): geophysical, economic, physiological, and biological timeseries; electromagnetic and resistance fluctuations in media; electronic device noises; frequency variation in clocks and oscillators; variations in music and vehicular traffic; spatial variation in terrestrial features and clouds; and error behavior and traffic patterns in communication networks.

While $\gamma \approx 1$ in many of these examples, more generally $0 \leq \gamma \leq 2$. However, there are many examples of phenomena in which $\gamma$ lies well outsidethis range. For $\gamma \geq 1$, thelack of integrability of (73.1) in a neighborhood of thespectral origin reflectsthepreponderance of low-frequency energy in thecorresponding processes. This phenomenon istermed theinfrared catastrophe. For many physical phenomena, measurements corresponding to very small frequencies show no low-frequency roll off, which is usually understood to reveal an inherent nonstationarity in the underlying process. Such is the case for the Wiener process (regular Brownian motion), for which $\gamma=2$. For $\gamma \leq 1$, the lack of integrability in the tails of the spectrum reflects a preponderance of high-frequency energy and is termed the ultraviolet catastrophe. Such behavior is familiar for generalized Gaussian processes such as stationary whiteGaussian noise $(\gamma=0)$ and its usual derivatives. When $\gamma=1$, both catastrophes are experienced. This process is referred to as "pink" noise, particularly in the audio applications where such noises are often synthesized for use in room equalization.

An important property of $1 / f$ processes is their persistent statistical dependence. Indeed, the generalized Fourier pair [10]

$$
\begin{equation*}
\frac{|\tau|^{\gamma-1}}{2 \Gamma(\gamma) \cos (\gamma \pi / 2)} \stackrel{\mathcal{F}}{\longleftrightarrow} \frac{1}{|\omega|^{\gamma}} \tag{73.2}
\end{equation*}
$$

valid for $\gamma>0$ but $\gamma \neq 1,2,3, \ldots$, reflects that the autocorrelation $R_{x}(\tau)$ associated with the spectrum (73.1) for $0<\gamma<1$ is characterized by slow decay of the form $R_{x}(\tau) \sim|\tau|^{\gamma-1}$.

This power law decay in correlation structure distinguishes $1 / f$ processes from many traditional models for time series analysis. For example, the well-studied family of autoregressive movingaverage (ARMA) models have a correlation structure invariably characterized by exponential decay. As a consequence, ARM A models are generally inadequate for capturing long-term dependence in data.

One conceptually important characterization for $1 / f$ processes is that based on the effects of bandpass filtering on such processes [11]. This characterization is strongly tied to empirical characterizations of $1 / f$ processes, and is particularly useful for engineering applications. With this characterization, a $1 / f$ process is formally defined as a wide-sense statistically self-similar random process having the property that when filtered by some arbitrary ideal bandpass filter (where $\omega=0$ and $\omega= \pm \infty$ arestrictly not in the passband), the resulting process is wide-sensestationary and has finite variance.

Amongavariety of implicationsof thisdefinition, it followsthat such aprocessal so hastheproperty that when filtered by any ideal bandpass filter (again such that $\omega=0$ and $\omega= \pm \infty$ are strictly not in the passband), the result is a wide-sensestationary process with a spectrum that is $\sigma_{x}^{2} /|\omega|^{\gamma}$ within the passband of the filter.

### 73.2.1 Models and Representations for $1 / f$ Processes

A variety of exact and approximate mathematical models for $1 / f$ processes are useful in signal processing applications. These include fractional Brownian motion, generalized autoregressive-moving-average, and wavelet-based models.

## Fractional Brownian Motion and Fractional Gaussian Noise

Fractional Brownian motion and fractional Gaussian noise have proven to be useful mathematical modelsfor Gaussian $1 / f$ behavior. In particular, the fractional Brownian motion framework provides a useful construction for models of $1 / f$-type spectral behavior corresponding to spectral exponents in the range $-1<\gamma<1$ and $1<\gamma<3$; see, e.g., [4, 7]. In addition, it has proven useful for addressing certain classes of signal processing problems; see, e.g., $[12,13,14,15]$.

Fractional Brownian motion isanonstationary Gaussian self-similar process $x(t)$ with theproperty that its corresponding self-similar increment process

$$
\Delta x(t ; \varepsilon) \triangleq \frac{x(t+\varepsilon)-x(t)}{\varepsilon}
$$

is stationary for every $\varepsilon>0$.
A convenient though specialized definition of fractional Brownian motion is given by Barton and Poor [12]:

$$
\begin{align*}
& x(t) \triangleq \frac{1}{\Gamma(H+1 / 2)}\left[\int_{-\infty}^{0}\left(|t-\tau|^{H-1 / 2}-|\tau|^{H-1 / 2}\right) w(\tau) d \tau\right. \\
&\left.\quad+\int_{0}^{t}|t-\tau|^{H-1 / 2} w(\tau) d \tau\right] \tag{73.3}
\end{align*}
$$

where $0<H<1$ is the self-similarity parameter, and where $w(t)$ is a zero-mean, stationary white Gaussian noise process with unit spectral density. When $H=1 / 2$, (73.3) specializes to the Wiener process, i.e., classical Brownian motion. Sample functions of fractional Brownian motion have a fractal dimension (in theH ausdorff-Besicovitch sense) given by [4, 5]

$$
D=2-H .
$$

M oreover, the correlation function for fractional Brownian motion is given by

$$
R_{x}(t, s)=E[x(t) x(s)]=\frac{\sigma_{H}^{2}}{2}\left(|s|^{2 H}+|t|^{2 H}-|t-s|^{2 H}\right),
$$

where

$$
\sigma_{H}^{2}=\operatorname{var} x(1)=\Gamma(1-2 H) \frac{\cos (\pi H)}{\pi H}
$$

The increment process leads to a conceptually useful interpretation of the derivative of fractional Brownian motion: as $\varepsilon \rightarrow 0$, fractional Brownian motion has, with $H^{\prime}=H-1$, the generalized derivative[12]

$$
\begin{equation*}
x^{\prime}(t)=\frac{d}{d t} x(t)=\lim _{\varepsilon \rightarrow 0} \Delta x(t ; \varepsilon)=\frac{1}{\Gamma\left(H^{\prime}+1 / 2\right)} \int_{-\infty}^{t}|t-\tau|^{H^{\prime}-1 / 2} w(\tau) d \tau \tag{73.4}
\end{equation*}
$$

which is termed fractional Gaussian noise. This process is stationary and statistically self-similar with parameter $H^{\prime}$. Moreover, since (73.4) is equivalent to a convolution, $x^{\prime}(t)$ can be interpreted as the output of an unstable linear time-invariant system with impulse response

$$
v(t)=\frac{1}{\Gamma(H-1 / 2)} t^{H-3 / 2} u(t)
$$

driven by $w(t)$. Fractional Brownian motion $x(t)$ is recovered via

$$
x(t)=\int_{0}^{t} x^{\prime}(t) d t
$$

The character of the fractional Gaussian noise $x^{\prime}(t)$ depends strongly on the value of $H$. This follows from the autocorrelation function for the increments of fractional Brownian motion, viz.,

$$
\begin{aligned}
R_{\Delta x}(\tau ; \varepsilon) & \triangleq E[\Delta x(t ; \varepsilon) \Delta x(t-\tau ; \varepsilon)] \\
& =\frac{\sigma_{H}^{2} \varepsilon^{2 H-2}}{2}\left[\left(\frac{|\tau|}{\varepsilon}+1\right)^{2 H}-2\left(\frac{|\tau|}{\varepsilon}\right)^{2 H}+\left(\frac{|\tau|}{\varepsilon}-1\right)^{2 H}\right],
\end{aligned}
$$

which at large lags $(|\tau| \gg \varepsilon)$ takes the form

$$
\begin{equation*}
R_{\Delta x}(\tau) \approx \sigma_{H}^{2} H(2 H-1)|\tau|^{2 H-2} \tag{73.5}
\end{equation*}
$$

Sincetheright side of Eq. (73.5) hasthe samealgebraic sign as $H-1 / 2$, for $1 / 2<H<1$ the process $x^{\prime}(t)$ exhibits long-term dependence, i.e., persistent correlation structure; in this regime, fractional Gaussian noise is stationary with autocorrelation

$$
R_{x^{\prime}}(\tau)=E\left[x^{\prime}(t) x^{\prime}(t-\tau)\right]=\sigma_{H}^{2}\left(H^{\prime}+1\right)\left(2 H^{\prime}+1\right)|\tau|^{2 H^{\prime}}
$$

and thegeneralized Fourier pair (73.2) suggests that the corresponding power spectral density can be expressed as $S_{x^{\prime}}(\omega)=1 /|\omega|^{\gamma^{\prime}}$, where $\gamma^{\prime}=2 H^{\prime}+1$. In other regimes, for $H=1 / 2$ the derivative $x^{\prime}(t)$ is the usual stationary whiteGaussian noise, which has no correlation, whilefor $0<H<1 / 2$, fractional Gaussian noise exhibits persistent anti-correlation.

A closely related discrete-timefractional Brownian motion framework for modeling $1 / f$ behavior has also been extensively developed based on the notion of fractional differencing [16, 17].

## ARMA Models for $1 / f$ Behavior

Another class of modelsthat has been used for addressing signal processing problems involving $1 / f$ processes is based on a generalized autoregressive moving-average framework. These models havebeen used both in signal modelingand processing applications, aswell asin synthesis applications as $1 / f$ noise generators and simulators [ $18,19,20$ ].

One such framework is based on a "distribution of time constants" formulation [21, 22]. With this approach, a $1 / f$ process is modeled as the weighted superposition of an infinite number of independent random processes, each governed by a distinct characteristic time-constant $1 / \alpha>$ 0 . Each of these random processes has correlation function $R_{\alpha}(\tau)=e^{-\alpha|\tau|}$ corresponding to a Lorentzian spectra of the form $S_{\alpha}(\omega)=2 \alpha /\left(\alpha^{2}+\omega^{2}\right)$, and can be modeled as theoutput of a causal LTI filter with system function $\Upsilon_{\alpha}(s)=\sqrt{2 \alpha} /(s+\alpha)$ driven by an independent stationary white noise source. The weighted superposition of a continuum of such processes has an effectivespectrum

$$
\begin{equation*}
S_{x}(\omega)=\int_{0}^{\infty} S_{\alpha}(\omega) f(\alpha) d \alpha \tag{73.6}
\end{equation*}
$$

where the weights $f(\alpha)$ correspond to the density of poles or, equivalently, relaxation times. If an unnormalizable, scale-invariant density of the form $f(\alpha)=\alpha^{-\gamma}$ is chosen for $0<\gamma<2$, the resulting spectrum (73.6) is $1 / f$, i.e., of the form (73.1).

M ore practically, useful approximate $1 / f$ models result from using a countable collection of single time constant processes in the superposition. With this strategy, poles are uniformly distributed along a logarithmic scale along the negative part of the real axis in the $s$-plane. The process $x(t)$
synthesized in this manner has a nearly- $1 / f$ spectrum in the sense that it has a $1 / f$ characteristic with superimposed ripple that is uniform-spaced and of uniform amplitude on a log-log frequency plot. M ore specifically, when the poles are exponentially spaced according to

$$
\begin{equation*}
\alpha_{m}=\Delta^{m}, \quad-\infty<m<\infty, \tag{73.7}
\end{equation*}
$$

for some $1<\Delta<\infty$, the limiting spectrum

$$
\begin{equation*}
S_{x}(\omega)=\sum_{m} \frac{\Delta^{(2-\gamma) m}}{\omega^{2}+\Delta^{2 m}} \tag{73.8}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\frac{\sigma_{L}^{2}}{|\omega|^{\gamma}} \leq S_{x}(\omega) \leq \frac{\sigma_{U}^{2}}{|\omega|^{\gamma}} \tag{73.9}
\end{equation*}
$$

for some $0<\sigma_{L}^{2} \leq \sigma_{U}^{2}<\infty$, and has exponenentially spaced ripple such that for all integers $k$

$$
\begin{equation*}
|\omega|^{\gamma} S_{x}(\omega)=\left|\Delta^{k} \omega\right|^{\gamma} S_{x}\left(\Delta^{k} \omega\right) . \tag{73.10}
\end{equation*}
$$

As $\Delta$ is chosen closer to unity, the pole spacing decreases, which results in a decrease in both the amplitude and spacing of the spectral ripple on a log-log plot.
The $1 / f$ model that results from this discretization may be interpreted as an infinite-order ARM A process, i.e., $x(t)$ may be viewed as the output of a rational LTI system with a countably infinite number of both poles and zerosdriven by a stationary white noise source. This implies, among other properties, that the corresponding space descriptions of these models for long-term dependence require infinite numbers of state variables. These processes have been useful in modeling physical $1 / f$ phenomena; see, e.g., [23, 24, 25]. And practical signal processing algorithmsfor them can often be obtained by extending classical tools for processing regular ARM A processes.

The above method focuses on selecting appropriate pole locations for the extended ARM A model. The zero locations, by contrast, are controlled indirectly, and bear a rather complicated relationship to the pole locations. With other extended ARM A models for $1 / f$ behavior, both pole and zero locations are explicitly controlled, often with improved approximation characteristics [20]. As an example, [6, 26] describea construction as filtered white noise wherethe filter structure consists of a cascade of first-order sections each with a single pole and zero. With a continuum of such sections, exact $1 / f$ behavior is obtained. When a countable collection of such sections is used, nearly- $1 / f$ behavior is obtained as before. In particular, when stationary white noise is driven through an LTI system with a rational system function

$$
\begin{equation*}
\Upsilon(s)=\prod_{m=-\infty}^{\infty}\left[\frac{s+\Delta^{m+\gamma / 2}}{s+\Delta^{m}}\right] \tag{73.11}
\end{equation*}
$$

the output has power spectrum

$$
\begin{equation*}
S_{x}(\omega) \propto \prod_{m=-\infty}^{\infty}\left[\frac{\omega^{2}+\Delta^{2 m+\gamma}}{\omega^{2}+\Delta^{2 m}}\right] \tag{73.12}
\end{equation*}
$$

This nearly-1/f spectrum also satisfies both (73.9) and (73.10). Comparing the spectra (73.12) and (73.8) reveals that the pole placement strategy for both is identical, while the zero placement strategy is distinctly different.

The system function (73.11) associated with this alternative extended ARM A model lends useful insight into therelationship between $1 / f$ behavior and thelimiting processes correspondingto $\gamma \rightarrow 0$
and $\gamma \rightarrow 2$. On a logarithmic scale, the poles and zeros of (73.11) are each spaced uniformly along the negative real axis in the $s$-plane, and to the left of each pole lies a matching zero, so that poles and zeros arealternating along the half-line. H owever, for certain values of $\gamma$, pole-zero cancellation takes place. In particular, as $\gamma \rightarrow 2$, the zero pattern shifts left canceling all poles except the limiting pole at $s=0$. The resulting system is therefore an integrator, characterized by a single state variable, and generates a Wiener process as anticipated. By contrast, as $\gamma \rightarrow 0$, the zero pattern shifts right canceling all poles. The resulting system is therefore a multiple of the identity system, requires no state variables, and generates stationary white noise as anticipated.

An additional interpretation is possible in terms of a Bode plot. Stable, rational system functions composed of real poles and zeros are generally only capable of generating transfer functions whose Bode plots have slopes that are integer multiples of $20 \log _{10} 2 \approx 6 \mathrm{~dB} /$ octave. However, a $1 / f$ synthesis filter must fall off at $10 \gamma \log _{10} 2 \approx 3 \gamma \mathrm{~dB} /$ octave, where $0<\gamma<2$ is generally not an integer. With the extended ARM A models, a rational system function with an alternating sequenceof poles and zeros is used to generate a stepped approximation to a $-3 \gamma \mathrm{~dB} /$ octaveslopefrom segments that alternate between slopes of $-6 \mathrm{~dB} /$ octave and $0 \mathrm{~dB} /$ octave.

## Wavelet-Based Models for $1 / f$ Behavior

Another approach to $1 / f$ process modeling is based on the use of wavelet basis expansions. These lead to representations for processes exhibiting $1 / f$-type behavior that are useful in a wide range of signal processing applications.

Orthonormal wavelet basis expansions play the role of Karhunen-Loève-type expansionsfor $1 / f$ type processes [11, 27]. M ore specifically, wavelet basis expansions in terms of uncorrelated random variables constitutevery good modelsfor $1 / f$-typebehavior. For example, when a sufficiently regular orthonormal wavelet basis $\left\{\psi_{n}^{m}(t)=2^{m / 2} \psi\left(2^{m} t-n\right)\right\}$ is used, expansions of the form

$$
x(t)=\sum_{m} \sum_{n} x_{n}^{m} \psi_{n}^{m}(t)
$$

where the $x_{n}^{m}$ are a collection of mutually uncorrelated, zero-mean random variables with the geometric scale-to-scale variance progression

$$
\begin{equation*}
\operatorname{var} x_{n}^{m}=\sigma^{2} 2^{-\gamma m}, \tag{73.13}
\end{equation*}
$$

lead to a nearly- $1 / f$ power spectrum of the type obtained via the extended ARM A models. This behavior holds regardless of the choice of wavelet within this class, although the detailed structure of theripple in thenearly- $1 / f$ spectrum can be controlled by judicious choice of the particular wavelet.

M ore generally, wavelet decompositions of $1 / f$-type processes have a decorrelating property. For example, if $x(t)$ is a $1 / f$ process, then the coefficients of the expansion of the process in terms of a sufficiently regular wavelet basis, i.e., the

$$
x_{n}^{m}=\int_{-\infty}^{+\infty} x(t) \psi_{n}^{m}(t) d t
$$

are very weakly correlated and obey the scale-to-scale variance progression (73.13). Again, the detailed correlation structure depends on the particular choice of wavelet [3, 11, 28, 29].

This decorrelating property is exploited in many wavelet-based algorithms for processing $1 / f$ signals, where the residual correlation among the wavelet coefficients can usually be ignored. In addition, the resulting algorithms typically have very efficient implementations based on the discrete wavelet transform. Examples of robust wavelet-based detection and estimation algorithms for use with $1 / f$-type signals are described in [11, 27, 30].

### 73.3 Deterministic Fractal Signals

While stochastic signals with fractal characteristics are important models in a wide range of engineering applications, deterministic signals with such characteristics have also emerged as potentially important in engineering applications involving signal generation ranging from communications to remote sensing.

Signals $x(t)$ of this type satisfying the deterministic scale-invariance property

$$
\begin{equation*}
x(t)=a^{-H} x(a t) \tag{73.14}
\end{equation*}
$$

for all $a>0$, are generally referred to in mathematics as homogeneous functions of degree $H$. Strictly homogeneous functions can be parameterized with only a few constants [31], and constitute a rather limited class of models for signal generation applications. A richer class of homogeneous signal models is obtained by considering waveforms that are required to satisfy (73.14) only for values of $a$ that are integer powers of two, i.e., signals that satisfy the dyadic self-similarity property $x(t)=2^{-k H} x\left(2^{k} t\right)$ for all integers $k$.

Homogeneous signals have spectral characteristics analogous to those of $1 / f$ processes, and have fractal properties as well. Specifically, although all non-trivial homogeneous signals have infinite energy and many have infinite power, there are classes of such signals with which one can associate a generalized $1 / f$-like Fourier transform, and others with which one can associate a generalized $1 / f$ like power spectrum. Thesetwo classes of homogeneous signals are referred to as energy-dominated and power-dominated, respectively [11, 32]. An example of such a signal is depicted in Fig. 73.2.


FIGURE 73.2: Dilated homogeneous signal.

Orthonormal wavelet basis expansions provide convenient and efficient representations for these classes of signals. In particular, the wavelet coefficients of such signals are related according to

$$
x_{n}^{m}=\int_{-\infty}^{+\infty} x(t) \psi_{n}^{m}(t)=\beta^{-m / 2} q[n],
$$

where $q[n]$ is termed a generating sequence and $\beta=2^{2 H+1}=2^{\gamma}$. This relationship is depicted in Fig. 73.3, where the self-similarity inherent in these signals is immediately captured in the timefrequency portrait of such signals as represented by their wavelet coefficients. M oregenerally, wavelet expansion naturally lead to "orthonormal self-similar bases" for homogeneous signals[11, 32]. Fast synthesis and analysis algorithms for these signals are based on the discrete wavelet transform.


FIGURE 73.3: The time-frequency portrait of a homogeneous signal.

For some communications applications, the objective is to embed an information sequence into a fractal waveform for transmission over an unreliable communication channel. In this context, it is often natural for $q[n]$ to be the information bearing sequence such as a symbol stream to be transmitted, and the corresponding modulation

$$
x(t)=\sum_{m} \sum_{n} x_{n}^{m} \psi_{n}^{m}(t)
$$

to be the fractal waveform to be transmitted. This encoding, referred to as "fractal modulation" [32] corresponds to an efficient diversity transmission strategy for certain classes of communication channels. M oreover, it can be viewed as a multirate modulation strategy in which data istransmitted simultaneously at multi ple rates, and is particularly well-suited to channels having the characteristic that they are "open" for some unknown time interval $T$, during which they have some unknown bandwidth $W$ and a particular signal-to-noise ratio (SNR). Such a channel model can be used, for example, to capture both characteristics of the transmission medium, such as in the case of meteorburst channels, the constraints inherent in disparate receivers in broadcast applications, and/or the effects of jamming in military applications.

### 73.4 Fractal Point Processes

Fractal point processes correspond to event distributions in one or more dimensions having selfsimilar statistics, and are well-suited to modeling, among other examples, the distribution of stars
and galaxies, demographic distributions, the sequence of spikes generated by auditory neural firing in animals, vehicular traffic, and data traffic on packet-switched data communication networks [4, $33,34,35,36]$.

A point process is said to be self-similar if the associated counting process $N_{X}(t)$, whose value at time $t$ is the total number of arrivals up to time $t$, is statistically invariant to temporal dilations and compressions, i.e., $N_{X}(t) \stackrel{\mathcal{P}}{=} N_{X}(a t)$ for all $a>0$, where the notation $\stackrel{\mathcal{P}}{=}$ again denotes statistical equality in the sense of all finite-dimensional distributions. An example of a sample path for such a counting process is depicted in Fig. 73.4.


FIGURE 73.4: Dilated fractal renewal process sample path.

Physical fractal point process phenomena generally also possess certain quasi-stationary attributes. For example, empirical measurements of the statistics of the interarrival times $X[n]$, i.e., the time interval between the $(n-1)$ st and $n$th arrivals, are consistent with a renewal process. M oreover, the
associated interarrival density is a power-law, i.e.,

$$
\begin{equation*}
f_{X}(x) \sim \frac{\sigma_{x}^{2}}{x^{\gamma}} u(x) \tag{73.15}
\end{equation*}
$$

where $u(x)$ is the unit-step function. However, (73.15) is an unnormalizable density, which is a reflection of the fact that a point process cannot, in general, be both self-similar and renewing. This is analogous to the result that a continuous process cannot, in general, besimultaneously self-similar and stationary.

H owever, self-similar processes can possess a milder "conditionally renewing" property [37, 38]. Such processes are referred to as "fractal renewal processes" and havean effectively stationary character. The shape parameter $\gamma$ in the unnormalizable interarrival density (73.15) is related to the fractal dimension $D$ of the process via [4] $D=\gamma-1$, and is a measure of the extent to which arrivals "cover" the line.

### 73.4.1 Multiscale Models

Asin the case of continuousfractal processes, multiscale models areboth conceptually and practically important representations for discretefractal processes. As an example, one useful class of multiscale models corresponds to a mixture of simple Poisson processes on different time scales [37]. The construction of such processes involves a collection $\left\{N_{W_{A}}(t)\right\}$ of mutually independent Poisson counting processes such that $N_{W_{A}}(t) \stackrel{\mathcal{P}}{=} N_{W_{0}}\left(e^{-A} t\right)$. The process $N_{W_{0}}(t)$ is a prototype whose mean arrival rate we denote by $\lambda$, so that the mean arrival rates of the constituent processes are related according to $\lambda_{A}=e^{-A} \lambda$. A random mixture of this continuum of Poisson processes yields a fractal renewal process when the index choice $A[n]$ for the $n$th arrival is distributed according to the extended exponential density $f_{A}(a) \sim \sigma_{A}^{2} e^{-(\gamma-1) a}$. In particular, the first interarrival of the composite process is chosen to be the first arrival of the Poisson process indexed by $A[1]$; the second arrival of the composite process is chosen to be the next arrival in the Poisson process indexed by $A[2]$; and so on.

Useful alternative but equivalent constructions result from exploiting the memoryless property of Poisson processes. For example, interarrival times can be generated according to $X[n]=W_{A[n]}[n]$ or

$$
\begin{equation*}
X[n]=e^{A[n]} W_{0}[n], \tag{73.16}
\end{equation*}
$$

where $W_{A}[n]$ is the $n$th interarrival time for the Poisson process indexed by $A$. The synthesis (73.16) is particularly appealing in that it requires access to only exponential random variables that can be obtained in practice from a single prototype Poisson process. The construction (73.16) also leads to the interpretation of a fractal point process as a Poisson process in which the arrival rate is selected randomly and independently after each arrival (and held constant between consecutive arrivals). Related doubly stochastic process models are described by Johnson et al. [39].

In addition to their use in applications requiring the synthesis of fractal point processes, these multiscale models have also proven useful in signal estimation problems. For these kinds of signal analysis applications, it is frequently convenient to replace the continuum Poisson mixture with a discrete Poisson mixture. Typically, a collection of constituent Poisson counting processes $N_{W_{M}}(t)$ is used, where $M$ is an integer-valued scaleindex, and where themean arrival rates arerelated according to $\lambda_{M}=\rho^{-M} \lambda$ for some $\lambda$. In this case, the scale selection is governed by an extended geometric probability mass function of the form $p_{M}(m) \sim \sigma_{M}^{2} \rho^{-(\gamma-1) m}$. This discrete synthesis leads to processes that are approximate fractal renewal processes, in the sense that the interarrival densities follow a power law with a typically small amount of superimposed ripple. A number of efficient algorithms for exploiting such models in the development of robust signal estimation algorithms for use with fractal renewal processes are described in, e.g., [37].

From a broader perspective, the Poisson mixtures can be viewed as a nonlinear multiresolution signal analysis framework that can be generalized to accommodate a broad class of point process phenomena. As such, this framework is the point process counterpart to the linear multiresolution signal analysis framework based on wavelets that is used for a broad class of continuous-valued signals.

### 73.4.2 Extended Markov Models

An equivalent description of the discrete Poisson mixture model is in terms of an extended M arkov model. The associated multiscale pure-birth process, depicted in Fig. 73.5, involves a state space consisting of a set of "superstates", each of which corresponds to fixed number of arrivals (births). Included in a superstate is a set of states corresponding to the scales in the Poisson mixture. Hence, each state is indexed by an ordered pair $(i, j)$, where $i$ is the superstate index and $j$ is the scale index within each superstate.


FIGURE 73.5: Multiscale pure-birth process corresponding to Poisson mixture.

The extended M arkov model description has proven useful in analyzing the properties of fractal point processes under some fundamental transformations, including superposition and random erasure. These properties, in turn, provide key insight into the behavior of merging and branching traffic at nodes in data communication, vehicular, and other networks. See, e.g., [40].

Other important classes of fractal point process transformationsthat arisein applicationsinvolving queuing. And the extended $M$ arkov model also plays an important role in analyzing fractal queues. To address these problems, a multiscale birth-death process model is generally used [40].

## References

[1] Mandelbrot, B.B. and Van Ness, H.W., Fractional Brownian motions, fractional noises and applications, SIAM Rev., 10, 422-436, Oct. 1968.
[2] M andelbrot, B., Some noises with $1 / f$ spectrum: A bridge between direct current and white noise, IEEE Trans. Inform. Theory, IT-13, 289-298, Apr. 1967.
[3] Flandrin, P., On the spectrum of fractional Brownian motions, IEEE Trans. Inform. Theory, IT-35, 197-199, Jan. 1989.
[4] M andelbrot, B.B., The Fractal Geometry of Nature, Freeman, San Francisco, CA, 1982.
[5] Falconer, K., Fractal Geometry: M athematical Foundations and Applications, John Wiley \& Sons, New York, 1990.
[6] Keshner, M.S., $1 / f$ noise, Proc. IEEE, 70, 212-218, M ar. 1982.
[7] Pentland, A.P., Fractal-based description of natural scenes, IEEE Trans. Pattern Anal. M achine Intell., PAMI-6, 661-674, Nov. 1984.
[8] Voss, R.F., $1 / f$ (flicker) noise: A brief review, in Proc. Ann. Symp. Freq. Contr., 40-46, 1979.
[9] van der Ziel, A., Unified presentation of $1 / f$ noise in electronic devices: Fundamental $1 / f$ noise sources, Proc. IEEE, 233-258, M ar. 1988.
[10] Champeney, D.C., A H andbook of Fourier Theorems, CambridgeUniversity Press, Cambridge, England, 1987.
[11] Wornell, G.W., Signal Processing with Fractals: A Wavelet-Based Approach, Prentice-Hall, Upper Saddle River, NJ, 1996.
[12] Barton, R.J. and Poor, V.H ., Signal detection in fractional Gaussian noise, IEEE Trans. Inform. Theory, IT-34, 943-959, Sept. 1988.
[13] Lundahl, T., Ohley, W.J., Kay, S.M ., and Siffert, R., Fractional Brownian motion: A maximum likelihood estimator and its application to image texture, IEEE Trans. on M edical Imaging, M I-5, 152-161, Sept. 1986.
[14] Deriche, M . and Tewfik, A.H., M aximum likelihood estimation of the parameters of discrete fractionally differenced Gaussian noise process, IEEE Trans. Signal Processing, 41, 2977-2989, Oct. 1993.
[15] Deriche, M . and Tewfik, A.H ., Signal modeling with filtered discretefractional noise processes, IEEE Trans. Signal Processing, 41, 2839-2849, Sept. 1993.
[16] Granger, C.W. and Joyeux, R., An introduction to long memory time series models and fractional differencing, J. Time Series Anal., 1 (1), 1980.
[17] H osking, J.R.M ., Fractional differencing, Biometrika, 68 (1), 165-176, 1981.
[18] Pellegrini, B., Sal etti, R., Neri, B., and Terreni, P., $1 / f^{v}$ noise generators, in Noise in Physical Systems and $1 / f$ Noise, D'Amico A. and M azzetti, P., Eds., North-Holland, Amsterdam, 1986, 425-428.
[19] Corsini, G. and Saletti, R., Design of a digital $1 / f^{\nu}$ noisesimulator, in Noisein Physical Systems and $1 / f$ Noise, Van Vliet, C.M ., Ed., World Scientific, Singapore, 1987, 82-86.
[20] Saletti, R., A comparison between two methods to generate $1 / f^{\gamma}$ noise, Proc. IEEE, 74, 15951596, Nov. 1986.
[21] Bernamont, J., Fluctuations in the resistance of thin films, Proc. Phys. Soc., 49, 138-139, 1937.
[22] van der Ziel, A., On the noise spectra of semi-conductor noise and of flicker effect, Physica, 16 (4), 359-372, 1950.
[23] M achlup, S., Earthquakes, thunderstorms and other $1 / f$ noises, in Noise in Physical Systems, M eijer, P.H.E., M ountain, R.D., and Soulen, Jr., R.J., Eds., National Bureau of Standards, Washington, DC, Special publ. no. 614, 1981, 157-160.
[24] West, B.J. and Shlesinger, M.F., On theubiquity of $1 / f$ noise, Int. J. M od. Phys., 3(6), 795-819, 1989.
[25] M ontroll, E.W. and Shlesinger, M.F., On $1 / f$ noise and other distributionswith longtails, Proc. Natl. Acad. Sci., 79, 3380-3383, M ay 1982.
[26] Oldham, K.B. and Spanier, J., The Fractional Calculus, Academic Press, New York, 1974.
[27] Wornell, G.W., Wavelet-based representations for the $1 / f$ family of fractal processes, Proc. IEEE, 81, 1428-1450, Oct. 1993.
[28] Flandrin, P., Wavelet analysisand synthesis of fractional Brownian motion, IEEE Trans. Inform. Theory, IT-38, 910-917, M ar. 1992.
[29] Tewfik, A.H. and Kim, M ., Correlation structure of thediscretewavelet coefficients of fractional Brownian motion, IEEE Trans. Inform. Theory, IT-38, 904-909, M ar. 1992.
[30] Wornell, G.W. and Oppenheim, A.V., Estimation of fractal signals from noisy measurements using wavelets, IEEE Trans. Signal Processing, 40, 611-623, M ar. 1992.
[31] Gel'fand, I.M ., Shilov, G.E., Vilenkin, N.Y., and Graev, M .I.,Generalized Functions, Academic Press, New York, 1964.
[32] Wornell, G.W. and Oppenheim, A.V., Wavelet-based representations for a class of self-similar signals with application to fractal modulation, IEEE Trans. Inform. Theory, 38, 785-800, M ar. 1992.
[33] Schroeder, M., Fractals, Chaos, Power Laws, Freeman, W.H., N ew York, 1991.
[34] Teich, M.C., Johnson, D.H ., Kumar, A.R., and Turcott, R.G., Rate fluctuations and fractional power-law noise recorded from cells in the lower auditory pathway of the cat, H earing Res., 46, 41-52, June 1990.
[35] Leland, W.E., Taqqu, M.S., Willinger, W., and Wilson, D.V., On the self-similar nature of ethernet traffic, IEEE/ACM Trans. Networking, 2, 1-15, Feb. 1994.
[36] Paxson, V. and Floyd, S., Wide area traffic: Thefailure of poisson modeling, IEEE/ACM Trans. Networking, 3(3), 226-244, 1995.
[37] Lam, W.M . and Wornell, G.W., M ultiscale representation and estimation of fractal point processes, IEEE Trans. Signal Processing, 43, 2606-2617, Nov. 1995.
[38] M andelbrot, B.B., Self-similar error clusters in communication systems and the concept of conditional stationarity, IEEE Trans. Commun. Technol., COM-13, 71-90, M ar. 1965.
[39] Johnson, D.H . and Kumar, A.R., M odeling and analyzing fractal point processes, in Proc. Int. Conf. Acoust. Speech, Signal Processing, 1990.
[40] Lam, W.M. and Wornell, G.W., Multiscale analysis of fractal point processes and queues, in Proc. Int. Conf. Acoust. Speech, Signal Processing, 1996.

# M orphological Signal and Image Processing 

Petros M aragos
Georgia Institute of Technology
74.1 Introduction
74.2 M orphological Operators for Sets and Signals

Boolean Operators and Threshold Logic •M orphological Set Operators - M orphological Signal Operators and Nonlinear Convolutions
74.3 Median, Rank, and Stack Operators
74.4 Universality of M orphological Operators
74.5 Morphological Operators and Lattice Theory
74.6 Slope Transforms
74.7 Multiscale M orphological Image Analysis Binary MultiscaleM orphology viaDistanceTransforms•Multiresolution M orphology
74.8 Differential Equations for Continuous-Scale M orphology
74.9 Applications to Image Processing and Vision

NoiseSuppression • FeatureExtraction •ShapeRepresentation via Skeleton Transforms•ShapeThinning • SizeDistributions - Fractals•Image Segmentation
74.10 Conclusions

Acknowledgment
References

### 74.1 Introduction

This chapter provides a brief introduction to the theory of morphological signal processing and its applicationsto image analysis and nonlinear filtering. By "morphological signal processing" wemean a broad and coherent collection of theoretical concepts, mathematical tools for signal analysis, nonlinear signal operators, design methodologies, and applications systems that are based on or related to mathematical morphology ( M M ) , a set- and lattice-theoretic methodology for image analysis. M M aims at quantitatively describing thegeometrical structure of image objects. Its mathematical origins stem from set theory, lattice algebra, convex analysis, and integral and stochastic geometry. It was initiated mainly by M atheron [42] and Serra[58] in the 1960s. Some of its early signal operations are also found in the work of other researchers who used cellular automata and Boolean/threshold logic to analyze binary image data in the 1950s and 1960s, as surveyed in [49, 54]. M M has formalized these earlier operations and has also added numerous new concepts and image operations. In the 1970s it was extended to gray-level images [22, 45, 58, 62]. Originally M M was applied to analyzing
images from geological or biological specimens. H owever, its rich theoretical framework, algorithmic efficiency, easy implementability on special hardware, and suitability for many shape-oriented problems have propelled its widespread diffusion and adoption by many academic and industry groups in many countries as one among the dominant image analysis methodologies. M any of these research groups have also extended the theory and applications of M M. As a result, M M nowadays offers many theoretical and algorithmic tools to and inspires new directions in many research areas from the fields of signal processing, image processing and machine vision, and pattern recognition.

Asthename'morphology' implies(study/analysis of shape/form), morphological signal processing can quantify the shape, size, and other aspects of the geometrical structure of signals viewed as image objects, in a rigorous way that also agrees with human intuition and perception. In contrast, the traditional tools of linear systems and Fourier analysis are of limited or no use for solving geometrybased problems in image processing because they do not directly address the fundamental issues of how to quantify shape, size, or other geometrical structures in signals and may distort important geometrical features in images. Thus, morphological systemsaremoresuitablethan linear systemsfor shape analysis. Further, they offer simple and efficient solutionsto other nonlinear problems, such as non-Gaussian noise suppression or envelopeestimation. They are also closely related to another class of nonlinear systems, the median, rank, and stack operators, which also outperform linear systems in non-Gaussian noise suppression and in signal enhancement with geometric constraints. Actually, rank and stack operators can be represented in terms of elementary morphological operators. All of the above, coupled with the rich mathematical background of mathematical morphology, make morphological signal processingarigorousand efficient framework to study and solvemany problems in image analysis and nonlinear filtering.

### 74.2 Morphological Operators for Sets and Signals

### 74.2.1 Boolean Operators and Threshold Logic

Early works in the fields of visual pattern recognition and cellular automata dealt with analysis of binary digital images using local neighborhood operations of theBoolean type. For example, given a sampled ${ }^{1}$ binary imagesignal $f[x]$ with values 1 for the image foreground and 0 for the background, typical signal transformations involving a neighborhood of $n$ samples whose indices are arranged in a window set $W=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$ would be

$$
\psi_{b}(f)[x]=b\left(f\left[x-y_{1}\right], \ldots, f\left[x-y_{n}\right]\right)
$$

where $b\left(v_{1}, \ldots, v_{n}\right)$ is a Boolean function of $n$ variables. The mapping $f \mapsto \psi_{b}(f)$ is a nonlinear system, called a Boolean operator. By varying the Boolean function $b$, a large variety of Boolean operators can be obtained; see Table 74.1 where $W=\{-1,0,1\}$. For example, choosing a Boolean AND for $b$ would shrink the input image foreground, whereas a Boolean OR would expand it.

Two alternative implementations and views of these Boolean operations are(1) threshol ded convolutions, whereabinary input is linearly convolved with an $n$-point mask of ones and then theoutput is thresholded at 1 or $n$ to producetheBoolean OR or AND, respectively, and (2) min / max operations, where the moving local minima and maxima of the binary input signal produce the same output as Boolean AND/OR, respectively. In the thresholded convolution interpretation, thresholding at an intermediate level $r$ between 1 and $n$ produces a binary rank operation of the binary input data (insidethemoving window). For example, if $r=(n+1) / 2$, weobtain thebinary median filter whose

[^69]TABLE 74.1 Discrete Set Operators and Their
Generating Boolean Function

| Set Operator $\Psi(X), X \subseteq \mathbb{Z}$ | Boolean function $b\left(v_{1}, v_{2}, v_{3}\right)$ |
| :---: | :---: |
| Erosion: $X \ominus\{-1,0,1\}$ | $v_{1} v_{2} v_{3}$ |
| Dilation: $X \oplus\{-1,0,1\}$ | $v_{1}+v_{2}+v_{3}$ |
| Median: $X \square_{2}\{-1,0,1\}$ | $v_{1} v_{2}+v_{1} v_{3}+v_{2} v_{3}$ |
| Hit-Miss: $X \otimes(\{-1,1\},\{0\})$ | $v_{1} v_{2} v_{3}$ |
| Opening: $X \circ\{0,1\}$ | $v_{1} v_{2}+v_{2} v_{3}$ |
| Closing: $X \bullet\{0,1\}$ | $v_{2}+v_{1} v_{3}$ |

Boolean function expresses the majority voting logic; see the third example of Table 74.1. Of course, numerous other Boolean operators are possible, since there are $2^{2^{n}}$ possible Boolean functions of $n$ variables. The main applications of such Boolean signal operations have been in biomedical image processing, character recognition, object detection, and general 2D shapeanalysis. Detailed accounts and more references of these approaches and applications can be found in [49, 54].

### 74.2.2 Morphological Set Operators

Among the new important conceptual leaps offered by mathematical morphology was to use sets to represent binary image signals and set operations to represent binary image transformations. Specifically, given a binary image, let its foreground be represented by the set $X$ and its background by the set complement $X^{c}$. The Boolean OR transformation of $X$ by a (window) set $B$ (local neighborhood of pixels) is mathematically equivalent to the M inkowski set addition $\oplus$, also called dilation, of $X$ by $B$ :

$$
\begin{equation*}
X \oplus B \equiv\{x+y: x \in X, y \in B\}=\bigcup_{y \in B} X_{+y} \tag{74.1}
\end{equation*}
$$

where $X_{+y} \equiv\{x+y: x \in X\}$ isthetranslation of $X$ alongthe vector $y$. Likewise, if $B^{r} \equiv\{x:-x \in$ $B$ \} denotes the reflection of $B$ with respect to the axes' origin, the Boolean AND transformation of $X$ by the reflected $B$ is equivalent to the M inkowski set subtraction [24] $\ominus$, also called erosion, of $X$ or $B$ :

$$
\begin{equation*}
X \ominus B \equiv\left\{x: B_{+x} \subseteq X\right\}=\bigcap_{y \in B} X_{-y} \tag{74.2}
\end{equation*}
$$

In applications, $B$ is usually called a structuring element and has a simple geometrical shape and a size smaller than the image set $X$. As shown in Fig. 74.1, erosion shrinks the original set, whereas dilation expands it.

Theerosion (74.2) can also beviewed as Boolean template matching since it givesthe center points at which the shifted structuring elements fits insidethe imageforeground. If wenow consider a set $A$ probing the image foreground set $X$ and another set $B$ probing the background $X^{c}$, the set of points at which the shifted pair $(A, B)$ fits inside theimages is the hit-miss transformation of $X$ by $(A, B)$ :

$$
\begin{equation*}
X \otimes(A, B) \equiv\left\{x: A_{+x} \subseteq X, B_{+x} \subseteq X^{c}\right\} \tag{74.3}
\end{equation*}
$$

In the discrete case, this can be represented by a Boolean product function whose uncomplemented (complemented) variables correspond to points of $A(B)$; see Table 74.1. It has been used extensively for binary feature detection [58] and especially in document image processing [8, 9].

Dilating an eroded set by the samestructuring element in general does not recover theoriginal set but only a part of it, its opening. Performing the same series of operations to the set complement yields a set containing the original, its closing. Thus, cascading erosion and dilation gives rise to two new operations, the opening $X \circ B \equiv(X \ominus B) \oplus B$ and the closing $X \bullet B \equiv(X \oplus B) \ominus B$ of $X$ by $B$. As shown in Fig. 74.1, the opening suppresses the sharp capes and cuts the narrow isthmuses of $X$, whereas the closing fills in the thin gulfs and small holes. Thus, if the structuring element $B$


FIGURE 74.1: Erosion, dilation, opening, and closing of $X$ (binary image of an island) by a disk $B$ centered at theorigin. The shaded areas correspond to the interior of the sets, the dark solid curveto the boundary of the transformed sets, and the dashed curve to the boundary of the original set $X$.
has a regular shape, both opening and closing can be thought of as nonlinear filters which smooth the contours of the input signal.

These set operations make mathematical morphology more general than previous approaches because it unifies and systematizes all previous digital and analog binary image operations, mathematically rigorous and notationally elegant since it is based on set theory, and intuitive since the set formalism is easily connected to mathematical logic. Further, the basic morphological set operators directly relate to the shape and size of binary images in a way that has many common points with human perception about geometry and spatial reasoning.

### 74.2.3 Morphological Signal Operators and Nonlinear Convolutions

In the 1970s, morphological operators were extended from binary to gray-level images and realvalued signals. Going from sets to functions was made possible by using set representations of signals and transforming these input sets via morphological set operations. Thus, consider a signal $f(x)$
defined on the $d$-dimensional continuous or discrete domain $\mathbb{D}=\mathbb{R}^{d}$ or $\mathbb{Z}^{d}$ and assuming values in $\overline{\mathbb{R}}=\mathbb{R} \cup\{-\infty, \infty\}$. Thresholding the signal at all amplitude values $v$ produces an ensemble of

## threshold binary signals

$$
\begin{equation*}
\theta_{v}(f)(x) \equiv 1 \text { if } f(x) \geq v, \text { and } 0 \text { else, } \tag{74.4}
\end{equation*}
$$

represented by the threshold sets [58]

$$
\begin{equation*}
\Theta_{v}(f) \equiv\{x \in \mathbb{D}: f(x) \geq v\}, \quad-\infty<v<+\infty \tag{74.5}
\end{equation*}
$$

The signal can be exactly reconstructed from all its thresholded versions since

$$
\begin{equation*}
f(x)=\sup \left\{v \in \mathbb{R}: x \in \Theta_{v}(f)\right\}=\sup \left\{v \in \mathbb{R}: \theta_{v}(f)(x)=1\right\} \tag{74.6}
\end{equation*}
$$

Transforming each threshold set by a set operator $\Psi$ and viewing the transformed sets as threshold sets of a new signal creates a flat signal operator $\psi$ whose output is

$$
\begin{equation*}
\psi(f)(x)=\sup \left\{v \in \mathbb{R}: x \in \Psi\left[\Theta_{v}(f)\right]\right\} \tag{74.7}
\end{equation*}
$$

Using set dilation and erosion in place of $\Psi$, the above procedure creates the two most elementary morphological signal operators: the dilation and erosion of a signal $f(x)$ by a set $B$ :

$$
\begin{align*}
(f \oplus B)(x) & \equiv \bigvee_{y \in B} f(x-y)  \tag{74.8}\\
(f \ominus B)(x) & \equiv \bigwedge_{y \in B} f(x+y) \tag{74.9}
\end{align*}
$$

where $\bigvee$ denotes supremum (or maximum for finite $B$ ) and $\wedge$ denotes infimum (or minimum for finite $B$ ). These gray-level morphological operations can also be created from their binary counterparts using concepts from fuzzy sets where set union and intersection becomes maximum and minimum on gray-level images [22, 45]. As Fig. 74.2 shows, flat erosion (dilation) of a function $f$ by a small convex set $B$ reduces (increases) the peaks (valleys) and enlarges the minima (maxima) of the function. The flat opening $f \circ B=(f \ominus B) \oplus B$ of $f$ by $B$ smooths the graph of $f$ from below by cutting down its peaks, whereas the closing $f \bullet B=(f \oplus B) \ominus B$ smoothes it from above by filling up its valleys.

M oregeneral morphological operatorsfor gray-level 2D imagesignals $f(x)$ can becreated [62] by representing the surface of $f$ and all the points underneath by a 3D set $U(f)=\{(x, v): v \leq f(x)\}$, called its umbra; then dilating or eroding $U(f)$ by the umbra of another signal $g$ yieldstheumbras of two new signals, the dilation or erosion of $f$ by $g$, which can becomputed directly by the formulae:

$$
\begin{align*}
(f \oplus g)(x) & \equiv \bigvee_{y \in \mathbb{D}} f(x-y)+g(y)  \tag{74.10}\\
(f \ominus g)(x) & \equiv \bigwedge_{y \in \mathbb{D}} f(x+y)-g(y) \tag{74.11}
\end{align*}
$$

and two supplemental rules for adding and subtracting with infinities: $r \pm s=-\infty$ if $r=-\infty$ or $s=-\infty$, and $+\infty-r=+\infty$ if $r \in \mathbb{R} \cup\{+\infty\}$. These two signal transformations are nonlinear and translation-invariant. Their computational structure closely resembles that of a linear convolution $(f * g)[x]=\sum_{y} f[x-y] g[y]$ if we correspond the sum of products to the supremum of sums in the dilation. Actually, in the areas of convex analysis [50] and optimization [6], the operation (74.10) has been known as the supremal convolution. Similarly, replacing $-g(-x)$ with $g(x)$ in the erosion (74.11) yields the infimal convolution

$$
\begin{equation*}
(f \square g)(x) \equiv \bigwedge_{y \in \mathbb{D}} f(x-y)+g(y) \tag{74.12}
\end{equation*}
$$



FIGURE 74.2: (a) Original signal $f$. (b) Structuringfunction $g$ (a parabolic pulse). (c) Erosion $f \ominus g$ with dashed lineand flat erosion $f \ominus B$ with solid line, wherethe set $B=\{x \in \mathbb{Z}:|x| \leq 10\}$ is the support of $g$. Dotted line shows original signal $f$. (d) Dilation $f \oplus g$ (dashed line) and flat dilation $f \oplus B$ (solid line). (e) Opening $f \circ g$ (dashed line) and flat opening $f \circ B$ (solid line). (f) Closing $f \bullet g$ (dashed line) and flat dosing $f \bullet B$ (solid line).

Thenonlinearity of $\oplus$ and $\ominus$ causes somedifferences between thesesignal operationsand thelinear convolutions. A major difference is that serial or parallel interconnections of systems represented by linear convolutions are equivalent to an overall linear convolution, whereas interconnections of dilations and erosions lead to entirely different nonlinear systems. Thus, there is an infinite variety of nonlinear operators created by cascading dilations and erosions or by interconnecting them in parallel via max / min or addition. Two such useful examples are the opening $\circ$ and closing $\bullet$ :

$$
\begin{align*}
f \circ g & \equiv(f \ominus g) \oplus g  \tag{74.13}\\
f \bullet g & \equiv(f \oplus g) \ominus g \tag{74.14}
\end{align*}
$$

which act as nonlinear smoothers.
Figure 74.2 shows that thefour basic morphological transformations of a 1D signal $f$ by a concave even function $g$ with a compact support $B$ have similar effects as the corresponding flat transformations by the set $B$. Among the few differences, the erosion (dilation) of $f$ by $g$ subtracts from (adds to) $f$ the values of the moving template $g$ during the decrease (increase) of signal peaks (valleys) and the broadening of the local signal minima (maxima) that would incur during erosion (dilation) by $B$. Similarly, the opening (closing) of $f$ by $g$ cuts the peaks (fills up the valleys) inside which no translated version of $g(-g)$ can fit and replaces these eliminated peaks(valleys) by replicas of $g(-g)$. In contrast, theflat opening or closing by $B$ only cuts the peaks or fills valleys and creates flat plateaus in the output.

The four above morphological operators of dilation, erosion, opening, and closing have a rich collection of algebraic properties, some of which are listed in Tables 74.2 and 74.3, which endow them with a broad range of applications, makethem rigorous, and lead to a variety of efficient serial or parallel implementations.

TABLE 74.2 Definitions of Operator Properties

| Property | Set operator $\Psi$ | Signal operator $\psi$ |
| :---: | :---: | :---: |
| Translation-Invar. | $\Psi(X+y)=\Psi(X)_{+y}$ | $\psi[f(x-y)+c]=c+\psi(f)(x-y)$ |
| Shift-Invariant | $\Psi(X+y)=\Psi(X)_{+y}+y$ | $\psi[f(x-y)]=\psi(f)(x-y)$ |
| Increasing | $X \subseteq Y \xlongequal{\Longrightarrow} \subseteq(X) \subseteq \Psi(Y)$ | $f \leq g \Longrightarrow \psi(f) \leq \psi(g)$ |
| Extensive | $X \subseteq \Psi(X)$ | $f \leq \psi(f)$ |
| Anti-extensive | $\Psi(X) \subseteq X$ | $\psi(f) \leq f$ |
| Idempotent | $\Psi(\Psi(X))=\Psi(X)$ | $\psi(\psi(f))=\psi(f)$ |

TABLE 74.3 Properties of Basic M orphological Signal Operators

| Property | Dilation | Erosion | Opening | Closing |
| :---: | :---: | :---: | :---: | :---: |
| Duality | $f \oplus g=-\left[(-f) \ominus g^{r}\right]$ |  | $f \circ g=-\left[(-f) \bullet g^{r}\right]$ |  |
| Distributivity | $\left(\vee_{i} f_{i}\right) \oplus g=\vee_{i} f_{i} \oplus g$ | $\left(\wedge_{i} f_{i}\right) \ominus g=\wedge_{i} f_{i} \ominus g$ | No | No |
| Composition | $(f \oplus g) \oplus h=f \oplus(g \oplus h)$ | $(f \ominus g) \ominus h=f \ominus(g \oplus h)$ |  |  |
| Extensive | Yes if $g(0) \geq 0$ | No | No | Yes |
| Anti-Extensive | No | Yesif $g(0) \geq 0$ | Yes | No |
| Commutative | $f \oplus g=g \oplus f$ | No | No | No |
| Increasing | Yes | Yes | Yes | Yes |
| Translation-Invar. | Yes | Yes | Yes | Yes |
| Idempotent | No | No | Yes | Yes |

### 74.3 Median, Rank, and Stack Operators

Flat erosion and dilation of a discrete-domain signal $f[x]$ by afinitewindow $W=\left\{y_{1}, \ldots, y_{n}\right\} \subseteq \mathbb{Z}^{d}$ is a moving local minimum or maximum. Replacing min / max with a more general rank leads to rank operators. At each location $x \in \mathbb{Z}^{d}$, sorting the signal values within the reflected and shifted $n$-point window $\left(W^{r}\right)_{+x}$ in decreasing order and picking the $p$ th largest value, $p=1,2, \ldots, n=$ card $(W)$, yields the output signal from the $p$ th rank operator:

$$
\begin{equation*}
\left(f \square_{p} W\right)[x] \equiv p \text { th rank of }\left(f\left[x-y_{1}\right], \ldots, f\left[x-y_{n}\right]\right) \tag{74.15}
\end{equation*}
$$

For odd $n$ and $p=(n+1) / 2$ weobtain the median operator. If the input signal is binary, theoutput is also binary since sorting preserves a signal's range. Representing the input binary signal with a set $S \subseteq \mathbb{Z}^{d}$, the output set produced by the $p$ th rank set operators is

$$
\begin{equation*}
S \square_{p} W \equiv\left\{x: \operatorname{card}\left(\left(W^{r}\right)_{+x} \cap S\right) \geq p\right\} \tag{74.16}
\end{equation*}
$$

Thus, computing theoutput from a set rank operator involves only counting of points and no sorting.
All rank operators commute with thresholding [21, 27, 41, 45, 58, 65]; i.e.,

$$
\begin{equation*}
\Theta_{v}\left[f \square_{p} W\right]=\left[\Theta_{v}(f)\right] \square_{p} W, \quad \forall v, \forall p . \tag{74.17}
\end{equation*}
$$

This property is also shared by all morphological operators that are finite compositions or max$\mathrm{ima} / \mathrm{minima}$ of flat dilations and erosions, e.g., openings and closings, by finitestructuring elements. All such signal operators $\psi$ that have a corresponding set operator $\Psi$ and commute with thresholding can be alternatively implemented via threshold superposition [41,58] as in (74.7). Namely, to transform a multilevel signal $f$ by $\psi$ is equivalent to decomposing $f$ into all its threshold sets, transforming each set by the corresponding set operator $\Psi$, and reconstructing the output signal $\psi(f)$ via itsthresholded versions. This allowsusto study all rank operators and their cascadeor parallel (using $\vee, \wedge$ ) combinations by focusing on their corresponding binary operators. Such representations are much simpler to analyze and they suggest alternative implementations that do not involve numeric comparisons or sorting.

Binary rank operators and all other binary discrete translation-invariant finite window operators can be described by their generating Boolean function; seeTable 74.1. Thus, in synthesizing discrete multilevel signal operatorsfrom their binary countparts via threshold superposition all that is needed is knowledge of this Boolean function. Specifically, transforming all the threshold binary signals $\theta_{v}(f)[x]$ of an input signal $f[x]$ with an increasing Boolean function $b\left(u_{1}, \ldots, u_{n}\right)$ (i.e., containing no complemented variables) in place of theset operator $\Psi$ in (74.7) creates alarge variety of nonlinear signal operators via threshold superposition, called stack filters [41, 70]

$$
\begin{equation*}
\phi_{b}(f)[x] \equiv \sup \left\{v: b\left(\theta_{v}(f)\left[x-y_{1}\right], \ldots, \theta_{v}(f)\left[x-y_{n}\right]\right)=1\right\} \tag{74.18}
\end{equation*}
$$

For example, $\phi_{b}$ becomesthe $p$ th rank operator if $b$ isequal to thesum $\binom{n}{p}$ product termswhereeach contains one distinct $p$-point subset from the $n$ variables. In general, the use of Boolean functions facilitates the design of such discrete flat operators with determinable structural properties. Since each increasing Boolean function can be uniquely represented by an irreducible sum (product) of product (sum) terms, and each product (sum) term corresponds to an erosion (dilation), each stack filter can be represented as a finite maximum (minimum) of flat erosions (dilations) [41].

### 74.4 Universality of Morphological Operators

Dilations or erosions, the basic nonlinear convolutions of morphological signal processing, can be combined in many ways to create more complex morphological operators that can solve a broad
variety of problems in image analysis and nonlinear filtering. In addition, they can be implemented using simple and fast software or hardware; examples include various digital [58, 61] and analog, i.e., optical or hybrid optical-electronic implementations [46, 63]. Their wide applicability and ease of implementation poses the question which signal processing systems can be represented by using dilations and erosions as the basic building blocks. Toward this goal, a theory was introduced in $[33,34]$ that represents a broad class of nonlinear and linear operators as a minimal combination of erosions or dilations. Here we summarize the main results of this theory, in a simplified way, restricting our discussion only to signals with discrete domain $\mathbb{D}=\mathbb{Z}^{d}$.

Consider a translation-invariant set operator $\Psi$ on the class $\mathcal{P}(\mathbb{D})$ of all subsets of $\mathbb{D}$. Any such $\Psi$ is uniquely characterized by its kernel that is defined [42] asthesubclass $\operatorname{Ker}(\Psi) \equiv\{X \in \mathcal{P}(\mathbb{D}): 0 \in$ $\Psi(X)$ \} of input sets, where 0 is the origin of $\mathbb{D}$. If $\Psi$ is also increasing, then it can be represented [42] as the union of erosions by its kernel sets and as the intersection of dilations by the reflected kernel sets of its dual operator $\Psi^{d}(X) \equiv\left[\Psi\left(X^{c}\right)\right]^{c}$. This kernel representation can be extended to signal operators $\psi$ on theclass Fun $(\mathbb{D}, \overline{\mathbb{R}})$ of signals with domain $\mathbb{D}$ and range $\overline{\mathbb{R}}$. Thekernel of $\psi$ is defined as the subclass $\operatorname{Ker}(\psi)=\{f \in \operatorname{Fun}(\mathbb{D}, \overline{\mathbb{R}}):[\psi(f)](0) \geq 0\}$ of input signals. If $\psi$ is translationinvariant and increasing, then it can be represented [33, 34] as the pointwise supremum of erosions by its kernel functions, and as the infimum of dilations by the reflected kernel functions of its dual operator $\psi^{d}(f) \equiv-\psi(-f)$.

The two previous kernel representations require an infinite number of erosions or dilations to represent a given operator because the kernel contains an infinite number of elements. However, we can find more efficient (requiring less erosions) representations by using only a substructure of the kernel, its basis. The basis Bas(•) of a set (signal) operator is defined [33, 34] as the collection of kernel elements that are minimal with respect to the ordering $\subseteq(\leq)$.

If a translation-invariant increasing set operator $\Psi$ is also upper semicontinuous, i.e., obeys a monotonic continuity where $\Psi\left(\bigcap_{n} X_{n}\right)=\bigcap_{n} \Psi\left(X_{n}\right)$ for any decreasing set sequence $X_{n}$, then $\Psi$ has a nonempty basis and can be represented via erosions only by its basis sets. If the dual $\Psi^{d}$ is also upper semicontinuous, then its basis sets provide an alternative representation of $\Psi$ via dilations:

$$
\begin{equation*}
\Psi(X)=\bigcup_{A \in \operatorname{Bas}(\Psi)} X \ominus A=\bigcap_{B \in \operatorname{Bas}\left(\Psi^{d}\right)} X \oplus B^{r} \tag{74.19}
\end{equation*}
$$

Similarly, any signal operator $\psi$ that istranslation-invariant, increasing, and upper semicontinuous (i.e., $\psi\left(\wedge_{n} f_{n}\right)=\wedge_{n} \psi\left(f_{n}\right)$ for any decreasing function sequence $f_{n}$ ) can be represented as the supremum of erosions by its basis functions, and (if $\psi^{d}$ is upper semicontinuous) as theinfimum of dilations by the reflected basis functions of its dual operators:

$$
\begin{equation*}
\psi(f)=\bigvee_{g \in \operatorname{Bas}(\psi)} f \ominus g=\bigwedge_{h \in \operatorname{Bas}\left(\psi^{d}\right)} f \oplus h^{r} \tag{74.20}
\end{equation*}
$$

where $h^{r}(x) \equiv h(-x)$. Finally, if $\phi$ is a flat signal operator as in (74.7) that is translation-invariant and commutes with thresholding, then $\phi$ can be represented as a supremum of erosions by the basis sets of its corresponding set operator $\Phi$ :

$$
\begin{equation*}
\phi(f)=\bigvee_{A \in \operatorname{Bas}(\Phi)} f \ominus A=\bigwedge_{B \in \operatorname{Bas}\left(\Phi^{d}\right)} f \oplus B^{r} \tag{74.21}
\end{equation*}
$$

While all the above representations express translation-invariant increasing operators via erosions or dilations, operatorsthat are not necessarily increasing can berepresented [4] via operationsclosely related to hit-miss transformations.

Representing operators that satisfy a few general properties in terms of elementary morphological operations can be applied to more complex morphological systems and various other filters such as linear rank, hybrid linear/rank, and stack filters, as the following examples illustrate.

EXAMPLE 74.1: M orphological Filters
All systems madeup of serial or sup/inf combinations of erosions, dilations, opening, and closings admit a basis, which is finite if the system's local definition depends on a finite window. For example, the set opening $\Phi(X)=X \circ A$ has as a basis the set collection $\operatorname{Bas}(\Phi)=\left\{A_{-a}: a \in A\right\}$. Consider now 1D discrete domain signals and let $A=\{-1,0,1\}$. Then, the basis of $\Phi$ has 3 sets: $G_{1}=$ $A_{-1}, G_{2}=A, G_{3}=A_{+1}$. The basis of the dual operator $\Phi^{d}(X)=X \bullet A$ has 4 sets: $H_{1}=$ $\{0\}, H_{2}=\{-2,1\}, H_{3}=\{-1,2\}, H_{4}=\{-1,1\}$. Theflat signal operator corresponding to $\Phi$ is the opening $\phi(f)=f \circ A$. Thus, from (74.21), the signal opening can also be realized as a max (min) of local minima (maxima):

$$
\begin{equation*}
(f \circ A)[x]=\bigvee_{i=1}^{3}\left\{\bigwedge_{y \in G_{i}} f[x+y]\right\}=\bigwedge_{k=1}^{4}\left\{\bigvee_{y \in H_{k}} f[x+y]\right\} . \tag{74.22}
\end{equation*}
$$

EXAMPLE 74.2: Linear Filters
A linear shift-invariant filter is translation-invariant and increasing (see Table 74.2 for definitions) if its impulse responseis everywherenonnegative and has area equal to one. Consider the2-point FIR filter $\psi(f)[x]=a f[x]+(1-a) f[x-1]$, where $0<a<1$. The basis of $\psi$ consists of all functions $g[x]$ with $g[0]=r \in \mathbb{R}, g[-1]=-a r /(1-a)$, and $g[x]=-\infty$ for $x \neq 0,-1$. Then (74.20) yields

$$
\begin{equation*}
a f[x]+(1-a) f[x-1]=\bigvee_{r \in \mathbb{R}}\left[\min \left\{f[x]-r, f[x-1]+\frac{a r}{1-a}\right\}\right], \tag{74.23}
\end{equation*}
$$

which expresses a linear convolution as a supremum of erosions. FIR linear filters have an infinite basis, which is a finite dimensional vector space.

EXAMPLE 74.3: Median Filters
All rank operators have a finite basis; hence, they can be expressed as a finite max-of-erosions or min-of-dilations. Further, they commute with thresholding, which allows us to focus only on their binary versions. For example, the set median by the window $W=\{-1,0,1\}$ has 3 basis sets: $\{-1,0\},\{-1,1\}$, and $\{0,1\}$. Hence, (74.21) yields

$$
\text { median }(f[x-1], f[x], f[x+1])=\max \left\{\begin{array}{l}
\min (f[x-1], f[x]),  \tag{74.24}\\
\min [f(x-1), f(x+1)], \\
\min [f(x), f(x+1)]
\end{array}\right\} .
$$

## EXAMPLE 74.4: Stack Filters

Stack filters (74.18) are discrete translation-invariant flat operators $\phi_{b}$, locally defined on a finite window $W$, and are generated by a increasing Boolean function $b\left(v_{1}, \ldots, v_{n}\right)$, where $n=\operatorname{card}(W)$. Thisfunction correspondsto atranslation-invariant increasing set operator $\Phi$. For example, consider 1D signals, let $W=\{-2,-1,0,1,2\}$ and

$$
\begin{equation*}
b\left(v_{1}, \ldots, v_{5}\right)=v_{1} v_{2} v_{3}+v_{2} v_{3} v_{4}+v_{3} v_{4} v_{5}=v_{3}\left(v_{1}+v_{4}\right)\left(v_{2}+v_{4}\right)\left(v_{2}+v_{5}\right) \tag{74.25}
\end{equation*}
$$

Thisfunction generates via threshold superposition theflat opening $\phi_{b}(f)=f \circ A, A=\{-1,0,1\}$, of (74.22). There is one-to-one correspondence between the three prime implicants of $b$ and the erosions (local $\min$ ) by the three basis sets of $\Phi$, as well as between the four prime implicates of $\beta$ and the dilations (local max) by the four basis sets of the dual $\Phi^{d}$. In general, given $b$, $\Phi$ or $\phi_{b}$ is found by replacing Boolean AND/OR with set $\cap / \cup$ or with min / max, respectively. Conversely, given $\phi_{b}$, we can find its generating Boolean function from the basis of its set operator (or directly from its $\max / \min$ representation if available) [41].

The above examples show the power of the general representation theorems. An interesting applications of these results is the design of morphological systems via their basis [5, 20, 31]. Given the wide applicability of erosions/dilations, their parallelism, and their simple implementations, the previous theorems theoretically support a general purpose vision (software or hardware) module that can perform erosions/dilations, based on which numerous other complex image operations can bebuilt.

### 74.5 Morphological Operators and Lattice Theory

In the late 1980s and 1990s a new and more general formalization of morphological operators was introduced [59, chaps.1,5-8], [26,51, 52], which views them as operators on complete lattices. A complete lattice is a set $\mathcal{L}$ equipped with a partial ordering $\leq$ such that ( $\mathcal{L}, \leq$ ) has the algebraic structure of a partially ordered set (poset) where the supremum and infimum of any of its subsets exist in $\mathcal{L}$. For any subset $\mathcal{K} \subseteq \mathcal{L}$, its supremum $\vee \mathcal{K}$ and infimum $\wedge \mathcal{K}$ are defined as the lowest (with respect to $\leq$ ) upper bound and greatest lower bound of $\mathcal{K}$, respectively. The two main examples of complete lattices used in morphological processing are: (1) the set space $\mathcal{P}(\mathbb{D})$ where the $\vee / \wedge$ lattice operations are the set union/intersection, and (2) the signal space Fun $(\mathbb{D}, \overline{\mathbb{R}})$ where the $\vee / \wedge$ lattice operations are the supremum/infimum of sets of real numbers. Increasing operators on $\mathcal{L}$ are of great importance because they preserve the partial ordering, and among them four fundamental examples are:

$$
\begin{align*}
\delta \text { is dilation } & \Longleftrightarrow \delta\left(\bigvee_{i \in I} f_{i}\right)=\bigvee_{i \in I} \delta\left(f_{i}\right)  \tag{74.26}\\
\varepsilon \text { is erosion } & \Longleftrightarrow \varepsilon\left(\bigwedge_{i \in I} f_{i}\right)=\bigwedge_{i \in I} \varepsilon\left(f_{i}\right)  \tag{74.27}\\
\alpha \text { is opening } & \Longleftrightarrow \alpha \text { is increasing, idempotent, and anti-extensive }  \tag{74.28}\\
\beta \text { is closing } & \Longleftrightarrow \beta \text { is increasing, idempotent, and extensive } \tag{74.29}
\end{align*}
$$

where $I$ is an arbitrary index set.
The above definitions allow broad classes of signal operators to be grouped as lattice dilations, erosions, openings, or closing and their common properties to bestudied under the unifying lattice framework. Thus, thetranslation-invariantmorphological dilations, erosions, openings, and closings we saw before are simply special cases of their lattice counterparts. Next, we see some examples and applications of the above general definitions.

EXAMPLE 74.5: Dilation and Translation-Invariant (DTI) Systems
Consider a signal operator that is shift-invariant and obeys a supremum-of-sums superposition:

$$
\begin{equation*}
\mathcal{D}\left[\bigvee_{i} c_{i}+f_{i}(x)\right]=\bigvee_{i} c_{i}+\mathcal{D}\left[f_{i}(x)\right] \tag{74.30}
\end{equation*}
$$

Then $\mathcal{D}$ is both a lattice dilation and translation-invariant. We call it a DTI system in analogy to linear time-invariant (LTI) systems that are shift-invariant and obey a linear (sum-of-products) superposition. As an LTI system corresponds in the time-domain to a linear convolution with its impulse response, a DTI system can be represented as a supremal convolution with its upper 'impulse response' $g_{\vee}(x)$ defined as its output when the input is the upper zero impulse $l(x)$, defined in Table 74.4. Specifically,

$$
\begin{equation*}
\mathcal{D} \text { is DTI } \Longleftrightarrow \mathcal{D}(f)=f \oplus g_{\vee}, \quad g_{\vee} \equiv \mathcal{D}(l) \tag{74.31}
\end{equation*}
$$

A similar class is the erosion and translation-invariant (ETI) systems $\varepsilon$ which are shift-invariant and obey an infimum-of-sums superposition as in (74.30) but with $\vee$ replaced by $\wedge$. Such systems are equivalent to infimal convolutions with their lower impulse response $g_{\wedge}=\varepsilon(-\imath)$, defined as the system's output due to the lower impulse $-l(x)$. Thus, DTI and ETI systems are uniquely determined in thetime/spatial domain by their impulse responses, which also control their causality and stability [37].

TABLE 74.4 Examples of Upper Slope Transform

| Signal: $f(x)$ | Transform: $F_{\vee}(a)$ |
| :---: | :---: |
| $l\left(x-x_{0}\right) \equiv 0$ if $x=x_{0}$, and $-\infty$ else | $-a x_{0}$ |
| $a_{0} x$ | $-l\left(a-a_{0}\right)$ |
| $\lambda(x) \equiv 0$ if $x \geq 0$, and $-\infty$ else | $-\lambda(a)$ |
| $a_{0} x+\lambda(x)$ | $-\lambda\left(a-a_{0}\right)$ |
| $\begin{cases}0, & \|x\| \leq r \\ -\infty, & \|x\|>r \\ -a_{0}\|x\|, & a_{0}>0\end{cases}$ | $r\|a\|$ |
| $\sqrt{1-x^{2}}, \quad\|x\| \leq 1$ |  |
| $-\left(\|x\|^{p}\right) / p, p>1$ | $\left\{\begin{array}{cc}0, & \|a\| \leq a_{0} \\ \exp (x) & \|a\|>a_{0} \\ & \sqrt{1+a^{2}}\end{array}\right.$ |

EXAMPLE 74.6: Shift-Varying Dilation
Let $\delta_{B}(f)=f \oplus B$ be the shift-invariant flat dilation of (74.8). In applying it to nonstationary signals, the need may arise to vary the moving window $B$ by actually having a family of windows $B(x)$, possibly varying at each location $x$. This creates the new operator

$$
\begin{equation*}
\delta_{B}(f)(x)=\bigvee_{y \in B(x)} f(x-y) \tag{74.32}
\end{equation*}
$$

which is still a lattice dilation, i.e., it distributes over suprema, but it is shift-varying.

## EXAMPLE 74.7: Adjunctions

An operator pair $(\varepsilon, \delta)$ is called an adjunction if $\delta(f) \leq g \leq \Longleftrightarrow f \leq \varepsilon(g)$ for all $f, g \in \mathcal{L}$. Given a dilation $\delta$, there is a uniqueerosion $\varepsilon$ such that $(\varepsilon, \delta)$ is adjunction, and vice versa. Further, if $(\varepsilon, \delta)$ is an adjunction, then $\delta$ is a dilation, $\varepsilon$ is an erosion, $\delta \varepsilon$ isan opening, and $\varepsilon \delta$ is a closing. Thus, from any adjunction we can generate an opening via the composition of its erosion and dilation. If $\varepsilon$ and $\delta$ are the translation-invariant morphological erosion and dilation in (74.11) and (74.10), then $\delta \varepsilon$ coincides with the translation-invariant morphological opening of (74.13). But there are also numerous other possibilities.

EXAMPLE 74.8: Radial Opening
If a 2D image $f$ contains 1D objects, e.g., lines, and $B$ is a 2D convex structuring element, then the opening or closing of $f$ by $B$ will eliminate these 1D objects. Another problem arises when $f$ contains large-scale objects with sharp corners that need to be preserved; in such cases opening or closing $f$ by a disk $B$ will round these corners. These two problems could be avoided in some cases if we replace the conventional opening with

$$
\begin{equation*}
\alpha(f)=\bigvee_{\theta} f \circ L_{\theta} \tag{74.33}
\end{equation*}
$$

where the sets $L_{\theta}$ are rotated versions of a line segment $L$ at various angles $\theta \in[0,2 \pi)$. Theoperator $\alpha$, called radial opening, is a lattice opening in the sense of (74.28). It has the effect of preserving an object in $f$ if this object is left unchanged after the opening by $L_{\theta}$ in at least one of the possible orientations $\theta$.

## EXAMPLE 74.9: Opening by Reconstruction

Consider a set $X=\bigcup_{i} X_{i}$ as a union of disjoint connected components $X_{i}$ and let $M \subseteq X_{j}$ be a marker in the $j$ th component; i.e., $M$ could be a single point or some feature set in $X$ that lies only in $X_{j}$. Then, define the conditional dilation of $M$ by $B$ within $X$ as

$$
\begin{equation*}
\delta_{B \mid X}(M) \equiv(M \oplus B) \cap X \tag{74.34}
\end{equation*}
$$

If $B$ is a disk with a radius smaller than the distance between $X_{j}$ and any of the other components, then by iterating this conditional dilation we can obtain in the limit

$$
\begin{equation*}
M R_{B \mid X}(M)=\lim _{n \rightarrow \infty} \underbrace{\left(\delta_{B \mid X} \cdots\left(\delta_{B \mid X}\left(\delta_{B \mid X}(M)\right)\right)\right.}_{n \text { times }} \tag{74.35}
\end{equation*}
$$

the whole component $X_{j}$. The operator $M R$ is a lattice opening, called opening by reconstruction, and its output is called the morphological reconstruction of the component from the marker. An example is shown in Fig. 74.3. It can extract large-scale components of the image from knowledge only of a smaller marker insidethem.

### 74.6 Slope Transforms

Fourier transforms are among the most useful linear signal transformations because they enable us to analyze the processing of signals by linear time-invariant (LTI) systems in the frequency domain, which could be more intuitive or easier to implement. Similarly, there exist some nonlinear signal transformations, called slope transforms, which allow the analysis of the dilation and erosion translation-invariant (DTI and ETI) systems in a transform domain, the slope domain. First, we note that the lines $f(x)=a x+b$ are eigenfunctions of any DTI system $\mathcal{D}$ or ETI system $\mathcal{E}$ because

$$
\begin{align*}
\mathcal{D}[a x+b] & =a x+b+G_{\vee}(a), G_{\vee}(a) \equiv \bigvee_{x} g_{\vee}(x)-a x \\
\mathcal{E}[a x+b] & =a x+b+G_{\wedge}(a), G_{\wedge}(a) \equiv \bigwedge_{x} g_{\wedge}(x)-a x \tag{74.36}
\end{align*}
$$

with corresponding eigenvalues $G_{\vee}(a)$ and $G_{\wedge}(a)$, which are called, respectively, the upper and lower sloperesponse of the DTI and ETI system. They measure the amount of shift in the intercept of theinput lines with slope $a$ and are conceptually similar to the frequency response of LTI systems.


FIGURE 74.3: Let $X$ be the union of the two region boundaries in the top left image, and let $M$ be the single point marker inside the left region. Top right shows the complement $X^{c}$. If $Y_{0}=M$ and $B$ is a disk-like set whose radius does not exceed the width of the region boundary, iterating the conditional dilation $Y_{i}=\left(Y_{i-1} \oplus B\right) \cap X^{c}$, for $i=1,2,3, \ldots$, yields in the limit (reached at $i=18$ in this case) the interior $Y_{\infty}$ of the left region via morphological reconstruction, shown in bottom right. (Bottom left shows an intermediate result for $i=9$.)

Then, by viewing the slope response as a signal transform with variable the slope $a \in \mathbb{R}$, we define[37] for a 1D signal $f: \mathbb{D} \rightarrow \overline{\mathbb{R}}$ its upper slopetransform $F_{\vee}$ and its lower slopetransform ${ }^{2}$ $F_{\wedge}$ as the functions

$$
\begin{align*}
F_{\vee}(a) & \equiv \bigvee_{x \in \mathbb{D}} f(x)-a x  \tag{74.37}\\
F_{\wedge}(a) & \equiv \bigwedge_{x \in \mathbb{D}} f(x)-a x \tag{74.38}
\end{align*}
$$

Since $f(x)-a x$ is theintercept of a line with slope $a$ passing from the point $(x, f(x))$ on thesignal's graph, for each $a$ the upper (lower) slope transform of $f$ is the maximum (minimum) value of this intercept, which occurs when the above line becomes a tangent. Examples of slope transforms are shown in Fig. 74.4. For differentiable signals, $f$, the maximization or minimization of the intercept $f(x)-a x$ can also be done by finding the stationary point(s) $x^{*}$ such that $d f\left(x^{*}\right) / d x=a$. This extreme value of the intercept is the Legendre transform of $f$ :

$$
\begin{equation*}
F_{L}(a) \equiv f\left((d f / d x)^{-1}(a)\right)-a\left[(d f / d x)^{-1}(a)\right] \tag{74.39}
\end{equation*}
$$

It is extensively used in mathematical physics. If the signal $f(x)$ is concave or convex and has an invertible derivative, its Legendre transform is single-valued and equal (over the slope regions it is

[^70]defined) to the upper or lower transform; e.g., seethe last three examples in Table 74.4. If $f$ isneither convex nor concave or if it does not have an invertible derivative, its Legendre transform becomes a set $F_{L}(a)=\left\{f\left(x^{*}\right)-a x^{*}: d f\left(x^{*}\right) / d x=a\right\}$ of real numbersfor each $a$. This multivalued Legendre transform, defined and studied in [19] as a 'slope transform', has properties similar to those of the upper/lower slope transform, but there are also some important differences [37].


FIGURE 74.4: (a) Original parabola signal $f(x)=-x^{2} / 2$ (in dashed line) and its morphological opening (in solid line) by a flat structuring element $[-5,5]$. (b) Upper slopetransform $F_{\vee}(a)$ of the parabola (in dashed line) and of its opening (in solid line).

The upper and lower slope transform have a limitation in that they do not admit an inverse for arbitrary signals. The closest to an 'inverse' upper slope transform is

$$
\begin{equation*}
\hat{f}(x) \equiv \bigwedge_{a \in \mathbb{R}} F_{\vee}(a)+a x \tag{74.40}
\end{equation*}
$$

which is equal to $f$ only if $f$ is concave; otherwise, $\hat{f}$ covers $f$ from above by being its smallest concave upper envelope. Similarly, the supremum over $a$ of all lines $F_{\wedge}(a)+a x$ creates the greatest convex lower envelope $\check{f}(x)$ of $f$, which plays the role of an "inverse" lower slopetransform and is equal to $f$ only if $f$ is convex. Thus, for arbitrary signals we have $\check{f} \leq f \leq \hat{f}$.

Tables 74.4 and 74.5 list several examples and properties of the upper slope transform. The most striking is that (dilation) supremal convolution in the time/space domain corresponds to addition in the slope domain. Note the analogy with LTI systems where linearly convolving two signals corresponds to multiplying their Fourier transforms. Very similar properties also hold for the lower slope transform, the only differences being the interchange of suprema with infima, concave with convex, and the supremal $\oplus$ with the infimal convolution $\square$.

The upper/lower slope transforms for discrete-domain and/or multi-dimensional signals are de fined as in the 1D continuous case by replacing the real variable $x$ with an integer and/or multidimensional variable, and their properties are very similar or identical to the ones for signals defined on $\mathbb{R}$. See [37, 38] for details.

Oneof themost useful applicationsof LTI systems and Fourier transform isthedesign of frequencyselective filters. Similarly, it is also possible to design morphological systems that have a slope selectivity. Imagine a DTI system that rejects all line components with slopes in the band [ $-a_{0}, a_{0}$ ]

TABLE 74.5 Properties of U pper Slope
Transform

| Signal: $f(x)$ | Transform: $F \vee(a)$ |
| :---: | :---: |
| $\vee_{i} c_{i}+f_{i}(x)$ | $\vee_{i} c_{i}+F_{i}(a)$ |
| $f\left(x-x_{0}\right)$ | $F(a)-a x_{0}$ |
| $f(x)+a_{0} x$ | $F\left(a-a_{0}\right)$ |
| $f(r x)$ | $F(a / r)$ |
| $f(x) \oplus g(x)$ | $F(a)+G(a)$ |
| $\vee_{y} f(x)+g(x+y)$ | $F(-a)+G(a)$ |
| $f(x) \leq g(x) \forall x$ | $F(a) \leq G(a) \forall a$ |
| $g(x)= \begin{cases}f(x), & \|x\| \leq r \\ -\infty, & \|x\|>r\end{cases}$ | $G(a)=F(a) \square r\|a\|$ |

and passes all the rest unchanged. Then its slope response would be

$$
\begin{equation*}
G(a)=0 \text { if }|a| \leq a_{0} \text {, and }+\infty \text { else. } \tag{74.41}
\end{equation*}
$$

This is an ideal-cutoff slope bandpass filter. In the time domain it acts as a supremal convolution with its impulse response

$$
\begin{equation*}
g(x)=-a_{0}|x| \tag{74.42}
\end{equation*}
$$

However, $f \oplus g$ is a non-causal infinite-extent dilation, and hence not realizable. Instead, we could implement it as a cascade of a causal dilation by the half-line $g_{1}(x)=-a_{0} x+\lambda(x)$ followed by an anti-causal dilation by another half-line $g_{2}(x)=a_{0} x+\lambda(-x)$, where $\lambda(x)$ is the zero step defined in Table 74.4. This works because $g=g_{1} \oplus g_{2}$. For a discrete-time signal $f[x]$, this slope bandpass filtering could beimplemented via the recursivemax-sum difference equation $f_{1}[x]=\max \left(f_{1}[x]-\right.$ $\left.a_{0}, f[x]\right)$ run forward in time, followed by another difference equation $f_{2}[x]=\max \left(f_{2}[x+1]+\right.$ $a_{0}, f_{1}[x]$ ) run backward in time. The final result would be $f_{2}=f \oplus g$. Such slope filters are useful for envelope estimation [37].

### 74.7 Multiscale Morphological Image Analysis

Multiscale signal analysis has recently emerged as a useful framework for many computer vision and signal processing tasks. Examples include: (1) detecting geometrical features or other events at large scales and then refining their location or value at smaller scales, (2) video and audio data compression using multiband frequency analysis, and (3) measurements and modeling of fractal signals. M ost of the work in this area has obtained multiscale signal versions via linear multiscale smoothing, i.e., convolutions with a Gaussian with a variance proportional to scale [15, 53, 72]. There is, however, a variety of nonlinear smoothing filters, including the morphological openings and closings [35, 42, 58] that can provide a multiscale image ensemble and have the advantage over the linear Gaussian smoothers that they do not blur or shift edges, as shown in Fig. 74.5. There we see that thegray-level close-openings by reconstruction are especially useful becausethey can extract the exact outline of a certain object by locking on it while smoothing out all its surroundings; these nonlinear smoothers have been applied extensively in multiscale image segmentation [56]. The use of morphological operators for multiscale signal analysis is not limited to operations of a smoothing type; e.g., in fractal image analysis, erosion and dilation can provide multiscale distributions of the shrink-expand type from which the fractal dimension can be computed [36].

O verall, many applications of morphological signal processing such as nonlinear smoothing, geometrical feature extraction, skeletonization, size distributions, and segmentation, inherently require or can benefit from performing morphological operations at multiples scales. The required building blocks for a morphological scale-space are the multiscale dilations and erosions. Consider a planar


FIGURE 74.5: (a) Original image and its multiscalesmoothings via: (b,c,d) Gaussian convolution at scales 2, 4, 16; (e,f,g) close-opening by a squareatscales 2, 4, 16; ( $\mathrm{h}, \mathrm{i}, \mathrm{j}$ ) close-opening by reconstruction at scales $2,4,16$.
compact convex set $B=\left\{(x, y):\|(x, y)\|_{p} \leq 1\right\}$ that is the unit ball generated by the $L_{p}$ norm, $p=1,2, \ldots, \infty$. Then the simplest multiscale dilation and erosion of a signal $f(x, y)$ at scales $t>0$ are the multiscale flat sup/inf convolutions by $t B=\{t z: z \in B\}$

$$
\begin{align*}
\delta(x, y, t) & \equiv(f \oplus t B)(x, y)  \tag{74.43}\\
\varepsilon(x, y, t) & \equiv(f \ominus t B)(x, y) \tag{74.44}
\end{align*}
$$

which apply both to gray-level and binary images.

### 74.7.1 Binary Multiscale Morphology via Distance Transforms

Viewing the boundaries of multiscale erosions/dilations of a binary image by disks as wavefronts propagatingfrom theoriginal imageboundary at uniform unit normal velocity and assigning to each pixel the time $t$ of wavefront arrival creates a distance function, called the distance transform [10]. This transform is a compact way to represent their multiscale dilations and erosions by disks and other polygonial structuring elements whose shape depends on the norm $\|\cdot\|_{p}$ used to measure distances. Formally, the distance transform of the foreground set $F$ of a binary image is defined as

$$
\begin{equation*}
D_{p}(F)(x, y) \equiv \bigwedge_{(v, u) \in F^{c}}\left\{\|(x-v, y-u)\|_{p}\right\} \tag{74.45}
\end{equation*}
$$

Thresholding the distance transform at various levels $t>0$ yields the erosions of the foreground $F$ (or the dilation of the background $F^{c}$ ) by the norm-induced ball $B$ at scale $t$ :

$$
\begin{equation*}
F \ominus t B=\Theta_{t}\left[D_{p}(F)\right] \tag{74.46}
\end{equation*}
$$

Another view of the distance transform results from seeing it as the infimal convolution of the $(0,+\infty)$ indicator function of $F^{c}$,

$$
\begin{equation*}
I_{F^{c}}(x) \equiv 0 \text { if } x \in F^{c}, \text { and }+\infty \text { else, } \tag{74.47}
\end{equation*}
$$

with the norm-induced conical structuring function:

$$
\begin{equation*}
D_{p}(F)(x)=I_{F^{c}}(x) \square\|x\|_{p} \tag{74.48}
\end{equation*}
$$

Recognizing $g_{\wedge}(x)=\|x\|_{p}$ as the lower impulse response of an ETI system with slope response

$$
\begin{equation*}
G_{\wedge}(a)=0 \text { if }\|a\|_{q} \leq 1, \text { and }-\infty \text { else } \tag{74.49}
\end{equation*}
$$

where $1 / p+1 / q=1$, leads to seeing the distance transform as the output of an ideal-cutoff slopeselective filter that rejects all input planes whose slope vector falls outside the unit ball with respect to the $\|\cdot\|_{q}$ norm, and passes all the rest unchanged.

To obtain isotropic distance propagation, the Euclidean distance transform is desirable because it gives multiscale morphology with the disk as the structuring element. However, since this has a significant computational complexity, various techniques are used to obtain approximations to the Euclidean distance transform of discrete images at a lower complexity. A general such approach is the use of discrete distances [54] and their generalization via chamfer metrics [11]. Given a discrete binary image $f[i, j] \in\{0,+\infty\}$ with 0 marking background/source pixels and $+\infty$ marking fore ground/object pixels, its global chamfer distancetransform is obtained by propagating local distances within a small neighborhood mask. An efficient method to implement it is a two-pass sequential algorithm [11,54] where for a $3 \times 3$ neighborhood the min-sum difference equation

$$
\begin{array}{r}
u_{n}[i, j]=\min \left(u_{n-1}[i, j], u_{n}[i-1, j]+a, u_{n}[i, j-1]+a,\right. \\
\left.u_{n}[i-1, j-1]+b, u_{n}[i+1, j-1]+b\right) \tag{74.50}
\end{array}
$$

is run recursively over the image domain: first ( $n=1$ ), in a forward scan starting from $u_{0}=f$ to obtain $u_{1}$, and second ( $n=2$ ) in a backward scan on $u_{1}$ using a reflected mask to obtain $u_{2}$, which is thefinal distancetransform. The coefficients $a$ and $b$ arethelocal distances within theneighborhood mask. The unit ball associated with chamfer metrics is a polygon whose approximation of the disk improves by increasing the size of the mask and optimizing the local distances so as to minimize the error in approximating the true Euclidean distances. In practice, integer-valued local distances are used for faster implementation of the distance transform. If $(a, b)$ is $(1,1)$ or $(1, \infty)$, the chamfer ball becomes a square or rhombus, respectively, and the chamfer distance transform gives poor approximations to multiscale morphology with disks. The commonly used ( $a=3, b=4$ ) chamfer metric gives a maximum absolute error of about $6 \%$, but even better approximations can be found by optimizing $a, b$.

### 74.7.2 Multiresolution Morphology

In certain multiscale image analysis tasks, the need also arises to subsample the multiscale image versions and thus create a multiresolution pyramid [15,53]. Such concepts are very similar to the ones encountered in classical signal decimation. M ost research in image pyramids has been based on linear smoothers. However, since morphological filters preserve essential shape features, they may besuperior in many applications. A theory of morphological decimation and interpolation has been developed in [25] to address these issues which also provides algorithms on reconstructing a signal after morphological smoothing and decimation with quantifiable error. For example, consider a binary discrete image represented by a set $X$ that is smoothed first to $Y=X \circ B$ via opening and then down-sampled to $Y \cap S$ by intersecting it with a periodic sampling set $S$ (satisfying certain conditions). Then the H ausdorff distancebetween the smoothed signal $Y$ and the interpolation (via dilation) $(Y \cap S) \oplus B$ of its down-sampled version does not exceed the radius of $B$. These ideas also extend to multilevel signals.

### 74.8 Differential Equations for Continuous-Scale Morphology

Thus far, most of the multiscale image filtering implementations have been discrete. H owever, due to the current interest in analog VLSI and neural networks, there is renewed interest in analog computation. Thus, continuous models have been proposed for several computer vision tasks based on partial differential equations(PDEs). In multiscale linear analysis [72] a continuous (in scale $t$ and spatial argument $x, y$ ) multiscale signal ensemble

$$
\begin{equation*}
\gamma(x, y, t)=f(x, y) * G_{t}(x, y), \quad G_{t}(x, y)=\frac{\exp \left[-\left(x^{2}+y^{2}\right) / 4 t\right]}{\sqrt{4 \pi t}} \tag{74.51}
\end{equation*}
$$

is created by linearly convolving an original signal $f$ with a multiscale Gaussian function $G_{t}$ whose variance ( $2 t$ ) is proportional to the scale parameter $t$. The Gaussian multiscale function $\gamma$ can be generated [28] from the linear diffusion equation

$$
\begin{equation*}
\frac{\partial \gamma}{\partial t}=\frac{\partial^{2} \gamma}{\partial x^{2}}+\frac{\partial^{2} \gamma}{\partial y^{2}} \tag{74.52}
\end{equation*}
$$

starting from the initial condition $\gamma(x, y, 0)=f(x, y)$.
Motivated by the limitations or inability of linear systems to successfully model several image processing problems, several nonlinear PDE-based approaches have been developed. Among them, somePDEs have been recently developed to model multiscale morphological operators as dynamical systems evolving in scale-space [1, 14, 66].

Consider the multiscale morphological flat dilation and erosion of a 2D image signal $f(x, y)$ by the unit-radius disk at scales $t \geq 0$ as the space-scale functions $\delta(x, y, t)$ and $\varepsilon(x, y, t)$ of (74.43) and (74.44). Then [14] the PDE generating these multiscale flat dilations is

$$
\begin{equation*}
\frac{\partial \delta}{\partial t}=\|\nabla \delta\|=\sqrt{\left(\frac{\partial \delta}{\partial x}\right)^{2}+\left(\frac{\partial \delta}{\partial y}\right)^{2}} \tag{74.53}
\end{equation*}
$$

and for the erosions is $\partial \varepsilon / \partial t=-\|\nabla \varepsilon\|$. These morphological PDEs directly apply to binary images because flat dilations/erosions commute with thresholding and hence, when the gray-level image is dilated/eroded, each one of its thresholded versions representing a binary image is simultaneously dilated/eroded by the same element and at the same scale.

In equivalent formulations [10, 57, 66], the boundary of the original binary image is considered as a closed curve and this curve is expanded perpendicularly at constant unit speed. The dilation of the original image with a disk of radius $t$ is the expanded curve at time $t$. This propagation of the image boundary is a special case of more general curvature dependent propagation schemes for curve evolution studied in [47]. This general curve evolution methodology was applied in [57] to obtain multiscale morphological dilations/erosions of binary images, using an algorithm [47] where the original curve is first embedded in the surface of a 2 D continuous function $\Phi_{0}(x, y)$ as its zero level set and then the evolving 2D curve is obtained as the zero level set of a 2 D function $\Phi(x, y, t)$ that evolves from theinitial condition $\Phi(x, y, 0)=\Phi_{0}(x, y)$ according to thePDE $\partial \Phi / \partial t=\|\nabla \Phi\|$. This function evolution PDE makes zero level sets expand at unit normal speed and is identical to the PDE (74.53) for flat dilation by disk. The main steps in its numerical implementations [47] are:

$$
\begin{aligned}
\Phi_{i, j}^{n} & =\text { estimate of } \Phi\left(i \Delta x, j \Delta_{y}, n \Delta t\right) \text { on a grid } \\
D_{x}^{+} & =\left(\Phi_{i+1, j}^{n}-\Phi_{i, j}^{n}\right) / \Delta x, D_{x}^{-}=\left(\Phi_{i, j}^{n}-\Phi_{i-1, j}^{n}\right) / \Delta x \\
D_{y}^{+} & =\left(\Phi_{i, j+1}^{n}-\Phi_{i, j}^{n}\right) / \Delta y, D_{y}^{-}=\left(\Phi_{i, j}^{n}-\Phi_{i, j-1}^{n}\right) / \Delta y \\
G^{2} & =\min ^{2}\left(0, D_{x}^{-}\right)+\max ^{2}\left(0, D_{x}^{+}\right)+\min ^{2}\left(0, D_{y}^{-}\right)+\max ^{2}\left(0, D_{y}^{+}\right) \\
\Phi_{i, j}^{n} & =\Phi_{i, j}^{n-1}+G \Delta t, n=1,2, \ldots,(R / \Delta t)
\end{aligned}
$$

where $R$ is the maximum scale (radius) of interest, $\Delta x, \Delta y$ are the spatial grid spacings, and $\Delta t$ is the time (scale) step.

Continuous multiscale morphology using the above curve evolution algorithm for numerically implementing the dilation PDE yields better approximations to disks and avoids the abrupt shape discretization inherent in modeling digital multiscaleusing discretepolygons [16, 57]. Comparing it to discretemultiscalemorphology using chamfer distancetransforms, wenotethat for binary images: (1) the chamfer distance transform is easier to implement and yields similar errors for small scale dilations/erosions; (2) implementing the distance transform via curve evolution is more complex, but at medium and large scales gives a better and very close approximation to Euclidean geometry, i.e., to morphological operations with the disk structuring element. See Fig. 74.6.

### 74.9 Applications to Image Processing and Vision

There are numerous applications of morphological image operators to image processing and computer vision. Examples of broad application areas include biomedical image processing, automated visual inspection, character and document image processing, remote sensing, nonlinear filtering, multiscale image analysis, feature extraction, motion analysis, segmentation, and shape recognition. Next we shall review a few of these applications to specific problems of image processing and low/mid-level vision.


FIGURE 74.6: Distancetransforms of abinary image, shown as intensity images modulo 20, obtained using: (a) M etric $\|\cdot\|_{\infty}$ (chamfer metric with local distances (1,1)), (b) chamfer metric with $3 \times 3$ neighborhood and local distances $(24,34) / 25$, and (c) curve evolution.

### 74.9.1 Noise Suppression

Rank filters and especially medians have been applied mainly to suppress impulse noise or noise whose probability density has heavier tails than the Gaussian for enhancement of image and other signals [ $2,12,27,64,65$ ], since they can remove this type of noise without blurring edges, as would be the case for linear filtering. The rank filters have also been used for envelope detection. In their behavior as nonlinear smoothers, as shown in Fig. 74.7, themedians act similarly to an 'open-closing' $(f \circ B) \bullet B$ by a convex set $B$ of diameter about half the diameter of the median window. Theopenclosinghastheadvantages over themedian that it requires lesscomputation and decomposesthenoise suppression task into two independent steps, i.e., suppressing positive spikes via the opening and negative spikes via the closing. Further, cascading open-closings $\beta_{t} \alpha_{t}$ at multiplescales $t=1, \ldots, r$, where $\alpha_{t}(f)=f \circ t B$ and $\beta_{t}(f)=f \bullet t B$, generates a class of efficient nonlinear smoothing filters $\beta_{r} \alpha_{r} \ldots \beta_{2} \alpha_{2} \beta_{1} \alpha_{1}$, called alternating sequential filters, which smooth progressively from the smallest scale possible up to a maximum scale $r$ and have a broad range of applications [59, 60, 62].

### 74.9.2 Feature Extraction

Residuals between a signal and some morphologically transformed versions of it can extract line- or blob-type features or enhance their contrast. An example is the difference between the flat dilation and erosion of an image $f$ by a symmetric disk-like set $B$ whose diameter, diam $(B)$, is very small;

$$
\begin{equation*}
\operatorname{edge}(f)=\frac{(f \oplus B)-(f \ominus B)}{\operatorname{diam}(B)} \tag{74.54}
\end{equation*}
$$

If $f$ is binary, edge $(f)$ extracts its boundary. If $f$ is gray-level, the above residual enhances its edges [7,58] by yielding an approximation to $\|\nabla f\|$, which is obtained in the limit of (74.54) as $\operatorname{diam}(B) \rightarrow 0$. See Fig. 74.8. This morphological edge operator can be made more robust for edge detection by first smoothing the input image signal and compares favorably with other gradient approaches based on linear filtering.

Another example involves subtracting the opening of a signal $f$ by a compact convex set $B$ from the input signal yields an output consisting of thesignal peakswhose support cannot contain $B$. This is the top-hat transformation $[43,58]$

$$
\begin{equation*}
\operatorname{peak}(f)=f-(f \circ B) \tag{74.55}
\end{equation*}
$$

and can detect bright blobs, i.e., regions with significantly brighter intensities relative to the surroundings. Similarly, to detect dark blobs, modeled as intensity valleys, we can use the closing residual operator $f \mapsto(f \bullet B)-f$. See Fig. 74.8. The morphological peak/valley extractors, in addition to their being simple and efficient, have some advantages over curvature-based approaches.


FIGURE 74.7: (a) Noisy image $f$, corrupted with salt-and-pepper noise of probability $10 \%$. (b) Opening $f \circ B$ of $f$ by a $2 \times 2$-pixel square $B$. (c) Open-closing $(f \circ B) \bullet B$. (d) Median of $f$ by a $3 \times 3$-pixel square window.

### 74.9.3 Shape Representation via Skeleton Transforms

There are applications in image processing and vision where a binary shape needs to be summarized down to itsthin medial axis and then reconstructed exactly from this axial information. This process, known asmedial axis(or skeleton) transform hasbeen studied extensively for shaperepresentation and description [10,54]. Among many approaches, it can also be obtained via multiscale morphological operators, which offer as a by-product a multiscale representation of theoriginal shapeviaits skeleton components [39,58]. Let $X \subseteq \mathbb{Z}^{2}$ represent the foreground of a finite discrete binary image and let $B \subseteq \mathbb{Z}^{2}$ be a convex disk-like set at scale 1 and $B^{\oplus n}$ be its multiscale version at scale $n=1,2, \ldots$ The $n$th skeleton component of $X$ is the set

$$
\begin{equation*}
S_{n}=\left(X \ominus B^{\oplus n}\right) \backslash\left[\left(X \ominus B^{\oplus n}\right) \circ B\right], n=0,1, \ldots, N, \tag{74.56}
\end{equation*}
$$

where $\backslash$ denotes the difference, $n$ is a discrete scale parameter, and $N=\max \left\{n: X \ominus B^{\oplus n} \neq \emptyset\right\}$ is the maximum scale. The $S_{n}$ are disjoint subsets of $X$, whose union is the morphological skeleton of $X$.

The morphological skeleton transform of $X$ is the finite sequence ( $S_{0}, S_{1}, \ldots, S_{N}$ ). The union of all the $S_{n} s$ dilated by a $n$-scale disk reconstructs exactly the original shape; omitting the first $k$ components leads to a smooth partial reconstruction, the opening of $X$ at scale $k$ :

$$
\begin{equation*}
X \circ B^{\oplus k}=\bigcup_{k \leq n \leq N} S_{n} \oplus B^{\oplus n}, \quad 0 \leq k \leq N \tag{74.57}
\end{equation*}
$$

Thus, we can view the $S_{n}$ as 'shapecomponents', wherethesmall-scale components areassociated with the lack of smoothness of the boundary of $X$, whereas skeleton components of large scale indices $n$


FIGURE 74.8: (a) Image $f$. (b) Edge enhancement: dilation-erosion residual $f \oplus B-f \ominus B$, where $B$ is a 21-pixel octagon. (c) Peak detection: opening residual $f-f \circ B^{\oplus 3}$. (d) Valley detection: closing residual $f \bullet B^{\oplus 3}-f$.
are related to the bulky interior parts of $X$ that are shaped similarly to $B^{\oplus n}$. Figure 74.9 shows a detailed description of the skeletal decomposition and reconstruction of an image.

Several generalizations or modifications of themorphological skeletonization include: using structuring elements different than disks that might result in fewer skeletal points, or removing redundant points from the skeleton [29, 33, 39]; using different structuring elements for each skeletonization step [23, 33]; using lattice generalizations of the erosions and openings involved in skeletonization [30]; image representation based on skeleton-like multiscale residuals [23]; and shape decomposition based on residuals between image parts and maximal openings [48]. In addition to its general use for shape analysis, a major application of skeletonization has been binary image coding [13, 30, 39].

### 74.9.4 Shape Thinning

The skeleton is not necessarily connected; for connected skeletons see [3]. Another approach for summarizing a binary shape down to a thin medial axis that is connected but does not necessarily guarantee reconstruction is via thinning. Morphological thinning is defined [58] as the difference between the original set $X$ (representing the foreground of a binary image) and a set of feature locations extracted via hit-miss transformations by pairs of foreground-background probing sets
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FIGURE 74.9: M orphological skeletonization of a binary image $X$ (top left image) with respect to a $3 \times 3$-pixel square structuring element $B$. (a) Erosions $X \ominus B^{\oplus n}, n=0,1,2,3$. (b) Openings of erosions ( $X \ominus B^{\oplus n}$ ) $\circ B$. (c) Skeleton subsets $S_{n}$. (d) Dilated skeleton subsets $S_{n} \oplus B^{\oplus n}$. (e) Partial unions of skeleton subsets $\cup_{N \geq k \geq n} S_{k}$. (f) Partial unionsof dilated skeleton subsets $\cup_{N \geq k \geq n} S_{k} \oplus B^{\oplus k}$.
( $A_{i}, B_{i}$ ) designed to detect features that thicken the shape's axis:

$$
\begin{equation*}
X \bigcirc\left\{\left(A_{i}, B_{i}\right)\right\}_{i=1}^{n} \equiv X \backslash \bigcup_{i=1}^{n} X \otimes\left(A_{i}, B_{i}\right) \tag{74.58}
\end{equation*}
$$

Usually each hit-miss by a pair ( $A_{i}, B_{i}$ ) detects a feature at some orientation, and then the difference from the original peels off this feature from $X$. Since this feature might occur at several orientations, the above thinning operator is applied iteratively by rotating its set of probing elements until there is no further changein theimage. Thinning has been applied extensively to character images. Examples are shown in Fig. 74.10, where each thinning iteration used $n=3$ template pairs ( $A_{i}, B_{i}$ ) for the hit-miss transformations of (74.58) designed in [8].

### 74.9.5 Size Distributions

M ultiscale openings $X \mapsto X \circ r B$ and closings $X \mapsto X \bullet r B$ of compact sets $X$ in $\mathbb{R}^{d}$ by convex compact structuringelements $r$, parameterized by ascaleparameter $r \geq 0$, arecalled granulometries and can unify all sizing (sieving) operations [42]. Because they satisfy a monotonic ordering

$$
\begin{equation*}
\ldots X \circ s B \subseteq X \circ r B \subseteq \ldots \subseteq X \subseteq \ldots X \bullet r B \subseteq X \bullet s B \subseteq \ldots, r<s \tag{74.59}
\end{equation*}
$$

if we measure the volume (or area) of these sets as a function of scale, this function will also satisfy the same ordering and hence create size distributions. Further, taking its derivative leads to a size


FIGURE 74.10: Left column shows binary images of handwritten characters. Right column shows their thinned version.
density function (or size histogram in the discrete case)

$$
h(r) \equiv \begin{cases}-\frac{d \mathrm{VOl}(X \circ r B)}{d r}, & r \geq 0  \tag{74.60}\\ \frac{d \mathrm{VOl}(X \bullet|r| B)}{d|r|}, & r<0\end{cases}
$$

This conveys several types of information useful for shapedescription and multiscale image analysis. For example, theboundary roughness of $X$ relativeto $B$ manifests itself as contributions in thelowersize part of the size histogram. Long capes or bulky protruding parts in $X$ that consist of patterns $s B$ show up as isolated impulses in the histogram around positive $r=s$. Finally, the size density can be defined for 'negative' sizes by using closings instead of openings; in this case impulses at negative sizes indicate the existence of prominent intruding gulfs or holes in $X$.

If $X$ is a random set [42], then probabilistic measures of its size distribution have been used extensively in image analysis applications to petrography and biology [58]. All of the above ideas can be extended to gray-level images [35]. One application of gray-level size distributions is texture classification [17].

### 74.9.6 Fractals

A largevariety of natural image objects(e.g., clouds, coastlines, mountains, islands, trees, leaves, etc.) can bemodeled with fractals[32]. Fractalsaremathematical sets with a very high level of geometrical complexity; formally, their Hausdorff dimension is larger than their topological dimension. An important characteristic of fractals to measure for purposes of shape description or classification is their fractal dimension. Among the various methods [32] to estimatethe fractal dimension D of the surface of a set $F \subseteq \mathbb{R}^{3}$, the covering method is based conceptually on M inkowski's idea of finding the area of irregular sets; dilate them with spheres of radius $r$, find the volume $V(r)$ of the dilated set, and set its area equal to $\lim _{r \downarrow 0} A(r)$, where $A(r)=V(r) / 2 r$. Further, the fractal dimension of $F$ can befound by

$$
\begin{equation*}
D=\lim _{r \downarrow 0} \frac{\log \left[V(r) / r^{3}\right]}{\log [(1 / r)]} \tag{74.61}
\end{equation*}
$$

Theintuitivemeaning of $D$ isthat $V(r) \approx($ constant $) \cdot r^{3-D}$ as $r \downarrow 0$, from which $D$ can beestimated by least-squares fitting a straight line to a log-log plot of $V(r)$.

The theory of morphological operators allows us to find more efficient implementations of the above idea when $F$ isthegraph of a 2D function $f(x, y)$. Then, instead of multiscale 3D set dilations
of $F$ by spheres, it is computationally more efficient to perform 2D multiscale signal dilations and erosions of $f$ by disks $r B$ and measure the multiscale volumes by

$$
\begin{equation*}
V(r)=\iint[(f \oplus r B)(x, y)-(f \ominus r B)(x, y)] d x d y \tag{74.62}
\end{equation*}
$$

Thus, morphological flat dilations and erosions are used to create a volume-blanket as a layer either covering or being peeled off from the surface of $f$ at various scales. This morphological covering method can also be applied to 1D signals $f(x)$ by replacing volumes with areas and disks $r B$ with horizontal linear segments $[-r, r]$; such a 1D application is shown in Fig. 74.11.


FIGURE 74.11: Speech waveform of the word 'soothing' sampled at 10 kHz and its short-timefractal dimension over $10-\mathrm{ms}$ speech segments, computed every 1 ms and post-smoothed by a 3-point median filter. The short-time fractal dimension increases with the amount of turbulence existing during production of the corresponding sound, having a small value for vowels, medium for weak voiced fricatives, and high for unvoiced fricatives.

### 74.9.7 Image Segmentation

One of the most powerful and advanced tools of mathematical morphology is the watershed transformation [7] as applied to image segmentation. Let us regard the gray-level image to be segmented as a topographic relief and assume a drop of water falling at a point on it and flowing down along a steep slope path until it is trapped in a local minimum $M$ of the relief. The set of points such that a drop falling on them eventually reaches $M$ is the catchment basin associated with the minimum $M$. The union of the boundaries of the different catchment basins of the image constitute its watershed. Thus, the watershed consists of contours located on crest lines separating adjacent minima.

To ease the segmentation of the original image $f$, the watershed transformation is usually applied to its gradient magnitude $g=\|\nabla f\|$, which has higher contrast. However, direct computation of the watershed of $g$ usually leads to poor results, i.e., oversegmentation of $f$, because, even after smoothing $f$ or $g$, the latter often exhibits far too many minima. One of the best solutions to this
problem is to usemarkersfor the regionsto be extracted. A marker is a small connected component of pixels, a feature, located inside a region. Once the markers have been extracted, the gradient image $g$ is modified via morphological reconstruction so that these markers are imposed as the only minima of the modified function while preserving the highest crest lines of $g$ located between two markers. Then, computing the watershed of the modified $g$ usually provides a good segmentation whose quality depends mainly on the markers and somewhat on $g$ and the initial smoothing of $f$. An example is shown in Fig. 74.12. The power of this approach as well as its difficulty lies in the choice of the markers. Efficient ways to choose markers as well as fast algorithms for the watershed computation are detailed in [44, 69]. This watershed methodology has already proved to be very useful in various fields of image analysis, ranging from medical imaging to material sciences, remote sensing, and digital elevation models.


FIGURE 74.12: (a) Image $f$. (b) Edge enhancement (magnitude of gradient) of $f$. (c) Markers. (d) Watershed.

### 74.10 Conclusions

This chapter has provided a brief introduction of the theory of morphological signal processing and its applications to image analysis and nonlinear filtering. This methodology nowadays offers a large diversity of theoretical and algorithmic ideas that provide useful tools and inspire new directions in the following research areas from the fields of signal processing, image processing and machine vision, and pattern recognition: nonlinear filtering, nonlinear signal and system representation,
image feature extraction, multiscale analysis and geometry-driven diffusion, image segmentation, region-based image coding, motion analysis, automated visual inspection, and detection/estimation in random sets.

Some attractive aspects of morphological signal operators for efficiently solving problems in the above areas include: (1) suitability for geometry-related signal/image analysis problems; (2) unification power because they can be defined both for numerical signals as well as for more abstract data using their lattice generalizations; (3) simplicity of softwareor hardwareimplementations of the basic operators; and (4) existence of efficient algorithms for implementing complex morphological systems [68].

Three current research areas where successful future developments may significantly broaden and improvetheapplicability of morphological signal processing are: (A) Optimal design of nonlinear systems based on morphological and related signal operators, where, despite their numerous applications, very few ideas exist for their optimal design. (The current three main approaches are: (1) designing binary systemsasafiniteunion of erosions[20,31] or hit-missoperations[5] usingthemorphological representation theory of [33, 34] or [4]; (2) designing stack filters via threshold decomposition and linear programming [18]; (3) gradient-based optimization of morphological/rank filters either via simulated annealing [71] or via a least-mean-square algorithm and adaptive filtering [55].) (B) The continuous (differential) approach to mathematical morphology via PDEs and exploitation of its exciting relationships to the physics of wave propagation and eikonal optics [38, 57, 67]. (C) Development of morphological systems for image pattern recognition by exploiting the efficiency of morphological operators for shape analysis and their logic-related structure.
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### 75.1 Introduction

As we increasingly turn to nonlinear models to capture some of the more salient behavior of physical or natural systems that cannot be expressed by linear means, systems that support solitons may be a natural classto explorebecausethey sharemany of thepropertiesthat makeLTI systemsattractivefrom an engineeringstandpoint. Although nonlinear, thesesystemsaresolvablethrough inversescattering, a technique analogous to the Fourier transform for linear systems [1]. Solitons are eigenfunctions of these systems which satisfy a nonlinear form of superposition. We can thereforedecompose complex solutions in terms of a class of signals with simple dynamical structure. Solitons have been observed in a variety of natural phenomena from water and plasma waves [7, 12] to crystal latticevibrations[2] and energy transport in proteins [7]. Solitons can also be found in a number of man-made media including super-conducting transmission lines [11] and nonlinear circuits [6, 13]. Recently, solitons have become of significant interest for optical telecommunications, where optical pulses have been shown to propagate as solitons for tremendous distances without significant dispersion [4].

Weview solitonsfrom a different perspective. Rather than focusing on the propagation of solitons over nonlinear channels, we consider using these nonlinear systems to both generate and process signals for transmission over traditional linear channels. By using solitons for signal synthesis, the
corresponding nonlinear systems become specialized signal processors which are naturally suited to a number of complex signal processing tasks. This section can be viewed as an exploration of the properties of solitons as signals. In the process, we explore the potential application of these signals in a multi-user wireless communication context. One possible benefit of such a strategy is that the soliton signal dynamics provide a mechanism for simultaneously decreasing transmitted signal energy and enhancing communication performance.

### 75.2 Soliton Systems: The Toda Lattice

TheToda latticeis a conceptually simplemechanical example of a nonlinear system with soliton solutions. ${ }^{1}$ It consists of an infinite chain of masses connected with springs satisfying the nonlinear force law $f_{n}=a\left(e^{-b\left(y_{n}-y_{n-1}\right)}-1\right)$ where $f_{n}$ is theforceon the spring between masses with displacements $y_{n}$ and $y_{n-1}$ from their rest positions. The equations of motion for the lattice are given by

$$
\begin{equation*}
m \ddot{y}_{n}=a\left(e^{-b\left(y_{n}-y_{n-1}\right)}-e^{-b\left(y_{n+1}-y_{n}\right)}\right) \tag{75.1}
\end{equation*}
$$

where $m$ is the mass, and $a$ and $b$ areconstants. This equation admits pulse-likesolutions of theform

$$
\begin{equation*}
f_{n}(t)=\left(\frac{m}{a b}\right) \beta^{2} \operatorname{sech}^{2}\left(\sinh ^{-1}(\sqrt{m / a b} \beta) n-\beta t\right) \tag{75.2}
\end{equation*}
$$

which propagate as compressional waves stored as forces in the nonlinear springs. A single righttraveling wave $f_{n}(t)$ is shown in Fig. 75.1(a).


FIGURE 75.1: Propagating wave solutions to the Toda lattice equations. Each trace corresponds to the force $f_{n}(t)$ stored in the spring between mass $n$ and $n-1$.

This compressional waveis localized in time, and propagates along thechain maintaining constant shape and velocity. The parameter $\beta$ appears in both the amplitude and the temporal- and spatialscales of this one parameter family of solutions giving rise to tall, narrow pulses which propagate faster than small, wide pulses. Thistype of localized pulselike solution is what is often referred to as a solitary wave.

[^71]The study of solitary wave solutions to nonlinear equations dates back to the work of John Scott Russell in 1834 and perhaps the first recorded sighting of a solitary wave. Scott Russell's observations of an unusual water wave in the Union Canal near Edinburgh, Scotland, are interpreted as a solitary wave solution to the Korteweg deVries (KdV) equation [12].2 In a 1965 paper, Zabusky and Kruskal performed numerical experiments with the KdV equation and noticed that these solitary wave solutions retained their identity upon collision with other solitary waves, which prompted them to coin the term soliton implying a particlelike nature. The ability to form solutions to an equation from a superposition of simpler solutions is thetype of behavior we would expect for linear wave equations. However, that nonlinear equations such as the KdV or Toda lattice equations permit such a form of superposition is an indication that they belong to a rather remarkable class of nonlinear systems.

An example of this form of soliton superposition is illustrated in Fig. 75.1(b) for two solutions of theform of Eq. (75.2). Notethat as a function of time, a smaller, wider soliton appears before a taller, narrower one. H owever, as viewed by, e.g., the thirtieth mass in the lattice, the larger soliton appears first as a function of time. Since the larger soliton has arrived at this node before the smaller soliton, it has therefore traveled faster. Note that when the larger soliton catches up to the smaller soliton as viewed on the fifteenth node, the combined amplitude of the two solitons is actually less than would be expected for a linear system, which would display a linear superposition of the two amplitudes. Also, the signal shape changes significantly during this nonlinear interaction.

An analytic expression for the two soliton solution for $\beta_{1}>\beta_{2}>0$ is given by [6]

$$
\begin{equation*}
f_{n}(t)=\frac{m}{a b} \frac{\beta_{1}^{2} \operatorname{sech}^{2}\left(\eta_{1}\right)+\beta_{2}^{2} \operatorname{sech}^{2}\left(\eta_{2}\right)+A \operatorname{sech}^{2}\left(\eta_{1}\right) \operatorname{sech}^{2}\left(\eta_{2}\right)}{\left(\cosh (\phi / 2)+\sinh (\phi / 2) \tanh \left(\eta_{1}\right) \tanh \left(\eta_{2}\right)\right)^{2}}, \tag{75.3}
\end{equation*}
$$

where

$$
\begin{gather*}
A=\sinh (\phi / 2)\left(\left(\beta_{1}^{2}+\beta_{2}^{2}\right) \sinh (\phi / 2)+2 \beta_{1} \beta_{2} \cosh (\phi / 2)\right), \\
 \tag{75.4}\\
\phi=\ln \left(\frac{\sinh \left(\left(p_{1}-p_{2}\right) / 2\right)}{\sinh \left(\left(p_{1}+p_{2}\right) / 2\right)}\right),
\end{gather*}
$$

and $\beta_{i}=\sqrt{a b / m} \sinh \left(p_{i}\right)$, and $\eta_{i}=p_{i} n-\beta_{i}\left(t-\delta_{i}\right)$. Although Eq. (75.3) appears rather complex, Fig. 75.1(b) illustrates that for large separations, $\left|\delta_{1}-\delta_{2}\right|, f_{n}(t)$ essentially reduces to the linear superposition of two solitons with parameters $\beta_{1}$ and $\beta_{2}$. As the relative separation decreases, the multiplicative cross term becomes significant, and the solitons interact nonlinearly. This asymptotic behavior can also be evidenced analytically

$$
\begin{align*}
f_{n}(t)= & \frac{m}{a b} \beta_{1}^{2} \operatorname{sech}^{2}\left(p_{1} n-\beta_{1}\left(t-\delta_{1}\right) \pm \phi / 2\right) \\
& +\frac{m}{a b} \beta_{2}^{2} \operatorname{sech}^{2}\left(p_{2} n-\beta_{2}\left(t-\delta_{2}\right) \mp \phi / 2\right), \quad t \rightarrow \pm \infty \tag{75.5}
\end{align*}
$$

where each component soliton experiences a net displacement $\phi$ from the nonlinear interaction. The Toda lattice also admits periodic solutions which can be written in terms of Jacobian elliptic functions [18].

An interesting observation can be made when the Toda lattice equations are written in terms of the forces,

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \ln \left(1+\frac{f_{n}}{a}\right)=\frac{b}{m}\left(f_{n+1}-2 f_{n}+f_{n-1}\right) . \tag{75.6}
\end{equation*}
$$

[^72]If the substitution $f_{n}(t)=\frac{d^{2}}{d t^{2}} \ln \phi_{n}(t)$ is made into Eq. (75.6), then the lattice equations become

$$
\begin{equation*}
\frac{m}{a b}\left(\dot{\phi}_{n}^{2}-\phi_{n} \ddot{\phi}_{n}\right)=\phi_{n}^{2}-\phi_{n-1} \phi_{n+1} . \tag{75.7}
\end{equation*}
$$

In view of theTeager energy operator introduced by Kaiser in [8], theleft-hand sideof Eq. (75.7) isthe Teager instantaneous-time energy at the node $n$, and theright-hand side isthe Teager instantaneousspaceenergy attimet. In thisform, wemay view solutionsto Eq. (75.7) aspropagating waveformsthat have equal Teager energy as calculated in time and space, a relationship also observed by Kaiser [9].

### 75.2.1 The Inverse Scattering Transform

Perhaps the most significant discovery in soliton theory was that under a rather general set of conditions, certain nonlinear evolution equations such as KdV or the Toda lattice could be solved analytically. That is, given an initial condition of the system, the solution can be explicitly determined for all time using a technique called inverse scattering. Since much of inverse scattering theory is beyond the scope of this section, we will only present some of the basic elements of the theory and refer the interested reader to [1].

The nonlinear systems that have been solved by inverse scattering belong to a class of systems called conservative H amiltonian systems. For the nonlinear systems that we discuss in this section, an integral component of their solution via inverse scattering lies in the ability to writethe dynamics of the system implicitly in terms of an operator differential equation of theform

$$
\begin{equation*}
\frac{d L(t)}{d t}=B(t) L(t)-L(t) B(t) \tag{75.8}
\end{equation*}
$$

where $L(t)$ is a symmetric linear operator, $B(t)$ is an anti-symmetric linear operator, and both $L(t)$ and $B(t)$ depend explicitly on the state of the system.

Using the Toda lattice as an example, the operators $L$ and $B$ would be the symmetric and antisymmetric tridiagonal matrices

$$
L=\left[\begin{array}{ccc}
\ddots & a_{n-1} &  \tag{75.9}\\
a_{n-1} & b_{n} & a_{n} \\
& a_{n} & \ddots
\end{array}\right], \quad B=\left[\begin{array}{ccc}
\ddots & -a_{n-1} & \\
a_{n-1} & 0 & -a_{n} \\
& a_{n} & \ddots
\end{array}\right]
$$

where $a_{n}=e^{\left(y_{n}-y_{n+1}\right) / 2} / 2$, and $b_{n}=\dot{y}_{n} / 2$, for mass positions $y_{n}$ in a solution to Eq. (75.1). Written in this form, the entries of the matrices in Eq. (75.8) yield the following equations

$$
\begin{align*}
\dot{a}_{n} & =a_{n}\left(b_{n}-b_{n+1}\right), \\
\dot{b}_{n} & =2\left(a_{n-1}^{2}-a_{n}^{2}\right) . \tag{75.10}
\end{align*}
$$

These are equivalent to the Toda lattice equations, Eq. (75.1), in the coordinates $a_{n}$ and $b_{n}$. Lax has shown [10] that when the dynamics of such a system can be written in the form of Eq. (75.8), then the eigenvalues of the operator $L(t)$ are time-invariant, i.e., $\dot{\lambda}=0$. Although each of the entries of $L(t), a_{n}(t)$, and $b_{n}(t)$ evolve with the state of a solution to the Toda lattice, the eigenvalues of $L(t)$ remain constant.

If we assumethat themotion on thelattice is confined to liewithin a finite region of the lattice, i.e., thelatticeis at rest for $|n| \rightarrow \infty$, then thespectrum of eigenvaluesfor thematrix $L(t)$ can beseparated into two sets. There is a continuum of eigenvalues $\lambda \in[-1,1]$ and a discrete set of eigenvalues for which $\left|\lambda_{k}\right|>1$. When the lattice is at rest, the eigenvalues consist only of the continuum. When there are solitons in the lattice, one discrete eigenvalue will be present for each soliton excited. This
separation of eigenvalues of $L(t)$ into discrete and continuous components is common to all of the nonlinear systems solved with inverse scattering.

The inversescatteringmethod of solution for soliton systemsis analogousto methodsused to solve linear evolution equations. For example, consider a linear evolution equation for the state $y(x, t)$. Given an initial condition of thesystem, $y(x, 0)$, a standard techniquefor solving for $y(x, t)$ employs Fourier methods. By decomposing the initial condition into a superposition of simple harmonic waves, each of the component harmonic waves can be independently propagated. Given the Fourier decomposition of the state at time $t$, the harmonic waves can then be recombined to produce the state of the system $y(x, t)$. This process is depicted schematically in Fig. 75.2(a).


FIGURE 75.2: Schematic solution to evolution equations.

An outline of theinversescattering method for soliton systemsissimilar. Given an initial condition for the nonlinear system, $y(x, 0)$, the eigenvalues $\lambda$ and eigenfunctions $\psi(x, 0)$ of the linear operator $L(0)$ can be obtained. This step is often called forward scattering by analogy to quantum mechanical scattering, and the collection of eigenvalues and eigenfunctions is called the nonlinear spectrum of the system in analogy to the Fourier spectrum of linear systems. To obtain the nonlinear spectrum at a point in time $t$, all that is needed is thetimeevolution of theeigenfunctions, sincethe eigenvalues do not change with time. For these soliton systems, the eigenfunctions evolve simply in time, according to linear differential equations. Given theeigenvalue-igenfunction decomposition of $L(t)$, through a process called inverse scattering, the state of the system $y(x, t)$ can be completely reconstructed. This process is depicted in Fig. 75.2(b) in a similar fashion to the linear solution process.

For a large class of soliton systems, the inverse scattering method generally involves solving either a linear integral equation or a linear discrete-integral equation. Although the equation is linear, finding its solution is often very difficult in practice. However, when the solution is made up of pure solitons, then the integral equation reduces a set of simultaneous linear equations.

Since the discovery of the inverse scattering method for the solution to KdV, there has been a large class of nonlinear wave equations, both continuous and discrete, for which similar solution methods have been obtained. In most cases, solutions to these equations can be constructed from a nonlinear superposition of soliton solutions. For a comprehensive study of inverse scattering and equations solvable by this method, the reader is referred to the text by Ablowitz and Clarkson [1].

### 75.3 New Electrical Analogs for Soliton Systems

Since soliton theory has its roots in mathematical physics, most of thesystemsstudied in theliterature have at least some foundation in physical systems in nature. For example, KdV has been attributed to studies ranging from ion-acoustic waves in plasma [22] to pressure waves in liquid gas bubble mixtures [12]. As a result, the predominant purpose of soliton research has been to explain physical properties of natural systems. In addition, there are several examples of man-made media that have
been designed to support soliton solutions and thus exploit their robust propagation. The use of optical fiber solitons for telecommunications and of Josephson junctions for volatile memory cells aretwo practical examples [11, 12].

Whether its goal has been to explain natural phenomena or to support propagating solitons, this research has largely focused on the properties of propagating solitons through these nonlinear systems. In this section, we will view solitons as signals and consider exploiting some of their rich signal properties in asignal processing or communication context. This perspectiveis illustrated graphically in Fig. 75.3, whereasignal containing two solitons is shown as an input to a soliton system which can either combine or separate the component solitons according to the evolution equations. From the "solitons-as-signals" perspective, the corresponding nonlinear evolution equations can be


FIGURE 75.3: Two-soliton signal processing by a soliton system.
viewed as special-purposesignal processors that are naturally suited to such signal processing tasks as signal separation or sorting. As we shall see, these systems also form an effective means of generating soliton signals.

### 75.3.1 Toda Circuit Model of Hirota and Suzuki



FIGURE 75.4: Nonlinear LC ladder circuit of Hirota and Suzuki.

M otivated by the work of Toda on the exponential lattice, the nonlinear LC ladder network imple mentation shown in Fig. 75.4 was given by Hirota and Suzuki in [6]. Rather than a direct analogy to the Toda lattice, the authors derived the functional form of the capacitance required for the LC line to be equivalent. The resulting network equations are given by

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \ln \left(1+\frac{V_{n}(t)}{V_{0}}\right)=\frac{1}{L C_{0} V_{0}}\left(V_{n-1}(t)-2 V_{n}(t)+V_{n+1}(t)\right), \tag{75.11}
\end{equation*}
$$

which is equivalent to the Toda lattice equation for the forces on the nonlinear springs given in Eq. (75.6). The capacitance required in the nonlinear LC ladder is of the form

$$
\begin{equation*}
C(V)=\frac{C_{0} V_{0}}{V_{0}+V} \tag{75.12}
\end{equation*}
$$

where $V_{0}$ and $C_{0}$ areconstants representing thebiasvoltageand thenominal capacitance, respectively. Unfortunately, such a capacitance is rather difficult to construct from standard components.

### 75.3.2 Diode Ladder Circuit Model for Toda Lattice

In [14], thecircuit model shown in Fig. 75.5(a) is presented which accurately matches the Toda lattice and is a direct electrical analog of the nonlinear spring mass system. When the shunt impedance $Z_{n}$


FIGURE 75.5: Diode ladder network in (a), with $Z_{n}$ realized with a double capacitor as shown in (b).
has the voltage-current relation $\ddot{v}_{n}(t)=\alpha\left(i_{n}(t)-i_{n+1}(t)\right)$, then the governing equations become

$$
\begin{equation*}
\frac{d^{2} v_{n}(t)}{d t^{2}}=\alpha I_{s}\left(e^{\left(v_{n-1}(t)-v_{n}(t)\right) / v_{t}}-e^{\left(v_{n}(t)-v_{n+1}(t)\right) / v_{t}}\right) \tag{75.13}
\end{equation*}
$$

or,

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \ln \left(1+\frac{i_{n}(t)}{I_{s}}\right)=\frac{\alpha}{v_{t}}\left(i_{n-1}(t)-2 i_{n}(t)+i_{n+1}(t)\right) \tag{75.14}
\end{equation*}
$$

where $i_{1}(t)=i_{\text {in }}(t)$. These are equivalent to the Toda lattice equations with $a / m=\alpha I_{s}$ and $b=1 / v_{t}$. The required shunt impedance is often referred to as a double capacitor, which can be realized using ideal operational amplifiers in the gyrator circuit shown in Fig. 75.5(b), yielding the required impedance of $Z_{n}=\alpha / s^{2}=R_{3} / R_{1} R_{2} C^{2} s^{2}$ [13].

This circuit supports a single soliton solution of the form

$$
\begin{equation*}
i_{n}(t)=\beta^{2} \operatorname{sech}^{2}(p n-\beta \tau), \tag{75.15}
\end{equation*}
$$

where $\beta=\sqrt{I_{s}} \sinh (p)$, and $\tau=t \sqrt{\alpha / v_{t}}$. The diode ladder circuit model is very accurate over a large range of soliton wavenumbers, and is significantly more accurate than the LC circuit of Hirota and Suzuki. Shown in Fig. 75.6(a) is an HSPICE simulation with two solitons propagating in the diodeladder circuit.

As illustrated in the bottom trace of Fig. 75.6(a), a soliton can be generated by driving the circuit with a square pulse of approximately the same area as the desired soliton. As seen on the third node in the lattice, once the soliton is excited, the non-soliton components rapidly become insignificant.


FIGURE 75.6: Evolution of a two-soliton signal through the diode lattice. Each horizontal trace shows the current through one of the diodes $1,3,4$, and 5 .

A two-soliton signal generated by a hardware implementation of this circuit is shown on the oscilloscope traces in Fig 75.6(b). The bottom trace in the figure corresponds to the input current to the circuit, and the remaining traces, from bottom to top, show the current through the third, fourth, and fifth diodes in the lattice.

### 75.3.3 Circuit Model for Discrete-KdV

The discrete-KdV equation ( dK dV ), sometimes referred to as the nonlinear ladder equations [1], or the KM system (Kac and vanM oerbeke) [17] is governed by the equation

$$
\begin{equation*}
\dot{u}_{n}(t)=e^{u_{n-1}(t)}-e^{u_{n+1}(t)} . \tag{75.16}
\end{equation*}
$$

In [14], the circuit shown in Fig. 75.7, is shown to be governed by the discrete $K$ dV equation

$$
\begin{equation*}
\dot{v}_{n}(t)=\frac{I_{s}}{C}\left(e^{v_{n-1}(t) / v_{t}}-e^{v_{n+1}(t) / v_{t}}\right), \tag{75.17}
\end{equation*}
$$

where $I_{s}$ is the saturation current of the diode, $C$ is the capacitance, and $v_{t}$ is the thermal voltage. Since this circuit is first order, the state of the system is completely specified by the capacitor voltages.

Rather than processing continuous-time signals as with the Toda lattice system, we can use this system to process discrete-time solitons as specified by $v_{n}$. For the purposes of simulation, we consider the periodic dK dV equation by setting $v_{n+1}(t)=v_{0}(t)$ and initializing the system with the discrete-timesignal corresponding to alisting of nodecapacitor voltages. Wecan placea multi-soliton solution in the circuit using inverse scattering techniques to construct the initial voltage profile. The single soliton solution to the dKdV system is given by

$$
\begin{equation*}
v_{n}(t)=\ln \left(\frac{\cosh (\gamma(n-2)-\beta t) \cosh (\gamma(n+1)-\beta t)}{\cosh (\gamma(n-1)-\beta t) \cosh (\gamma n-\beta t)}\right), \tag{75.18}
\end{equation*}
$$

where $\beta=\sinh (2 \gamma)$. Shown in Fig. 75.8, is the result of an H SPICE simulation of the circuit with 30 nodes in a loop configuration.


FIGURE 75.7: Circuit model for discrete-KdV.


FIGURE 75.8: To the left, the normalized node capacitor voltages, $v_{n}(t) / v_{t}$ for each node is shown as a function of time. To the right, the state of the circuit is shown as a function of node index for five different sample times. The bottom trace in the figure corresponds to the initial condition.

### 75.4 Communication with Soliton Signals

M any traditional communication systems use a form of sinusoidal carrier modulation, such as amplitude modulation (AM) or frequency/phase modulation (FM/PM) to transmit a message-bearing signal over a physical channel. The reliance upon sinusoidal signals is due in part to the simplicity with which such signals can be generated and processed using linear systems. M ore importantly, information contained in sinusoidal signals with different frequencies can easily be separated using linear systems or Fourier techniques. The complex dynamic structure of soliton signals and the ease with which these signals can be both generated and processed with analog circuitry renders them potentially applicable in the broad context of communication in an analogous manner to sinusoidal signals.

We define a soliton carrier as a signal that is composed of a periodically repeated single soliton solution to a particular nonlinear system. For example, a soliton carrier signal for the Toda lattice is shown in Fig. 75.9. As a Toda lattice soliton carrier is generated, a simple amplitude modulation scheme could be devised by slightly modulating the soliton parameter $\beta$, since the amplitude of these solitons is proportional to $\beta^{2}$. Similarly, an analog of FM or pulse position modulation could be achieved by modulating the relative position of each soliton in a given period, as shown in Fig. 75.9.

As a simple extension, these soliton modulation techniques can begeneralized to include multiple solitons in each period and accommodatemultipleinformation-bearingsignals, asshown in Fig. 75.10 for a four soliton example using the Toda lattice circuits presented in [14]. In the figure, a signal is generated as a periodically repeated train of four solitons of increasing amplitude. The relative amplitudes or positions of each of the component solitons could beindependently modulated about their nominal values to accommodate multiple information signals in a single soliton carrier.

The nominal soliton amplitudes can be appropriately chosen so that as this signal is processed


FIGURE 75.9: Modulating the relative amplitude or position of soliton carrier signal for the Toda lattice.


FIGURE 75.10: Multiplexing of a four soliton solution to the Toda lattice.
by the diode ladder circuit, the larger amplitude solitons propagate faster than the smaller solitons, and each of the solitons can become nonlinearly superimposed as viewed at a given node in the circuit. From an input-output perspective, the diode ladder circuit can be used to make each of the solitons coincidental in time. As indicated in thefigure, this packetized soliton carrier could then be transmitted over a wireless communication channel. At the receiver, the multi-soliton signal can be processed with an identical diode ladder circuit which is naturally suited to perform the nonlinear signal separation required to demultiplex the multiple soliton carriers. As the larger amplitude solitons emerge before the smaller, after a given number of nodes, the original multi-soliton carrier re-emerges from the receiver in amplitude-reversed order. At this point, each of the component soliton carriers could be demodulated to recover the individual message signals it contains. Aside from a packetization of the component solitons, we will see that multiplexing the soliton carriers in this fashion can lead to an increased energy efficiency for such carrier modulation schemes, making such techniques particularly attractive for a broad range of portable wireless and power-limited communication applications.

Since the Toda lattice equations are symmetric with respect to time and node index, solitons can propagatein either direction. As a result, a single diode ladder implementation could beused as both a modulator and demodulator simultaneously. Since the forward propagating solitons correspond to positive eigenvalues in the inverse scattering transform and the reverse propagating solitons have negative eigenvalues, the dynamics of the two signals will be completely decoupled.

A technique for modulation of information on soliton carriers was also proposed by Hirota et al. in [15] and [16]. In their work, an amplitude and phase modulation of a two-soliton solution to the Toda lattice were presented as a technique for private communication. Although their signal generation and processing methods relied on an inexact phenomenon known as recurrence, the modulation paradigm they presented is essentially a two-soliton version of the carrier modulation paradigm presented in [14].

### 75.4.1 Low Energy Signaling

A consequence of some of the conservation laws satisfied by the Toda lattice is a reduction of energy in the transmitted signal for the modulation techniques of this section. In fact, as a function of the relative separation of two solitons, the minimum energy of the transmitted signal is obtained precisely at the point of overlap. This can be shown [14] for the two soliton case by analysis of the form of the equation for the energy in the waveform, $v(t)=f_{n}(t)$,

$$
\begin{equation*}
E=\int_{-\infty}^{\infty} v\left(t ; \delta_{1}, \delta_{2}\right)^{2} d t \tag{75.19}
\end{equation*}
$$

where $v\left(t ; \delta_{1}, \delta_{2}\right)$ is given in Eq. (75.3). In [14] it is proven that $E$ is exactly minimized when $\delta_{1}=\delta_{2}$, i.e., the two solitons aremutually co-located. Significant energy reduction can be achieved for a fairly wide range of separations and amplitudes, indicating that the modulation techniques described here could take advantage of this reduction.

### 75.5 Noise Dynamics in Soliton Systems

In order to analyze the modulation techniques presented here, accurate models are needed for the effects of random fluctuations on the dynamics of soliton systems. Such disturbances could take the form of additive or convolutional corruption incurred during terrestrial or wired transmission, circuit thermal noise, or modeling errorsdueto system deviation from theidealized soliton dynamics. A fundamental property of solitons is that they are stable in the presence of a variety of disturbances.

With the development of the inverse scattering framework and the discovery that many soliton systems were conservative Hamiltonian systems, many of the questions regarding the stability of soliton solutions are readily answered. For example, since the eigenvalues of the associated linear operator remain unchanged under the evolution of the dynamics, then any solitons that are initially present in a system must remain present for all time, regardless of their interactions. Similarly, the dynamics of any non-soliton components that are present in the system are uncoupled from the dynamics of the solitons. However, in the communication scenario discussed in [14], soliton waveforms are generated and then propagated over a noisy channel. During transmission, these waveforms are susceptible to additive corruption from the channel. When the waveform is received and processed, the inverse scattering framework can provide useful information about the soliton and noise content of the received waveform.

In this section, we will assume that soliton signals generated in a communication context have been transmitted over an additive white Gaussian noise channel. We can then consider the effects of additive corruption on the processing of soliton signals with their nonlinear evolution equations. Two general approaches are taken to this problem. The first primarily deals with linearized models and investigates thedynamic behavior of thenoise component of signalscomposed of an information bearing soliton signal and additive noise. The second approach is taken in the framework of inverse scattering and is based on some resultsfrom random matrix theory. Although the anal ysistechniques developed here are applicable to a large class of soliton systems, we focus our attention on the Toda lattice as an example.

### 75.5.1 Toda Lattice Small Signal Model

If a signal that is processed in a Todalatticereceiver containsonly a small amplitudenoisecomponent, then the dynamics of the receiver can be approximated by a small signal model,

$$
\begin{equation*}
\frac{d^{2} V_{n}(t)}{d t^{2}}=\frac{1}{L C}\left(V_{n-1}(t)-2 V_{n}(t)+V_{n+1}(t)\right), \tag{75.20}
\end{equation*}
$$

when the amplitude of $V_{n}(t)$ is appropriately small.
If we consider processing signals with an infinite linear lattice and obtain an input-output relationship where a signal is input at the zeroth node and the output is taken as the voltage on the $N$ th node, it can be shown that the input-output frequency response of the system can be given by

$$
H_{N}(j \omega)= \begin{cases}e^{-2 j \sin ^{-1}(\omega \sqrt{L C} / 2) N}, & |\omega|<2 / \sqrt{L C}  \tag{75.21}\\ e^{\left[j \pi-2 \cosh ^{-1}(\omega \sqrt{L C} / 2)\right] N}, & \text { else },\end{cases}
$$

which behaves as a low pass filter, and for $N \gg 1$, approaches

$$
\left|H_{N}(j \omega)\right|^{2}= \begin{cases}1, & |\omega|<\omega_{c}=2 / \sqrt{L C}  \tag{75.22}\\ 0, & \text { else } .\end{cases}
$$

Our small signal model indicates that in the absence of solitons in the received signal, small amplitude noise will be processed by a low pass filter. If the received signal also contains solitons, then the small signal model of Eq. (75.20) will no longer hold. A linear small signal model can still be used if we linearize Eq. (75.11) about the known soliton signal. Assuming that the solution contains a single soliton in small amplitudenoise, $V_{n}(t)=S_{n}(t)+v_{n}(t)$, we can write Eq. (75.11) as an exact equation that is satisfied by the non-soliton component

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \ln \left(1+\frac{v_{n}(t)}{1+S_{n}(t)}\right)=\frac{1}{L C}\left(v_{n-1}(t)-2 v_{n}(t)+v_{n+1}(t)\right), \tag{75.23}
\end{equation*}
$$

which can be viewed as the fully nonlinear model with a time-varying parameter, $\left(1+S_{n}(t)\right)$. As a result, over short time scales relative to $S_{n}(t)$, we would expect this model to behave in a similar manner to the small signal model of Eq. (75.20). With $v_{n}(t) \ll\left(1+S_{n}(t)\right)$, we obtain

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \frac{v_{n}(t)}{1+S_{n}(t)} \approx \frac{1}{L C}\left(v_{n-1}(t)-2 v_{n}(t)+v_{n+1}(t)\right) \tag{75.24}
\end{equation*}
$$

When the contribution from thesoliton issmall, Eq. (75.24) reducesto thelinear system of Eq. (75.20). We would therefore expect that both before and after a soliton has passed through the lattice, the system essentially low pass filters the noise. However, as the soliton is processed, there will be a time varying component to the filter.

To confirm the intuition developed through small signal analyses, the fully nonlinear dynamics areshown in Fig. 75.11 in response to a single soliton at 20 dB signal-to-noise ratio. As expected, the responseto thelatticeis essentially the unperturbed soliton with an additional low pass perturbation. The spectrum of the noise remains essentially flat over thebandwidth of the soliton and is attenuated out of band.

### 75.5.2 Noise Correlation

Thestatistical correlation of the system response to the noise component can also be estimated from our linear analyses. Given that the lattice behaves as a lowpass filter, the small amplitude noise $v_{n}(t)$ is zero mean and has an auto-correlation function given by

$$
\begin{equation*}
R_{n, n}(\tau)=E\left\{v_{n}(t) v_{n}(t+\tau)\right\} \approx N_{0} \frac{\sin \left(\omega_{c} \tau\right)}{\pi \tau}, \tag{75.25}
\end{equation*}
$$

and a variance $\sigma_{v_{n}}^{2} \approx N_{0} \omega_{c} / \pi$, for $n \gg 1$.


FIGURE 75.11: Response to a single soliton with $\beta=\sinh (1)$ in 20 dB Gaussian noise.

Although the autocorrelation of the noise at each node is only affected by the magnitude response of Eq. (75.21), the cross-correlation between nodes is also affected by the phase response. The cross-correlation between nodes $m$ and $n$ is given by

$$
\begin{equation*}
R_{m, n}(\tau)=R_{m, m}(\tau) * h_{n-m}(-\tau), \tag{75.26}
\end{equation*}
$$

where $h_{m}(\tau)$ is the inverse Fourier transform of $H_{m}(j \omega)$ in Eq. (75.21). Since $h_{m}(\tau) * h_{m}(-\tau)$ approaches the impulse response of an ideal low pass filter for $m \gg 1$, we have

$$
\begin{equation*}
R_{m, n}(\tau) \approx N_{0} \frac{\sin \left(\omega_{c} \tau\right)}{\pi \tau} * h_{n-m}(\tau) \tag{75.27}
\end{equation*}
$$

For small amplitude noise, the correlation structure can be examined through the linear lattice, which acts as a dispersive low pass filter. A corresponding analysis of the nonlinear system in the presence of solitons is prohibitively complex. H owever, we can explore the analyses numerically by linearizing the dynamics of the system about the known soliton trajectory.

From our earlier linearized analyses, the linear time-varying small signal model can be viewed over short time scales as a linear time-invariant chain, with a slowly varying parameter. The resulting input-output transfer function can be viewed as a low pass filter with time varying cutoff frequency equal to $\omega_{c}$ when a soliton is far from the node, and to $\omega_{0} \sqrt{1+V_{n}^{0}}$ as a soliton passes through. Thus, we would expect the variance of the node voltage to rise from a nominal value as a soliton passes through. This intuition can be verified experimentally by numerically integrating the corresponding Riccati equation for thenodecovarianceand computing theresulting varianceofthenoisecomponent on each node. Since the lattice was assumed initially at rest, there will be a startup transient, as well as an initial spatial transient at the beginning of the lattice, after which the variance of the noise is amplified from thenominal variance as each soliton passes through, confirming our earlier intuition.

### 75.5.3 Inverse Scattering-Based Noise Modeling

Theinversescattering transform provides a particularly useful mechanism for exploring thelongterm behavior of soliton systems. In asimilar manner to the use of theFourier transform for describing the ability of linear processors to extract a signal from a stationary random background, the nonlinear spectrum of a received soliton signal in noise can effectively characterize the ability of the nonlinear
system to extract or processthecomponent solitons. In thissection, wefocus on the effects of random perturbations on the dynamics of solitons in theToda lattice from the viewpoint of inverse scattering.

As seen in Section 75.2.1, the dynamics of the Toda lattice may be described by the evolution of the matrix

$$
L(t)=\left[\begin{array}{ccc}
\ddots & a_{n-1}(t) &  \tag{75.28}\\
a_{n-1}(t) & b_{n}(t) & a_{n}(t) \\
& a_{n}(t) & \ddots
\end{array}\right]
$$

whose eigenvalues outside the range $|\lambda| \leq 1$ give rise to soliton behavior. By considering the effects of small amplitude perturbations to the sequences $a_{n}(t)$ and $b_{n}(t)$ on the eigenvalues of $L(t)$, we can observe the effects on the soliton dynamics through the eigenvalues corresponding to solitons.

Following [20], we write the $N \times N$ matrix $L$ as $L=L_{0}+D$, where $L_{0}$ is the unperturbed symmetric matrix, and $D$ is the symmetric random perturbation. To second order, the eigenvalues are given by

$$
\begin{equation*}
\lambda_{g}=\mu_{g}+\hat{d}_{g g}-\sum_{i=1, i \neq g}^{N} \frac{\hat{d}_{g i} \hat{d}_{i g}}{\mu_{i g}} \tag{75.29}
\end{equation*}
$$

where $\mu_{g}$ is the $g$ th eigenvalue of $L_{0}, \mu_{i g}=\mu_{i}-\mu_{g}$, and $\hat{d}_{i j}$ are the elements of the matrix $\widehat{D}$ defined by $\widehat{D}=C^{\top} D C$, and $C$ is a matrix that diagonalizes $\mathrm{L}, C^{\top} L_{0} C=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{N}\right)$.

To second order, the means of the eigenvalues are given by

$$
\begin{equation*}
E\left\{\lambda_{g}\right\}=\mu_{g}-\sum_{i=1, i \neq g}^{N} \frac{\hat{d}_{g i} \hat{d}_{i g}}{\mu_{i g}} \tag{75.30}
\end{equation*}
$$

indicating that the eigenvalues of $L$ are asymptotically ( $\mathrm{SNR} \rightarrow \infty$ ) unbiased estimates of the eigenvalues of $L_{0}$. To first order, $\lambda_{g} \approx \mu_{g}-\hat{d}_{g g}$, and $\hat{d}_{g g}$ is a linear combination of the elements of D,

$$
\begin{equation*}
\hat{d}_{g g}=\sum_{r=1, s=1}^{N} c_{g r} c_{g s} d_{r s} \tag{75.31}
\end{equation*}
$$

Therefore, if the elements of $D$ are jointly Gaussian, then to first order, the eigenvalues of $L$ will be jointly Gaussian, distributed about the eigenvalues of $L_{0}$.

The variance of the eigenvalues can be shown to be approximately given by

$$
\begin{equation*}
\operatorname{Var}\left(\lambda_{g}\right) \approx \frac{\sigma_{\beta}^{2}+2 \sigma_{\alpha}^{2}(1+\cos (4 \pi g / N))}{N} \tag{75.32}
\end{equation*}
$$

to second order, where $\sigma_{\beta}^{2}$ and $\sigma_{\alpha}^{2}$ arethe variances of theiid perturbations to $b_{n}$ and $a_{n}$, respectively. This indicates that the eigenvalues of $L$ are consistent estimates of the eigenvalues of $L_{0}$.

To first order, when processing small amplitude noise alone, the noise only excites eigenvalues distributed about the continuum, corresponding to non-soliton components. When solitons are processed in small amplitude noise, to first order, there is a small Gaussian perturbation to the soliton eigenvalues as well.

### 75.6 Estimation of Soliton Signals

In the communication techniques suggested in Section 75.4, the parameters of a multi-soliton carrier aremodulated with message-bearing signals and the carrier is then processed with thecorresponding
nonlinear evolution equation. A potential advantage to transmission of thispacketized soliton carrier is a net reduction in the transmitted signal energy. However, during transmission, the multi-soliton carrier signal can be subjected to distortions due to propagation, which we have assumed can be modeled as additive white Gaussian noise (AWGN). In this section, we investigate the ability of a receiver to estimate the parameters of a noisy multi-soliton carrier. In particular, we consider the problems of estimating the scaling parameters and the relative positions of component solitons of multi-soliton solutions, once again focusing on the Toda lattice as an example. For each of these problems, we derive Cramér-Rao lower bounds for the estimation error variance through which several properties of multi-soliton signals can be observed. Using these bounds, we will see that although the net transmitted energy in a multi-soliton signal can be reduced through nonlinear interaction, the estimation performance for the parameters of the component solitons can also be enhanced. H owever, at the receiver thereareinherent difficulties in parameter estimation imposed by this nonlinear coupling. We will seethat theTodalattice can act as a tuned receiver for the component solitons, naturally decoupling them so that the parameters of each soliton can be independently estimated. Based on this strategy, we develop robust algorithms for maximum likelihood parameter estimation. Wealso extend the analogy of the inverse scattering transform as an analog of theFourier transform for linear techniques, by developing a maximum likelihood estimation algorithm based on the nonlinear spectrum of the received signal.

### 75.6.1 Single Soliton Parameter Estimation: Bounds

In our simplified channel model, the received signal $r(t)$ contains a soliton signal $s(t)$ in an additive whiteGaussian noisebackground $n(t)$ with noise power $N_{0}$. A bound on the variance of an estimate of the parameter $\beta$ may be useful in determining the demodulation performance of an AM-like modulation or PAM, where the component soliton wavenumbers are slightly amplitude modulated by a message-bearing waveform. When $s(t)$ contains a single soliton for the Toda lattice, $s(t)=$ $\beta^{2} \operatorname{sech}^{2}(\beta t)$, the variance of any unbiased estimator $\hat{\beta}$ of $\beta$ must satisfy the Cramér-Rao lower bound (CRB) [19],

$$
\begin{equation*}
\operatorname{Var}(\hat{\beta}) \geq \frac{N_{0}}{\int_{t_{i}}^{t_{f}}\left(\frac{\partial s(t ; \beta)}{\partial \beta}\right)^{2} d t} \tag{75.33}
\end{equation*}
$$

where the observation interval is assumed to be $t_{i}<t<t_{f}$. For the infinite observation interval, $-\infty<t<\infty$, the CRB (75.33) is given by

$$
\begin{equation*}
\operatorname{Var}(\hat{\beta}) \geq \frac{N_{0}}{\left(\frac{8}{3}+\frac{4 \pi^{2}}{45}\right) \beta} \approx \frac{N_{0}}{3.544 \beta} . \tag{75.34}
\end{equation*}
$$

A slightly different bound may be useful in determining the demodulation performance of an FM -like modulation or PPM, where the soliton position, or time-delay, is slightly modulated by a message-bearing waveform. The fidelity of the recovered message waveform will be directly affected by the ability of a receiver to estimate the soliton position. When the signal $s(t)$ contains a single soliton $s(t)=\beta^{2} \operatorname{sech}^{2}(\beta(t-\delta))$, where $\delta$ is the relative position of the soliton in a period of the carrier, theCRB for $\hat{\delta}$ is given by

$$
\begin{equation*}
\operatorname{Var}(\hat{\delta}) \geq \frac{N_{0}}{\int_{t_{i}}^{t_{f}} 4 \beta^{6} \operatorname{sech}^{4}(\beta(t-\delta)) \tanh ^{2}(\beta(t-\delta)) d t}=\frac{N_{0}}{\left(\frac{16}{15}\right) \beta^{5}} . \tag{75.35}
\end{equation*}
$$

Asacomparison, for estimatingthetimeof arrival oftheraised cosinepulse, $\beta^{2}(1+\cos (2 \pi \beta(t-\delta)))$, the CRB for this more traditional pulse position modulation would be

$$
\begin{equation*}
\operatorname{Var}(\hat{\delta}) \geq \frac{N_{0}}{\pi^{2} \beta^{5}} \tag{75.36}
\end{equation*}
$$

which has the same dependence on signal amplitude as Eq. (75.35). These bounds can be used for multiple soliton signals if the component solitons are well separated in time.

### 75.6.2 Multi-Soliton Parameter Estimation: Bounds

When the received signal is a multi-soliton waveform where the component solitons overlap in time, the estimation problem becomes more difficult. It follows that the bounds for estimating the parameters of such signals must also be sensitive to the relative positions of the component solitons.

We will focus our attention on the two-soliton solution to the Toda lattice, given by Eq. (75.3). We are generally interested in estimating the parameters of themulti-soliton carrier for an unknown relative spacing among the solitons present in the carrier signal. Either the relative spacing of the solitons has been modulated and is therefore unknown, or the parameters $\beta_{1}$ and $\beta_{2}$ are slightly modulated and the induced phase shift in thereceived solitons, $\phi$, is unknown. For large separations, $\delta=\delta_{1}-\delta_{2}$, the CRB for estimating the parameters of either of the component solitons will be unaffected by the parameters of the other soliton. As shown in Fig. 75.12, when the component solitons are well separated, theCRB for either $\beta_{1}$ or $\beta_{2}$ approaches theCRB for estimation of a single soliton with that parameter value in the same level of noise. The bounds for estimating $\beta_{1}$, and $\beta_{2}$ are shown in Fig. 75.12 as a function of the relative separation, $\delta$.


FIGURE 75.12: The Cramér-Rao lower bound for estimating $\beta_{1}=\sinh (2)$ and $\beta_{2}=\sinh (1.75)$ with all parameters unknown in AWGN with $N_{0}=1$. The bounds are shown as a function of the relative separation, $\delta=\delta_{1}-\delta_{2}$. TheCRB for estimating $\beta_{1}$ and $\beta_{2}$ of a single soliton with the same parameter value is indicated with ' 0 ' and ' $\times$ ' marks, respectively.

Note that both of the bounds are reduced by the nonlinear superposition, indicating that the potential performance of the receiver is enhanced by the nonlinear superposition. However, if we let the parameter difference $\beta_{2}-\beta_{1}$ increase, we notice a different character to the bounds. Specifically, we maintain $\beta_{1}=\sinh (2)$, and let $\beta_{1}=\sinh (1.25)$. The performance of the larger soliton is inhibited by the nonlinear superposition, whilethesmaller soliton is still enhanced. In fact, theCRB for the smaller soliton becomes lower than that for the larger soliton near the range $\delta=0$. This phenomenon results from the relative sensitivity of the signal $s(t)$ to each of the parameters $\beta_{1}$ and $\beta_{2}$. The ability to simultaneously enhance estimation performance while decreasing signal energy is an inherently nonlinear phenomena.

Combining these results with the results of Section 75.4.1, we see that the nonlinear interaction of the component solitons can simultaneously enhance the parameter estimation performance and reduce the net energy of the signal. This property may make superimposed solitons attractive for use in a variety of communication systems.

### 75.6.3 Estimation Algorithms

In this section we will present and analyze several parameter estimation algorithms for soliton signals. Again, we will focus on the diode ladder circuit implementation of the Toda lattice equations, Eq. (75.14). As motivation, consider the problem of estimating the position, $\delta$, of a single soliton solution $s(t ; \delta)=\beta^{2} \operatorname{sech}^{2}(\beta(t-\delta))$, with the parameter $\beta$ known. Thisisa classical time-of-arrival estimation problem. For observations $r(t)=s(t)+n(t)$, where $n(t)$ is a stationary white Gaussian process, the maximum likelihood estimate is given by the value of the parameter $\delta$ which minimizes the expression

$$
\begin{equation*}
\hat{\delta}=\arg \min _{\tau} \int_{t_{i}}^{t_{f}}(r(t)-s(t-\tau))^{2} d t \tag{75.37}
\end{equation*}
$$

Since the replica signals all have the same energy, we can represent the minimization in (75.37) as a maximization of the correlation

$$
\begin{equation*}
\hat{\delta}=\arg \min _{\tau} \int_{t_{i}}^{t_{f}} r(t) s(t-\tau) d t \tag{75.38}
\end{equation*}
$$

It is well known that an efficient way to perform the correlation (75.38) with all of the replica signals $s(t-\tau)$ over the range $\delta_{\min }<\tau<\delta_{\max }$, is through convolution with a matched filter followed by a peak-detector [19].

When the signal $r(t)$ contains a multi-soliton signal, $s(t ; \underline{\beta}, \underline{\delta})$, where we wish to estimate the parameter vector $\underline{\delta}$, the estimation problem becomes more involved. If the component solitons are well separated in time, then the maximum likelihood estimator for the positions of each of the component solitons would again involve a matched filter processor followed by a peak-detector for each soliton. If the component solitons are not well separated and are therefore nonlinearly combined, the estimation problems aretightly coupled and should not be performed independently. Theestimation problems can be decoupled by preprocessing the signal $r(t)$ with theToda lattice. By setting $i_{\text {in }}(t)=r(t)$, that is the current through the first diode in the diode ladder circuit, then as the signal propagates through the lattice, the component solitons will naturally separate due to their different propagation speeds.

Defining the signal and noise components as viewed on the $k$ th node in the lattice as $s_{k}(t)$ and $n_{k}(t)$, respectively, i.e., $i_{k}(t)=s_{k}(t)+n_{k}(t)$, where $n_{0}(t)$ is the stationary white Gaussian noise process $n(t)$, in Section 75.5, we saw that in thehigh SNR limit, $n_{k}(t)$ will be low pass and Gaussian. In this limit, the ML estimator for the positions, $\delta_{i}$, can again be formulated using matched filters for each of the component solitons. Since the lattice equations are invertible, at least in principle through inverse scattering, then the M L estimate of the parameter $\underline{\delta}$ based on $r(t)$ must be the same as the estimate based on $i_{n}(t)=T(r(t))$, for any invertible transformation $T(\cdot)$. If the component solitons are well separated as viewed on the $N$ th node of the lattice, $i_{N}(t)$, then an ML estimate based on observations of $i_{N}(t)$ will reduce to the aggregate of ML estimates for each of the separated component solitons on low pass Gaussian noise. For soliton position estimation, this amounts to a bank of matched filters. We can view this estimation procedure as a form of nonlinear matched filtering, whereby first, dynamics matched to the soliton signals are used to perform the necessary signal separation, and then filters matched to the separated signals are used to estimate their arrival time.

### 75.6.4 Position Estimation

We will focus our attention on the two-soliton signal (75.3). If the component solitons are wellseparated as viewed on the $N$ th nodeof the Todalattice, thesignal appears to bealinear superposition of two solitons,

$$
\begin{align*}
i_{N}(t) \approx & \beta_{1}^{2} \operatorname{sech}^{2}\left(\beta_{1}\left(t-\delta_{1}\right)-p_{1} N-\phi / 2\right) \\
& +\beta_{2}^{2} \operatorname{sech}^{2}\left(\beta_{2}\left(t-\delta_{2}\right)-p_{2} N+\phi / 2\right) \tag{75.39}
\end{align*}
$$

where $\phi / 2$ is the time-shift incurred due to the nonlinear interaction. Matched filters can now be used to estimate the time of the arrival of each soliton at the $N$ th node. We formulate the estimate

$$
\begin{equation*}
\hat{\delta}_{1}=\left(t_{N, 1}^{a}-\frac{p_{1} N+\phi / 2}{\beta_{1}}\right), \hat{\delta}_{2}=\left(t_{N, 2}^{a}-\frac{p_{2} N-\phi / 2}{\beta_{2}}\right), \tag{75.40}
\end{equation*}
$$

where $t_{N, i}^{a}$ is the time of arrival of the $i$ th soliton on node $N$. The performance of this algorithm for a two-soliton signal with $\beta=[\sinh (2), \sinh (1.5)]$ is shown in Fig. 75.13. Note that although the error variance of each estimāte appears to be a constant multiple of the CRB, the estimation error variance approaches the CRB in an absolute sense as $N_{0} \rightarrow 0$.


FIGURE 75.13: TheCRBsfor $\delta_{1}$ and $\delta_{2}$ are shown with solid and dashed lines, whiletheestimation error results of 100 M onte-Carlo trials are indicated with ' 0 ' and ' $x$ ' marks, respectively.

### 75.6.5 Estimation Based on Inverse Scattering

The transformation $L(t)=T\{r(t)\}$, where $L(t)$ is the symmetric matrix from the inverse scattering transform, is also invertible in principle. Therefore, an ML estimate based on the matrix $L(t)$ must be the same as an ML estimate based on $r(t)$. We therefore seek to form an estimate of the parameters of the signal $r(t)$ by performing the estimation in the nonlinear spectral domain. This can be accomplished by viewing the Toda lattice as a nonlinear filterbank which projects the signal $r(t)$ onto the spectral components of $L(t)$. This use of the inverse scattering transform is analogous to performing frequency estimation with the Fourier transform.

If $v_{n}(t)$ evolves according to the Toda lattice equations, then the eigenvalues of the matrix, $L(t)$ aretime-invariant, where, $a_{n}(t)=\frac{1}{2} e^{\left(v_{n}(t)-v_{n+1}(t)\right) / 2}$, and $b_{n}=\dot{v}_{n}(t) / 2$. Further, the eigenvalues of
$L(t)$ for which $\left|\lambda_{i}\right|>1$ correspond to soliton solutions, with $\beta_{i}=\sinh \left(\cosh ^{-1}\left(\lambda_{i}\right)\right)=\sqrt{\lambda_{i}^{2}-1}$. Theeigenvalues of $L(t)$ are, to first order, jointly Gaussian and distributed about thetrueeigenvalues corresponding to the original multi-soliton signal, $s(t)$. Therefore, estimation of the parameters $\beta_{i}$ from the eigenvalues of $L(t)$ as described above constitutes a maximum likelihood approach in the high SNR limit.

The parameter estimation algorithm now amounts to an estimation of the eigenvalues of $L(t)$. Notethat since $L(t)$ istridiagonal, very efficient techniquesfor eigenvalueestimation may beused [3]. The estimate of the parameter $\beta$ is then found by the relation $\hat{\beta}_{i}=\sqrt{\lambda_{i}^{2}-1}$, where $\left|\lambda_{i}\right|>1$, and the sign of $\beta_{i}$ can be recovered from the sign of $\lambda_{i}$. Clearly if there is a pre-specified number of solitons, $k$, present in thesignal, then the $k$ largest eigenvalues would be used for theestimation. If the number $k$ were unknown, then a simultaneous detection and estimation algorithm would be required.

An example of the joint estimation of the parameters of a two-soliton signal is shown in Fig. 75.14(a). The estimation error variance decreases with the noise power at the same exponential rate as the CRB.

To verify that the performanceof theestimation algorithm has the samedependenceon therelative separation of solitons as indicated in Section 75.6.2, the estimation error variance is also indicated in Fig. 75.14(b) vs. therelativeseparation, $\delta$. In thefigure, themean-squared parameter estimation error for each of the parameters $\beta_{i}$ areshown along with their corresponding CRB. At least empirically, we see that the fidelity of the parameter estimates are indeed enhanced by their nonlinear interaction, even though this corresponds to a signal with lower energy, and therefore lower observational SNR.


FIGURE 75.14: The estimation error variance for the inverse scattering-based estimates of $\beta_{1}=$ $\sinh (2), \beta_{2}=\sinh (1.5)$. The bounds for $\beta_{1}$ and $\beta_{2}$ are indicated with solid and dashed lines, respectively. The estimation results for 100 M onte Carlo trials with a diode lattice of $N=10$ nodes for $\beta_{1}$ and $\beta_{2}$ are indicated by the points labeled ' 0 ' and ' $\times$ ', respectively.

### 75.7 Detection of Soliton Signals

The problem of detecting a single soliton or multiplenon-overlapping solitons in AWGN falls within the theory of classical detection. The Bayes optimal detection of a known or multiple known signals in AWGN can be accomplished with matched filter processing. When thesignal $r(t)$ contains a multisoliton signal where the component solitons are not resolved, the detection problem becomes more involved. Specifically, consider a signal comprising a two-soliton solution to the Toda lattice, where wewish to decidewhich, if any, solitonsarepresent. If therelativepositions of the component solitons areknown a priori, then the detection problem reducesto deciding which amongfour possibleknown signals is present,

$$
\begin{aligned}
H_{0} & : r(t)=n(t) \\
H_{1} & : r(t)=s_{1}(t)+n(t) \\
H_{2} & : r(t)=s_{2}(t)+n(t) \\
H_{12} & : r(t)=s_{12}(t)+n(t),
\end{aligned}
$$

where $s_{1}(t), s_{2}(t)$, and $s_{12}(t)$ are soliton one, soliton two, and the multi-soliton signals, respectively. Once again, this problem can be solved with standard Gaussian detection theory.

If the relative positions of the solitons are unknown, as would be the case for a modulated soliton carrier, then the signal $s_{12}(t)$ will vary significantly as a function of the relative separation. Similarly, if the signals are to be transmitted over a soliton channel where different users occupy adjacent soliton wavenumbers, any detection at the receiver would have to be performed with the possibility of another soliton component present at an unknown position. We therefore obtain a composite hypothesis testing problem, whereby under each hypothesis, we have

$$
\begin{aligned}
H_{0} & : \\
H_{1} & : r(t)=n(t), \\
H_{2} & : r(t)=s_{1}\left(t ; \delta_{1}\right)+n(t)=s_{2}\left(t ; \delta_{2}\right)+n(t), \\
H_{12} & : r(t)=s_{12}(t ; \underline{\delta})+n(t),
\end{aligned}
$$

where $\underline{\delta}=\left[\delta_{1}, \delta_{2}\right]^{\top}$. The general problem of detection with an unknown parameter, $\underline{\delta}$, can be handled in a number of ways. For example, if the parameter can be modeled as random and the distribution for the parameter were known, $p_{\underline{\delta}}(\underline{\delta})$, along with the distributions $p_{r \mid \underline{\delta}, H}\left(R \mid \underline{\delta}, H_{i}\right)$ for each hypothesis, then the Bayes or Neyman-Pearson criteria can be used to formulate a likelihood ratio test. Unfortunately, even when the distribution for the parameter $\underline{\delta}$ is known, the likelihood ratios cannot befound in closed form for even the single soliton detection problem.

Another approach that is commonly used in radar processing [5, 19] applies when the distribution of $\delta$ does not vary rapidly over a range of possible values while the likelihood function has a sharp peak as a function of $\delta$. In this case, the major contribution to the integral in the averaged likelihood function is due to the region around the value of $\delta$ for which the likelihood function is maximum, and therefore this value of the likelihood function is used as if the maximizing value, $\hat{\delta}_{\mathrm{ML}}$, were the actual value. Since $\hat{\delta}_{\text {ML }}$ is the maximum likelihood estimate of $\delta$ based on the observation, $r(t)$, such techniques are called "maximum likelihood detection". Also, the term "generalized likelihood ratio test" (GLRT) is used since the hypothesis test amounts to a generalization of the standard likelihood ratio test.

If we plan to employ a GLRT for the multi-soliton detection problem, we are again faced with the need for an ML estimate of the position, $\underline{\delta}_{M L}$. A standard approach to such problems would involve turning the current problem into one with hypotheses $H_{0}, H_{1}$, and $H_{2}$ as before, and an additional
$M$ hypotheses- onefor each value of the parameter $\underline{\delta}$ sampled over a range of possible values. The complexity of thistype of detection problem increases exponentially with the number of component solitons, $N_{s}$, resulting in a hypothesis testing problem with $\mathrm{O}\left((M+1)^{N_{s}}\right)$ hypotheses.

However, as with theestimation problems in Section 75.6, the detection problemscan be decoupled by preprocessing the signal $r(t)$ with the Toda lattice. If the component solitons separate as viewed on the $N$ th node in the lattice, then the detection problem can be more simply formulated using $i_{N}(t)$. The invertibility of the lattice equations implies that a Bayes optimal decision based on $r(t)$ must be the same as that based on $i_{N}(t)$. Since the Bayes optimal decision can be performed based on the likelihood function $\Lambda(r(t))$, and $\Lambda\left(i_{N}(t)\right)=\Lambda(T\{r(t)\})=\Lambda(r(t))$, the optimal decisions based on $r(t)$ and $i_{N}(t)$ must bethesamefor any invertibletransformation $T\{\cdot\}$. Although wewill be using a GLRT, where the value of ${\underset{\boldsymbol{\delta}}{M L}}^{\text {is used for the unknown positions of the multi-soliton signal, }}$ since the ML estimates based on $r(t)$ and $i_{N}(t)$ must also be the same, the detection performance of a GLRT using those estimates must also be the same. Since at high SNR, the noise component of the signal $i_{N}(t)$ can be assumed low pass and Gaussian, the GLRT can be performed by pre-processing $r(t)$ with the Toda lattice equations followed by matched filter processing.

### 75.7.1 Simulations

To illustratethealgorithm, we consider thehypothesistest between $H_{0}$ and $H_{12}$, wheretheseparation of the two solitons, $\delta_{1}-\delta_{2}$, varies randomly in the interval $\left[-1 / \beta_{2}, 1 / \beta_{2}\right]$. The detection processor comprises a Toda lattice of $N=20$ nodes, with the detection performed based on the signal $i_{10}(t)$. To implement the GLRT, we search over a fixed time interval about the expected arrival time for each soliton. In this manner we obtain a sequence of 1000 M onteCarlo values of the processor output for each hypothesis. A set of M onte Carlo runs has been completed for each of three different levels of the noise power, $N_{0}$.

The receiver operating characteristic (ROC) for the soliton with $\beta_{2}=\sinh (1.5)$ is shown in Fig. 75.15, wheretheprobability of detection, $P_{D}$, for thishypothesistest is shown as a function of the falsealarm probability, $P_{F}$. For comparison, weal so show theROC that would result from a detection of the soliton alone, at the same noise level and with the time-of-arrival known. The detection index, $d=\sqrt{E / N_{0}}$, is indicated for each case, where $E$ is the energy in the component soliton. The corresponding results for the larger soliton are qualitatively similar, although the detection indices for that soliton alone, with $\beta_{1}=\sinh (2)$, are $5.6,4$, and 3.3 , respectively. Therefore, the detection probabilities are considerably higher for a fixed probability of false alarm. Note that the detection performance for the smaller soliton is well modeled by the theoretical performance for detection of the smaller soliton alone. This implies, at least empirically, that the ability to detect the component solitons in a multi-soliton signal appears to be unaffected by the nonlinear coupling with other solitons. Further, although the unknown relative separation results in significant waveform uncertainty and would require a prohibitively complex receiver for standard detection techniques, Bayes optimal performance can still be achieved with a minimal increase in complexity.


FIGURE 75.15: A set of empirically generated ROCsareshown for the detection of thesmaller soliton from a two-soliton signal. For each of the three noise levels, the ROC for detection of the smaller soliton alone is also indicated along with the corresponding detection index, $d$.
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### 76.1 Introduction

The past 20 years witnessed an expansion of power spectrum estimation techniques, which have proved essential in many applications, such as communications, sonar, radar, speech/image processing, geophysics, and biomedical signal processing [13, 11, 7]. In power spectrum estimation the process under consideration istreated as a superposition of statistically uncorrelated harmonic components. The distribution of power among thesefrequency components is the power spectrum. As such, phase relations between frequency components are suppressed. The information in the power spectrum is essentially present in the autocorrelation sequence, which would sufficefor the complete statistical description of a Gaussian process of known mean. However, there are applications where one would need to obtain information regarding deviations from the Gaussianity assumption and presence of nonlinearities. In these cases power spectrum is of little help, and one would have to look beyond thepower spectrum or autocorrelation domain. Higher-Order Spectra (HOS) (of order greater than 2), which are defined in terms of higher-order cumulants of the data, do contain such information [16]. Thethird-order spectrum is commonly referred to as bispectrum, thefourth-order one as trispectrum, and in fact, the power spectrum is also a member of the higher-order spectral class; it is the second-order spectrum.

HOS consist of higher-order moment spectra, which are defined for deterministic signals, and cumulant spectra, which are defined for random processes. In general, there are three motivations behind the use of HOS in signal processing: (1) to suppress Gaussian noise of unknown mean and variance; (2) to reconstruct the phase as well as the magnitude response of signals or systems; and (3) to detect and characterize nonlinearities in the data.

The first motivation stems from the property of Gaussian processes to have zero higher-order spectra. Dueto this property, HOS arehigh signal-to-noise ratio domains, in which one can perform detection, parameter estimation, or even signal reconstruction even if the time domain noise is spatially correlated. The same property of cumulant spectra can provide means of detecting and characterizing deviations of the data from the Gaussian model.

The second motivation is based on the ability of cumulant spectra to preserve the Fourier-phase of signals. In themodeling of timeseries, second-order statistics (autocorrelation) have been heavily used because they are the result of least-squares optimization criteria. However, an accurate phase reconstruction in the autocorrelation domain can be achieved only if the signal is minimum phase. Nonminimum phasesignal reconstruction can be achieved only in theHOS domain, dueto theHOS ability to preserve phase. Figure 76.1 shows two signals, a nonminimum phase and a minimum phase, with identical magnitude spectra but different phase spectra. Although power spectrum cannot distinguish between the two signals, the bispectrum that uses phase information can.

Being nonlinear functions of the data, HOS are quite natural tools in the analysis of nonlinear systems operating under a random input. General relations for arbitrary stationary random data passing through an arbitrary linear system exist and have been studied extensively. Such expression, however, are not available for nonlinear systems, where each type of nonlinearity must be studied separately. Higher-order correlations between input and output can detect and characterize certain nonlinearities [34], and for this purpose several higher-order spectra-based methods have been developed.

Theorganization of thischapter is asfollows. First the definitions and properties of cumulants and higher-order spectra are introduced. Then two methods for theestimation of HOSfrom finitelength data are outlined and the asymptotic statistics of the obtained estimates are presented. Following that, parametric and nonparametric methods for HOS-based identification of linear systems are described, and the use of HOS in the identification of some particular nonlinear systems is briefly discussed. The chapter concludes with a section on applications of HOS and available software.

### 76.2 Definitions and Properties of HOS

In this chapter we will consider random one-dimensional processes only. The definitions can be easily extended to the two-dimensional case[15].

The joint moments of order $r$ of the random variables $x_{1}, \ldots, x_{n}$ are given by [22]

$$
\begin{align*}
\operatorname{Mom}\left[x_{1}^{k_{1}}, \ldots, x_{n}^{k_{n}}\right] & =E\left\{x_{1}^{k_{1}}, \ldots, x_{n}^{k_{n}}\right\} \\
& =\left.(-j)^{r} \frac{\partial^{r} \Phi\left(\omega_{1}, \ldots, \omega_{n}\right)}{\partial \omega_{1}^{k_{1}} \ldots \partial \omega_{n}^{k_{n}}}\right|_{\omega_{1}}=\cdots=\omega_{n}=0, \tag{76.1}
\end{align*}
$$

where $k_{1}+\cdots+k_{n}=r$, and $\Phi()$ is their joint characteristic function. The joint cumulants are defined as

$$
\begin{equation*}
\left.C u m\left[x_{1}^{k_{1}}, \ldots, x_{n}^{k_{n}}\right]=(-j)^{r} \frac{\partial^{r} \ln \Phi\left(\omega_{1}, \ldots, \omega_{n}\right)}{\partial \omega_{1}^{k_{1}} \ldots \partial \omega_{n}^{k_{n}}}\right\}\left.\right|_{\omega_{1}=\cdots=\omega_{n}=0} \tag{76.2}
\end{equation*}
$$

For a stationary discrete time random process $X(k)$, ( $k$ denotes discrete time), the moments of order $n$ are given by

$$
\begin{equation*}
m_{n}^{x}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)=E\left\{X(k) X\left(k+\tau_{1}\right) \cdots X\left(k+\tau_{n-1}\right)\right\}, \tag{76.3}
\end{equation*}
$$

where $E\{$.$\} denotes expectation. The n$th order cumulants are functions of the moments of order up to $n$, i.e.,
1st order cumulants:

$$
\begin{equation*}
c_{1}^{x}=m_{1}^{x}=E\{X(k)\} \quad(\text { mean }) \tag{76.4}
\end{equation*}
$$

2nd order cumulants:

$$
\begin{equation*}
c_{2}^{x}\left(\tau_{1}\right)=m_{2}^{x}\left(\tau_{1}\right)-\left(m_{1}^{x}\right)^{2} \quad(\text { covariance }) \tag{76.5}
\end{equation*}
$$



FIGURE 76.1: $x(n)$ is anonminimum phasesignal and $y(n)$ is a minimum phaseone. Although their power spectra are identical, their bispectra are different because they contain phase information.

3rd order cumulants:

$$
\begin{equation*}
c_{3}^{x}\left(\tau_{1}, \tau_{2}\right)=m_{3}^{x}\left(\tau_{1}, \tau_{2}\right)-\left(m_{1}^{x}\right)\left[m_{2}^{x}\left(\tau_{1}\right)+m_{2}^{x}\left(\tau_{2}\right)+m_{2}^{x}\left(\tau_{2}-\tau_{1}\right)\right]+2\left(m_{1}^{x}\right)^{3} \tag{76.6}
\end{equation*}
$$

4th order cumulants:

$$
\begin{align*}
c_{4}^{x}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)= & m_{4}^{x}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)-m_{2}^{x}\left(\tau_{1}\right) m_{2}^{x}\left(\tau_{3}-\tau_{2}\right)-m_{2}^{x}\left(\tau_{2}\right) m_{2}^{x}\left(\tau_{3}-\tau_{1}\right) \\
& -m_{2}^{x}\left(\tau_{3}\right) m_{2}^{x}\left(\tau_{2}-\tau_{1}\right) \\
& -m_{1}^{x}\left[m_{3}^{x}\left(\tau_{2}-\tau_{1}, \tau_{3}-\tau_{1}\right)+m_{3}^{x}\left(\tau_{2}, \tau_{3}\right)+m_{3}^{x}\left(\tau_{2}, \tau_{4}\right)+m_{3}^{x}\left(\tau_{1}, \tau_{2}\right)\right] \\
& +\left(m_{1}^{x}\right)^{2}\left[m_{2}^{x}\left(\tau_{1}\right)+m_{2}^{x}\left(\tau_{2}\right)+m_{2}^{x}\left(\tau_{3}\right)+m_{2}^{x}\left(\tau_{3}-\tau_{1}\right)+m_{2}^{x}\left(\tau_{3}-\tau_{2}\right)\right. \\
& \left.+m_{1}^{x}\left(\tau_{2}-\tau_{1}\right)\right]-6\left(m_{1}^{x}\right)^{4} \tag{76.7}
\end{align*}
$$

where $m_{3}^{x}\left(\tau_{1}, \tau_{2}\right)$ is the 3rd order moment sequence, and $m_{1}^{x}$ is the mean. The general relationship between cumulants and moments can be found in [16].

Some important properties of moments and cumulants are summarized next.
[P1] If $X(k)$ is Gaussian, the $c_{n}^{x}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)=0$ for $n>2$. In other words, all the information about a Gaussian process is contained in its first and second-order cumulants. This property can be used to suppress Gaussian noise, or as a measure for non-Gaussianity in time series.
[P2] If $X(k)$ is symmetrically distributed, then $c_{3}^{x}\left(\tau_{1}, \tau_{2}\right)=0$. Third-order cumulants suppress not only Gaussian processes, but also all symmetrically distributed processes, such as uniform, Laplace, and Bernoulli-Gaussian.
[P3] For cumulants additivity holds. If $X(k)=S(k)+W(k)$, where $S(k), W(k)$ are stationary and statistically independent random processes, then $c_{n}^{x}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)=c_{n}^{s}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)+$ $c_{n}^{w}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)$. It is important to note that additivity does not hold for moments.

If $W(k)$ is Gaussian representing noise which corrupts the signal of interest, $S(k)$, then by means of (P2) and (P3), we get that $c_{n}^{x}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)=c_{n}^{s}\left(\tau_{1}, \tau_{2}, \ldots, \tau_{n-1}\right)$, for $n>2$. In other words, in higher-order cumulant domains the signal of interest propagates noise free. Property (P3) can also provide a measure of statistical dependence of two processes.
[P4] if $X(k)$ has zero mean, then $c_{n}^{x}\left(\tau_{1}, \ldots, \tau_{n-1}\right)=m_{n}^{x}\left(\tau_{1}, \ldots, \tau_{n-1}\right)$, for $n \leq 3$.
Higher-order spectra aredefined in terms of either cumulants(e.g., cumulant spectra) or moments (e.g., moment spectra).

Assuming that the $n$th order cumulant sequence is absolutely summable, the $n t h$ order cumulant spectrum of $X(k), C_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)$, exists, and isdefined to bethe $(n-1)$-dimensional Fourier transform of the $n$th order cumulant sequence. In general, $C_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)$ is complex, i.e., it has magnitude and phase. In an analogous manner, moment spectrum is the multi-dimensional Fourier transform of the moment sequence.

If $v(k)$ is a stationary non-Gaussian process with zero mean and $n$th order cumulant sequence

$$
\begin{equation*}
c_{n}^{v}\left(\tau_{1}, \ldots, \tau_{n-1}\right)=\gamma_{n}^{v} \delta\left(\tau_{1}, \ldots, \tau_{n-1}\right) \tag{76.8}
\end{equation*}
$$

where $\delta($.$) is the delta function, v(k)$ is said to be $n$th order white. Its $n$th order cumulant spectrum is then flat and equal to $\gamma_{n}^{v}$.

Cumulant spectra are more useful in processing random signals than moment spectra since they posses properties that the moment spectra do not share: (1) the cumulants of the sum of two independent random processes equals the sum of the cumulants of the process; (2) cumulant spectra of order $>2$ are zero if the underlying process in Gaussian; (3) cumulants quantify the degree of statistical dependence of time series; and (4) cumulants of higher-order white noise are multidimensional impulses, and the corresponding cumulant spectra are flat.

### 76.3 HOS Computation from Real Data

The definitions of cumulants presented in the previous section are based on expectation operations, and they assume infinite length data. In practice we always deal with data of finite length; therefore, the cumulants can only be approximated. Two methods for cumulants and spectra estimation are presented next for the third-order case.
Indirect M ethod :
Let $X(k), k=1, \ldots, N$ be the available data.

1. Segment the data into K records of M samples each. Let $X^{i}(k), k=1, \ldots, M$, represent the $i$ th record.
2. Subtract the mean of each record.
3. Estimate the moments of each segments $X^{i}(k)$ as follows:

$$
\begin{gather*}
m_{3}^{x_{i}}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{M} \sum_{l=l_{1}}^{l_{2}} X^{i}(l) X^{i}\left(l+\tau_{1}\right) X^{i}\left(l+\tau_{2}\right), \\
l_{1}=\max \left(0,-\tau_{1},-\tau_{2}\right), l_{2}=\min (M-1, M-2), \\
\left|\tau_{1}\right|<L,\left|\tau_{2}\right|<L, i=1,2, \ldots, K \tag{76.9}
\end{gather*}
$$

Since each segment has zero mean, its third-order moments and cumulants are identical, i.e., $c_{3}^{x_{i}}\left(\tau_{1}, \tau_{2}\right)=m_{3}^{x_{i}}\left(\tau_{1}, \tau_{2}\right)$.
4. Compute the average cumulants as:

$$
\begin{equation*}
\hat{c}_{3}^{x}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{K} \sum_{i=1}^{K} m_{3}^{x_{i}}\left(\tau_{1}, \tau_{2}\right) \tag{76.10}
\end{equation*}
$$

5. Obtain the third-order spectrum (bispectrum) estimate as

$$
\begin{equation*}
\hat{C}_{3}^{x}\left(\omega_{1}, \omega_{2}\right)=\sum_{\tau_{1}=-L}^{L} \sum_{\tau_{2}=-L}^{L} \hat{c}_{3}^{x}\left(\tau_{1}, \tau_{2}\right) e^{-j\left(\omega_{1} \tau_{1}+\omega_{2} \tau_{2}\right)} w\left(\tau_{1}, \tau_{2}\right), \tag{76.11}
\end{equation*}
$$

where $L<M-1$, and $w\left(\tau_{1}, \tau_{2}\right)$ is a two-dimensional window of bounded support, introduced to smooth out edge effects. The bandwidth of the final bispectrum estimate is $\Delta=1 / L$.

A complete description of appropriate windows that can be used in (76.11) and their properties can be found in [16]. A good choice of cumulant window is:

$$
\begin{equation*}
w\left(\tau_{1}, \tau_{2}\right)=d\left(\tau_{1}\right) d\left(\tau_{2}\right) d\left(\tau_{1}-\tau_{2}\right), \tag{76.12}
\end{equation*}
$$

where

$$
d(\tau)= \begin{cases}\frac{1}{\pi}\left|\sin \frac{\pi \tau}{L}\right|+\left(1-\frac{|\tau|}{L}\right) \cos \frac{\pi \tau}{L} & |\tau| \leq L  \tag{76.13}\\ 0 & |\tau|>L\end{cases}
$$

which is known as the minimum bispectrum bias supremum [17]. Direct M ethod

Let $X(k), k=1, \ldots, N$ be the available data.

1. Segment the data into K records of M samples each. Let $X^{i}(k), k=1, \ldots, M$, represent the $i$ th record.
2. Subtract the mean of each record.
3. ComputetheD iscreteFourier Transform $F_{x}^{i}(k)$ of each segment, based on $M$ points, i.e.,

$$
\begin{equation*}
F_{x}^{i}(k)=\sum_{n=0}^{M-1} X^{i}(n) e^{-j \frac{2 \pi}{M} n k}, k=0,1, \ldots, M-1, i=1,2, \ldots, K \tag{76.14}
\end{equation*}
$$

4. The third-order spectrum of each segment is obtained as

$$
\begin{equation*}
C_{3}^{x_{i}}\left(k_{1}, k_{2}\right)=\frac{1}{M} F_{x}^{i}\left(k_{1}\right) F_{x}^{i}\left(k_{2}\right) F_{x}^{i^{*}}\left(k_{1}+k_{2}\right), i=1, \ldots, K . \tag{76.15}
\end{equation*}
$$

Due to the bispectrum symmetry properties, $C_{3}^{x_{i}}\left(k_{1}, k_{2}\right)$ need to be computed only in the triangular region $0 \leq k_{2} \leq k_{1}, k_{1}+k_{2}<M / 2$.
5. In order to reduce the variance of the estimate additional smoothing over a rectangular window of size ( $M_{3} \times M_{3}$ ) can be performed around each frequency, assuming that the third-order spectrum is smooth enough, i.e.,

$$
\begin{equation*}
\tilde{C}_{3}^{x_{i}}\left(k_{1}, k_{2}\right)=\frac{1}{M_{3}^{2}} \sum_{n_{1}=-M_{3} / 2}^{M_{3} / 2-1} \sum_{n_{2}=-M_{3} / 2}^{M_{3} / 2-1} C_{3}^{x_{i}}\left(k_{1}+n_{1}, k_{2}+n_{2}\right) . \tag{76.16}
\end{equation*}
$$

6. Finally, the third-order spectrum is given as the average over all third-order spectra, i.e.,

$$
\begin{equation*}
\hat{C}_{3}^{x}\left(\omega_{1}, \omega_{2}\right)=\frac{1}{K} \sum_{i=1}^{K} \tilde{C}_{3}^{x_{i}}\left(\omega_{1}, \omega_{2}\right), \omega_{i}=\frac{2 \pi}{M} k_{i}, i=1,2 . \tag{76.17}
\end{equation*}
$$

The final bandwidth of this bispectrum estimate is $\Delta=M_{3} / M$, which is the spacing between frequency samples in the bispectrum domain.

For large $N$, and as long as

$$
\begin{equation*}
\Delta \rightarrow 0, \text { and } \Delta^{2} N \rightarrow \infty \tag{76.18}
\end{equation*}
$$

[32], both the direct and the indirect methods produce asymptotically unbiased and consistent bispectrum estimates, with real and imaginary part variances:

$$
\begin{align*}
& \operatorname{var}\left(\operatorname{Re}\left[\hat{C}_{3}^{x}\left(\omega_{1}, \omega_{2}\right)\right]\right)=\operatorname{var}\left(\operatorname{Im}\left[\hat{C}_{3}^{x}\left(\omega_{1}, \omega_{2}\right)\right]\right)  \tag{76.19}\\
= & \frac{1}{\Delta^{2} N} C_{2}^{x}\left(\omega_{1}\right) C_{2}^{x}\left(\omega_{2}\right) C_{2}^{x}\left(\omega_{1}+\omega_{2}\right)= \begin{cases}\frac{V L^{2}}{M K} C_{2}^{x}\left(\omega_{1}\right) C_{2}^{x}\left(\omega_{2}\right) C_{2}^{x}\left(\omega_{1}+\omega_{2}\right) & \text { indirect } \\
\frac{M}{K M_{3}^{2}} C_{2}^{x}\left(\omega_{1}\right) C_{2}^{x}\left(\omega_{2}\right) C_{2}^{x}\left(\omega_{1}+\omega_{2}\right) & \text { direct },\end{cases}
\end{align*}
$$

where $V$ is the energy of the bispectrum window.
From the above expressions, it becomes apparent that the bispectrum estimate variance can be reduced by increasing the number of records, or reducing the size of the region of support of the window in the cumulant domain ( $L$ ), or increasing thesizeof thefrequency smoothing window ( $M_{3}$ ), etc. The relation between the parameters $M, K, L, M_{3}$ should be such that (76.18) is satisfied.

### 76.4 Linear Processes

Let $x(k)$ begenerated by exciting a linear time invariant (LTI) system with frequency response $H(\omega)$ with a non-Gaussian process $v(k)$. Its $n$th order spectrum can be written as

$$
\begin{equation*}
C_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)=C_{n}^{v}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right) H\left(\omega_{1}\right) \cdots H\left(\omega_{n-1}\right) H^{*}\left(\omega_{1}+\cdots+\omega_{n-1}\right) . \tag{76.20}
\end{equation*}
$$

If $v(k)$ is $n$th order white then (76.20) becomes

$$
\begin{equation*}
C_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)=\gamma_{n}^{v} H\left(\omega_{1}\right) \cdots H\left(\omega_{n-1}\right) H^{*}\left(\omega_{1}+\cdots+\omega_{n-1}\right), \tag{76.21}
\end{equation*}
$$

where $\gamma_{n}^{v}$ is a scalar constant and equals the $n$th order spectrum of $v(k)$. For a linear non-Gaussian random process $X(k)$, the $n$th order spectrum can befactorized as in (76.21) for every order $n$, while for a nonlinear process such a factorization might be valid for someorders only (it is al ways valid for $n=2$ ).

If we express $H(\omega)=|H(\omega)| \exp \left\{j \phi_{h}(\omega)\right\}$, then (76.21) can be written as

$$
\begin{equation*}
\left|C_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)\right|=\gamma_{n}^{v}\left|H\left(\omega_{1}\right)\right| \cdots\left|H\left(\omega_{n-1}\right)\right|\left|H^{*}\left(\omega_{1}+\cdots+\omega_{n-1}\right)\right|, \tag{76.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\psi_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)\right|=\phi_{h}\left(\omega_{1}\right)+\cdots+\phi_{h}\left(\omega_{n-1}\right)-\phi_{h}\left(\omega_{1}+\cdots+\omega_{n-1}\right), \tag{76.23}
\end{equation*}
$$

where $\psi_{n}^{x}()$ is the phase of the $n$th order spectrum.
It can be shown easily that the cumulant spectra of successive orders are related as follows:

$$
\begin{equation*}
C_{n}^{x}\left(\omega_{1}, \omega_{2}, \ldots, 0\right)=C_{n-1}^{x}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-2}\right) H(0) \frac{\gamma_{n}^{v}}{\gamma_{n-1}^{v}} . \tag{76.24}
\end{equation*}
$$

As a result, thepower spectrum of aGaussian linear process can bereconstructed from thebispectrum up to a constant term, i.e.,

$$
\begin{equation*}
C_{3}^{x}(\omega, 0)=C_{2}^{x}(\omega) \frac{\gamma_{3}^{v}}{\gamma_{2}^{v}} . \tag{76.25}
\end{equation*}
$$

To reconstruct the phase $\phi_{h}(\omega)$ from thebispectral phase $\psi_{3}^{x}\left(\omega_{1}, \omega_{2}\right)$ several al gorithms havebeen suggested. A description of different phase estimation methods can befound in [14] and also in [16].

### 76.4.1 Nonparametric Methods

Consider $x(k)$ generated as shown in Fig. 76.2. The system transfer function can be written as

$$
\begin{equation*}
H(z)=c z^{-r} I\left(z^{-1}\right) O(z)=c z^{-r} \frac{\Pi_{i}\left(1-a_{i} z^{-1}\right)}{\Pi_{i}\left(1-b_{i} z^{-1}\right)} \Pi_{i}\left(1-c_{i} z\right),\left|a_{i}\right|,\left|b_{i}\right|,\left|c_{i}\right|<1 \tag{76.26}
\end{equation*}
$$

where $I\left(z^{-1}\right)$ and $O(z)$ are the minimum and maximum phase parts of $H(z)$, respectively; $c$ is a constant; and $r$ is an integer. The output $n$th order cumulant equals [2]

$$
\begin{align*}
c_{n}^{x}\left(\tau_{1}, \ldots, \tau_{n-1}\right) & =c_{n}^{y}\left(\tau_{1}, \ldots, \tau_{n-1}\right)+c_{n}^{w}\left(\tau_{1}, \ldots, \tau_{n-1}\right) \\
& =c_{n}^{y}\left(\tau_{1}, \ldots, \tau_{n-1}\right)  \tag{76.27}\\
& =\gamma_{n}^{v} \sum_{k=0}^{\infty} h(k) h\left(k+\tau_{1}\right) \cdots h\left(k+\tau_{n-1}\right), n \geq 3 \tag{76.28}
\end{align*}
$$



FIGURE 76.2: Single channel model.
where thenoise contribution in (76.27) was zero due to the Gaussianity assumption. TheZ-domain equivalent of (76.28) for $n=3$ is

$$
\begin{equation*}
C_{3}^{x}\left(z_{1}, z_{2}\right)=\gamma_{3}^{v} H\left(z_{1}\right) H\left(z_{2}\right) H\left(z_{1}^{-1} z_{2}^{-1}\right) . \tag{76.29}
\end{equation*}
$$

Taking the logarithm of $C_{3}^{x}\left(z_{1}, z_{2}\right)$ followed by an inverse 2-D Z-transform we obtain the output bicepstrum $b_{x}(m, n)$. The bicepstrum of linear processes is nonzero only alongtheaxes ( $m=0, n=$ 0 ) and the diagonal $m=n$ [21]. Along these lines the bicepstrum is equal to the complex cepstrum, i.e.,

$$
b_{x}(m, n)= \begin{cases}\hat{h}(m) & m \neq 0, n=0  \tag{76.30}\\ \hat{h}(n) & n \neq 0, m=0 \\ \hat{h}(-n) & m=n, m \neq 0 \\ \ln \left(c \gamma_{n}^{v}\right) & m=n=0 \\ 0 & \text { elsewhere }\end{cases}
$$

where $\hat{h}(n)$ denotes complex cepstrum [20]. From (76.30), the system impulse response $h(k)$ can be reconstructed from $b_{x}(m, 0)$ (or $b_{x}(0, m)$, or $b_{x}(m, m)$ ), within a constant and a time delay, via inversecepstrum operations. Theminimum and maximum phaseparts of $H(z)$ can bereconstructed by applying inverse cepstrum operations on $b_{x}(m, 0) u(m)$ and $b_{x}(m, 0) u(-m)$, respectively, where $u(m)$ is the unit step function.

To avoid phaseunwrapping with thelogarithm of thebispectrum which iscomplex, thebicepstrum can be estimated using the group delay approach:

$$
\begin{equation*}
b_{x}(m, n)=\frac{1}{m} F^{-1}\left\{\frac{F\left[\tau_{1} c_{3}^{x}\left(\tau_{1}, \tau_{2}\right)\right]}{C_{3}^{x}\left(\omega_{1}, \omega_{2}\right)}\right\}, m \neq 0 \tag{76.31}
\end{equation*}
$$

with $b_{x}(0, n)=b_{x}(n, 0)$, and $F\{\cdot\}$ and $F^{-1}\{\cdot\}$ denoting 2-D Fourier transform operator and its inverse, respectively.

Thecepstrum of thesystem can al so becomputed directly from the cumulants of the system output based on the equation [21]:

$$
\begin{gather*}
\sum_{k=1}^{\infty} k \hat{h}(k)\left[c_{3}^{x}(m-k, n)-c_{3}^{x}(m+k, n+k)\right]+k \hat{h}(-k)\left[c_{3}^{x}(m-k, n-k)-c_{3}^{x}(m+k, n)\right] \\
=m c_{3}^{x}(m, n) \tag{76.32}
\end{gather*}
$$

If $H(z)$ has no zeros on the unit circle its cepstrum decays exponentially, thus (76.32) can be truncated to yield an approximate equation. An overdetermined system of truncated equations can be formed for different values of $m$ and $n$, which can be solved for $\hat{h}(k), k=\ldots,-1,1, \ldots$. The system response $h(k)$ then can be recovered from its cepstrum via inverse cepstrum operations.

The bicepstrum approach for system reconstruction described above led to estimates with smaller bias and variance than other parametric approaches at the expense of higher computational complexity [21]. The analytic performance evaluation of the bicepstrum approach can befound in [25].

TheinverseZ-transform of thelogarithm of thetrispectrum (fourth-order spectrum), or otherwise tricepstrum, $t_{x}(m, n, l)$, of linear processes is also zero everywhere except along the axes and the diagonal $m=n=l$. Along these lines it equals the complex cepstrum, thus $h(k)$ can be recovered from slices of the tricepstrum based on inverse cepstrum operations.

For the case of nonlinear processes, the bicepstrum will be nonzero everywhere[4]. Thedistinctly different structure of the bicepstrum corresponding to linear and nonlinear processes has led to tests of linearity [4].

A new nonparametric method has been recently proposed in [1, 26] in which the cepstrum $\hat{h}(k)$ is obtained as:

$$
\begin{equation*}
\hat{h}(-k)=\frac{\hat{p}_{n}^{x}\left(k ; e^{j \beta_{1}}\right)-\hat{p}_{n}^{x}\left(k ; e^{j \beta_{2}}\right)}{e^{j(n-2) \beta_{1} k}-e^{j(n-2) \beta_{2} k}}, k \neq 0, n>2 \tag{76.33}
\end{equation*}
$$

where $p_{n}^{x}\left(k ; e^{j b_{i}}\right)$ is the time domain equivalent of the $n$th order spectrum slice defined as:

$$
\begin{equation*}
P_{n}^{x}\left(z ; e^{j \beta_{i}}\right)=C_{n}^{x}\left(z, e^{j \beta_{i}}, \cdots, e^{j \beta_{i}}\right) \tag{76.34}
\end{equation*}
$$

The denominator of (76.33) is nonzero if

$$
\begin{equation*}
\left|\beta_{1}-\beta_{2}\right| \neq \frac{2 \pi l}{k(n-2)}, \text { for every integer } k \text { and } l \tag{76.35}
\end{equation*}
$$

This method reconstructs a complex system using two slices of the $n$th order spectrum. The slices, defined as shown above, can be selected arbitrarily as long as their distance satisfy (76.35). If the system is real, one slices is sufficient for the reconstruction. It should be noted that the cepstra appearing in (76.33) require phase unwrapping. The main advantage of this method is that the freedom to choose the higher-order spectra areas to be used in the reconstruction allows one to avoid regions dominated by noise or finite data length effects. Also, corresponding to different slice pairs various independent representations of the system can be reconstructed. Averaging out these representations can reduce estimation errors [26].

Along the lines of system reconstruction from selected HOS slices, another method has been proposed in $[28,29]$ where the $\log H(k)$ is obtained as a solution to a linear system of equations. Although logarithimc operation is involved, no phase unwrapping is required and the principal argument can be used instead of real phase. It was also shown that, as long as the grid size and the distance between the slices are coprime, reconstruction is always possible.

### 76.4.2 Parametric Methods

One of the popular approaches in system identification has been the construction of a white noise driven, linear time invariant model from a given process realization.

Consider the real autoregressive moving average (ARMA) stable process $y(k)$ given by:

$$
\begin{align*}
\sum_{i=0}^{p} a(i) y(k-i) & =\sum_{j=0}^{q} b(j) v(k-j)  \tag{76.36}\\
x(k) & =y(k)+w(k) \tag{76.37}
\end{align*}
$$

where $a(i), b(j)$ represent the AR and M A parameters of the system, $v(k)$ is an independent identically distributed random process, and $w(k)$ represents zero-mean Gaussian noise.

Equations analogous to the Yule-Walker equations can be derived based on third-order cumulants of $x(k)$, i.e.,

$$
\begin{equation*}
\sum_{i=0}^{p} a(i) c_{3}^{x}(\tau-i, j)=0, \tau>q \tag{76.38}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{i=1}^{p} a(i) c_{3}^{x}(\tau-i, j)=-c_{3}^{x}(\tau, j), \tau>q \tag{76.39}
\end{equation*}
$$

where it was assumed $a(0)=1$. Concatenating (76.39) for $\tau=q+1, \ldots, q+M, M \geq 0$ and $j=q-p, \ldots, q$, the matrix equation

$$
\begin{equation*}
\underline{C a}=\underline{c} \tag{76.40}
\end{equation*}
$$

can beformed, where $\underline{C}$ and $\underline{c}$ are a matrix and a vector, respectively, formed by third-order cumulants of the process according to (76.39), and the vector $\underline{a}$ contains the AR parameters. If theAR order $p$ is unknown and (76.40) is formed based on an overestimate of $p$, the resulting matrix $\underline{C}$ always has rank $p$. In this case, theAR parameters can be obtained using a low-rank approximation of $\underline{C}$ [5].

Using the estimated AR parameters, $\hat{a}(i), i=1, \ldots, p$, a $p$ th order filter with transfer function $\hat{A}(z)=1+\sum_{i=1}^{p} \hat{a}(i) z^{-1}$ can be constructed. Based on the filtered through $\hat{A}(z)$ process $x(k)$, i.e., $\tilde{x}(k)$, or otherwise known as the residual time series [5], the M A parameters can beestimated via any M A method [15], for example:

$$
\begin{equation*}
b(k)=\frac{c_{3}^{\tilde{x}}(q, k)}{c_{3}^{\tilde{x}}(q, 0)}, k=0,1, \ldots, q \tag{76.41}
\end{equation*}
$$

known as the $c(q, k)$ formula [6].
Practical problemsassociated with thedescribed approach aresensitivity to model order mismatch, and AR estimation errorsthat propagatein theestimation of theM A parameters. A significant amount of research has been devoted to the ARM A parameter estimation problem. A thorough review of existing ARM A system identification methods can be found in [15, 16]; a more recent method can befound in [24].

### 76.5 Nonlinear Processes

Despitethefact that progresshasbeen established in developing thetheoretical properties of nonlinear models, only a few statistical methods exist for detection and characterization of nonlinearities from a finite set of observations. In this section, we will consider nonlinear Volterra systems excited by Gaussian stationary inputs. Let $y(k)$ be the response of a discrete time invariant $p$ th order Volterra filter whose input is $x(k)$. Then,

$$
\begin{equation*}
y(k)=h_{0}+\sum_{i} \sum_{\tau_{1}, \ldots, \tau_{i}} h_{i}\left(\tau_{1}, \ldots, \tau_{i}\right) x\left(k-\tau_{1}\right) \cdots x\left(k-\tau_{i}\right), \tag{76.42}
\end{equation*}
$$

where $h_{i}\left(\tau_{1}, \ldots, \tau_{i}\right)$ are the Volterra kernels of the system, which are symmetric functions of their arguments; for causal systems $h_{i}\left(\tau_{1}, \ldots, \tau_{i}\right)=0$ for any $\tau_{i}<0$.

The output of a second-order Volterra system when the input is zero-mean stationary is

$$
\begin{equation*}
y(k)=h_{0}+\sum_{\tau_{1}} h_{1}\left(\tau_{1}\right) x\left(k-\tau_{1}\right)+\sum_{\tau_{1}} \sum_{\tau_{2}} h_{2}\left(\tau_{1}, \tau_{2}\right) x\left(k-\tau_{1}\right) x\left(k-\tau_{2}\right) . \tag{76.43}
\end{equation*}
$$

Equation (76.43) can be viewed as a parallel connection of a linear system $h_{1}\left(\tau_{1}\right)$ and a quadratic system $h_{2}\left(\tau_{1}, \tau_{2}\right)$ as illustrated in Fig. 76.3. Let

$$
\begin{equation*}
c_{2}^{x y}(\tau)=E\left\{x(k+\tau)\left[y(k)-m_{1}^{y}\right]\right\} \tag{76.44}
\end{equation*}
$$

be the cross-covariance of input and output, and

$$
\begin{equation*}
c_{3}^{x x y}\left(\tau_{1}, \tau_{2}\right)=E\left\{x\left(k+\tau_{1}\right) x\left(k+\tau_{2}\right)\left[y(k)-m_{1}^{y}\right]\right\} \tag{76.45}
\end{equation*}
$$

be the third-order cross-cumulant sequence of input and output.


FIGURE 76.3: Second-order Volterra system. Linear and quadratic parts are connected in parallel.

It can be shown that the system's linear part can beidentified by

$$
\begin{equation*}
H_{1}(-\omega)=\frac{C_{2}^{x y}(\omega)}{C_{2}^{x}(\omega)} \tag{76.46}
\end{equation*}
$$

and the quadratic part by

$$
\begin{equation*}
H_{2}\left(-\omega_{1},-\omega_{2}\right)=\frac{C_{3}^{x x y}\left(\omega_{1}, \omega_{2}\right)}{2 C_{2}^{x}\left(\omega_{1}\right) C_{2}^{x}\left(\omega_{2}\right)}, \tag{76.47}
\end{equation*}
$$

where $C_{2}^{x y}(\omega)$ and $C_{3}^{x x y}\left(\omega_{1}, \omega_{2}\right)$ are the Fourier transforms of $c_{2}^{x y}(\tau)$ and $c_{3}^{x x y}\left(\tau_{1}, \tau_{2}\right)$, respectively. It should be noted that the above equations are valid only for Gaussian input signals. M ore general results assuming non-Gaussian input have been obtained in [9,27]. Additional results on particular nonlinear systems have been reported in [3, 33].

An interesting phenomenon caused by a second-order nonlinearity is thequadratic phasecoupling. There are situations where nonlinear interaction between two harmonic components of a process contribute to the power of the sum and/or difference frequencies. The signal

$$
\begin{equation*}
x(k)=A \cos \left(\lambda_{1} k+\theta_{1}\right)+B \cos \left(\lambda_{2} k+\theta_{2}\right) \tag{76.48}
\end{equation*}
$$

after passing through the quadratic system:

$$
\begin{equation*}
z(k)=x(k)+\epsilon x^{2}(k), \quad \epsilon \neq 0 . \tag{76.49}
\end{equation*}
$$

contains cosinusoidal terms in $\left(\lambda_{1}, \theta_{1}\right),\left(\lambda_{2}, \theta_{2}\right),\left(2 \lambda_{1}, 2 \theta_{1}\right),\left(2 \lambda_{2}, 2 \theta_{2}\right),\left(\lambda_{1}+\lambda_{2}, \theta_{1}+\theta_{2}\right),\left(\lambda_{1}-\right.$ $\lambda_{2}, \theta_{1}-\theta_{2}$ ). Such a phenomenon that results in phase relations that are the same as the frequency relations is called quadratic phase coupling [12]. Quadratic phase coupling can arise only among harmonically related components. Three frequencies are harmonically related when one of them is the sum or difference of theother two. Sometimes it is important to find out if peaks at harmonically related positions in the power spectrum are in fact phase coupled. Due to phase suppression, the power spectrum is unable to provide an answer to this problem.

As an example, consider the process [30]

$$
\begin{equation*}
X(k)=\sum_{i=1}^{6} \cos \left(\lambda_{i} k+\phi_{i}\right) \tag{76.50}
\end{equation*}
$$

where $\lambda_{1}>\lambda_{2}>0, \lambda_{4}+\lambda_{5}>0, \lambda_{3}=\lambda_{1}+\lambda_{2}, \lambda_{6}=\lambda_{4}+\lambda_{5}, \phi_{1}, \ldots, \phi_{5}$ are all independent, uniformly distributed random variables over ( $0,2 \pi$ ), and $\phi_{6}=\phi_{4}+\phi_{5}$. Among the six frequencies, ( $\lambda_{1}, \lambda_{2}, \lambda_{3}$ ) and ( $\lambda_{4}, \lambda_{5}, \lambda_{6}$ ) areharmonically related, however, only $\lambda_{6}$ istheresult of phasecoupling between $\lambda_{4}$ and $\lambda_{5}$. The power spectrum of this process consists of six impulses at $\lambda_{i}, i=1, \ldots, 6$ (see Fig. 76.4), offering no indication whether each frequency component is independent or result of frequency coupling. On the other hand, the bispectrum of $X(k), C_{3}^{x}\left(\omega_{1}, \omega_{2}\right)$ (evaluate in its principal region) is zero everywhere, except at point $\left(\lambda_{4}, \lambda_{5}\right)$ of the ( $\omega_{1}, \omega_{2}$ ) plane, where it exhibits an impulse(Fig. 76.4(b)). The peak indicates that only $\lambda_{4}, \lambda_{5}$ are phase coupled.

The bicoherence index, defined as

$$
\begin{equation*}
P_{3}^{x}\left(\omega_{1}, \omega_{2}\right)=\frac{C_{3}^{x}\left(\omega_{1}, \omega_{2}\right)}{\sqrt{C_{2}^{x}\left(\omega_{1}\right) C_{2}^{x}\left(\omega_{2}\right) C_{2}^{x}\left(\omega_{1}+\omega_{2}\right)}} \tag{76.51}
\end{equation*}
$$

has been extensively used in practical situations for the detection and quantification of quadratic phase coupling [12]. The value of the bicoherence index at each frequency pair indicates the degree of coupling amongthefrequencies of that pair. Almost all bispectral estimatorscan beused in (76.51). However, estimates obtained based on parametric modeling of the bispectrum have been shown to yield superior resolution $[30,31]$ than the ones obtained with conventional methods.

### 76.6 Applications/Software Available

Applications of HOS span a wide range of areas [19] such as oceanography (description of wave phenomena), earth sciences (atmospheric pressure, turbulence), crystallography, plasma physics (wave interaction, nonlinear phenomena), mechanical systems (vibration analysis, knock detection), economic time series, biomedical signal analysis (ultrasonic imaging, detection of wave coupling) image processing (texture modeling and characterization, reconstruction, inverse filtering), speech processing (pitch detection, voiced/unvoiced decision), communications (equalization, interference cancellation), array processing (direction of arrival estimation, estimation of number of sources, beamforming, sourcesignal estimation, source classification), harmonic retrieval (frequency estimation), and time delay estimation. Over 500 references can be found in [37]. Additional references can be found in [16, 19, 23].

A software packagefor signal processing with HOS is the Hi -Spec toolbox, product of M athworks, Inc. The functions included in Hi-Spec together with a short description are included in Table 76.1.
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TABLE 76.1 Functions Included in the Hi-Spec Package
Function name Description

AR_RCEST AR parameter estimation based on cumulants
ARM A_QS ARMA parameter estimation via the Q-slice algorithm
ARMA_RTS ARMA parameter estimation via the residual time series method
ARMA_SYN Generates ARMA synthetics
BICEPS
$\begin{array}{ll}\text { BISPEC_D } & \text { BIspectrum estimation via the direct method } \\ \text { BISPEC_I } & \text { Bispectrum estimation via the indirect method }\end{array}$
CUM _EST Estimates 2nd, 3rd, or 4th order cumulants
CUM _TRUE Computes the theoretical cumulants of an ARM A model
DOA Direction-of-arrival estimation
DOA_GEN Generates synthetics for direction-of-arrival estimation
GL_STAT Detection statistics for Hinich's Gaussianity and linearity tests
HARM _EST Estimates frequencies of harmonics in colored noise
HARM _GEN Generates synthetics for the harmonic retrieval problem
MA_EST MA parameters estimation
MATUL System identification via the M atsuoka-Ulrych algorithm
QPC_GEN Simulation generator for quadratic phase coupling
QPC_TOR Detects quadratic phase coupling via parametric modeling of bispectrum
RP_IID Generates samples of an i.i.d. random process
TDE Estimates time delay between two signals using the parametric cross-cumulant method
TDE_GEN Synthetics for time delay estimation
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THE PRIM ARY TRAITS OF EM BEDDED signal processing systems that distinguish them from general purpose computer systems are their predi itable reactions to real-time ${ }^{1}$ stimuli from the environment, their form- and cost-optimized design, and their compliance with required or specified modes of response behavior and functionality [1].

[^73]Other traits that they share with other forms of digital products include the need for reliability, fault-tolerance, and maintainability, to name just a few. An embedded system usually consists of hardware components such as memories, application-specific ICs (ASICs), processors, DSPs, buses, analog-digital interfaces, and also software components that provide control, diagnostic, and application-specific capabilities required of it. In addition, they often contain electromechanical (EM ) components such as sensors and transducers and operate in harsh environmental conditions. Unlike general purpose computers they may not allow much flexibility in support of a diverse range of programming applications, and it is not unusual to dedicate such systems to specific application. Embedded systems, thus, range from simple, low-cost sensor/actuator systems consisting of a few tens of lines of codeand 8/16-bit processors(CPU) (e.g., bank ATM machines) to sophisticated highperformance signal processing systems consisting of runtime operating system support, tens of x86class processors, digital signal processing (DSP) chips, interconnection networks, complex sensors, and other interfaces (e.g., radar-based tracking and navigational systems). Their lack of flexibility may be apparent when one considers that an ATM machine cannot be easily programmed to support additional image processing tasks, unless upgraded in terms of resources. Finally, embedded systems typically do not support direct user interaction in terms of higher order programming languages (HOLs) such as Fortran or C, but allow users to provide inputs that are sensor- or menu-driven. The debug and diagnostic interfaces, however, support H O Lsand other lower level software and hardware programmability.

Embedded systems in general may beclassified into one of the following four general categories of products. The prices are indicative of the multi-billion dollar marketplacein 1996, and their relative magnitudes are more significant than their actual values. The relationship of the categories to dollar cost is intentional and is an early harbinger of thefact that underlying cost and performancetradeoffs motivate and drive most of the system design and prototyping methodologies.

Commodity DSP Products: High-volumemarket and valued at less than \$300 a piece. Theseinclude CD players, recorders, VCRs, facsimileand answering machines, telemetry applications, simplesignal processing filtering packages, etc., primarily aimed at the highly competitive mass-volume consumer market.

Portable DSP Products: High-volume market and valued at less than \$800. These include portable and hand-held low-power electronic products for man-machine communications such as DSP boards, digital audio, security systems, modems, camcorders, industrial controllers, scanners, communications equipment, and others.

Cost-Performance DSP Products: High-volume market, and valued at less than \$ 3000. These products trade off cost for performance, and include DSP products such as video teleconferencing equipment, laptops, audio, telecommunications switches, high-performance DSP boards and coprocessors, and DSP CAD packages for hardware and software design.

High-Performance Products: Low-to-moderate volume market, and valued at over $\$ 8000$. These products include high-end workstations with DSP coprocessors, real-time signal processors, realtimedatabase processing systems, digital H DTV, radar signal processor systems, avionicsand military systems, sensor and data processing hardware and software systems. This class of products contains a significant amount of software compared to the earlier classes, which often focus on large volume, low-cost, hardware-only solutions.

It may be useful to classify high-performance products further into three categories.

- Real-timeembedded control systems: These systems are characterized by the following features: interrupt driven, large numerical processing requirements, small databases, tight real-time constraints, well-defined user interface, requirements and design driven by performance requirements. Examples include an aircraft control system, or a control system for a steel plant.
- Embedded information systems: These systems are characterized by the following features: transaction-based, moderate numerical/DSP processing, flexible time constraints, complex
user interfaces, requirementsand design driven by user interface. Examples includeaccounting and inventory management systems.
- Command, control, communication, and intelligence (C4I) systems: These systems are characterized by large numerical processing, large databases, moderate to tight real-time constraints, flexible and complex user interfaces, requirements and design driven by performance and user interface. Examples include missile guidance systems, radar-tracking systems, and inventory and manufacturing control systems.

These four categories of embedded systems can be further distinguished in terms of other metrics such as computing speed (integer or floating point performance), input/output transfer rates, memory capacities, market volume, environmental issues, typical design and development budgets, lifetimes, reliability issues, upgrades, and other lifecycle support costs. Another interesting fact is that the higher the software value in a product, the greater its profitability margin. Recent studies by Andersen Consulting have shown that profit margin pressures are increasing due to increasing semiconductor content in systems' sales' values. In 1985, silicon represented 9.5 percent of a system's value. By 1995, that had shot up to 19.1 percent. The higher the silicon content, the greater the pressure on margins resulting in lower profits. In PCs, integrated circuit components represent 30 to 35 percent of the sales value and the ratio is steadily increasing. M ore than 50 percent of value of the new network computers (NCs) is expected to be in integrated circuits. In the area of DSPs, we estimate that this ratio is about 20 percent.

In this section, the chapter "Introduction to the TM S320 Family of Digital Signal Processors" by Panos Papamichalis, outlines the programmable DSP families developed by Texas Instruments, the leading organization in this area. In, "Rapid Design and Prototyping of DSP Systems", T. Egolf, M. Pettigrew, J. Debardelaben, R. Hezar, S. Famorzadeh, A. Kavipurapu, M. Khan, L.-R. Dung, K. Balemarthy, N. Desai, Y. Jung, and V. M adisetti, discuss how signal processing systems are designed and integrated using anovel top down design approach developed aspart of DARPA'sRASSP program.
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This article discusses the architecture and the hardware characteristics of the TM S320 family of Digital Signal Processors. The TM S320 family includes several generations of programmable processors with several devices in each generation. Since the programmable processors are split between fixed-point and floating-point devices, both categories areexamined in somedetail. TheTM S320C 25 serves hereasa simpleexample for the fixed-point processor family, whiletheTM S320C30 is used for thefloating-point family.

### 77.1 Introduction

Since its introduction in 1982 with the TM S32010 processor, the TM S320 family of DSPs has been exceedingly popular. Different members of this family were introduced to address the existing needs for real-time processing, but then, designers capitalized on the features of the devices to create solutions and productsin waysnever imagined before. In turn, theseinnovationsfed the architectural and hardware configurations of newer generations of devices.

Digital Signal Processing encompasses a variety of applications, such as digital filtering, speech and audio processing, image and video processing, and control. All DSP applications share some
common characteristics:

- The algorithms used are mathematically intensive. A typical example is the computation of an FIR filter, implemented as sum-of-products. This operation involves a lot of multiplications combined with additions.
- DSP algorithms must typically run in real time: i.e., the processing of a segment of the arriving signal must be completed before the next segment arrives, or else data will be lost.
- DSP techniques are under constant development. This implies that DSP systems should be flexible to support changes and improvements in the state of the art. As a result, programmable processors have been the preferred way of implementation. In recent times, though, fixed-function devices have also been introduced to address high-volume consumer applications with low-cost requirements.

These needs are addressed in the TM S320 family of DSPs by using appropriate architecture, instruction sets, I/O capabilities, as well as the raw speed of the devices. However, it should be kept in mind that these features do not cover all the aspects describing a DSP device, and especially a programmable one. Availability and quality of software and hardware development tools (such as compilers, assemblers, linker, simulators, hardware emulators, and development systems), application notes, third-party products and support, hot-line support, etc. play an important role on how easy it will be to develop an application on theDSP processor. TheTM S320 family has very extensive such support, but its description goes beyond the scope of this article. The interested reader should contact the TI DSP hotline(Tel. 713-274-2320).

For the purposes of this article, two devices have been selected to be highlighted from the Texas InstrumentsTM S320 family of digital signal processors. OneistheTM S320C25, a 16-bit, fixed-point DSP, and the other is the TM S320C30, a 32-bit, floating-point DSP. As a short-hand notation, they will be called 'C25 and 'C30, respectively. The choice was made so that both fixed-point issues are considered.

There have been newer (and more sophisticated) generations added to the TM S320 family but, since the objective of this article is to be more tutorial, they will be discussed as extensions of the 'C25 and the 'C30. Such examples are other members of the 'C2x and the 'C3x generations, as well as theTM S320C5x generation ('C5x for short) of fixed-point devices, and theTM S320C4x ('C4x) of floating-point devices. Customizable and fixed-function extensions of this family of processors will be also discussed.

Texas Instruments, like all vendors of DSP devices, publishes detailed User's Guides that explain at great length thefeatures and the operation of the devices. Each of these User's Guides is a pretty thick book, so it is not possible (or desirable) to repeat all this information here. Instead, the objective of this article is to give an overview of the basic features for each device. If more detail is necessary for an application, the reader is expected to refer to the User's Guides. If the User's Guides are needed, it is very easy to obtain them from Texas Instruments.

### 77.2 Fixed-Point Devices: TMS320C25 Architecture and Fundamental Features

The Texas Instruments TM S320C25 is a fast, 16-bit, fixed-point digital signal processor. The speed of the device is 10 MHz , which corresponds to a cycle time of 100 ns . Since the majority of the instructions execute in a single cycle, the figure of 100 ns also indicates how long it takes to execute one instruction. Alternatively, we can say that the device can execute 10 million instructions per second (MIPS). The actual signal from the external oscillator or crystal has a frequency four times higher, at 40 MHz . This frequency is then divided on-chip to generate the internal clock with a
period of 100 ns. Figure 77.1 shows the relationship between the input clock CLKIN from the external oscillator, and the output clock CLKOUT. CLKOUT is the same as the clock of the device, and it is related to CLKIN by the equation CLKOUT $=$ CLKIN /4. Note that in Fig. 77.1 the shape of the signal is idealized ignoring rise and fall times.


FIGURE 77.1: Clock timing of theTM S320C25. CLKIN = external oscillator; CLKOUT = clock of the device.

Newer versions of the TM S320C25 operate in higher frequencies. For instance, there is a spinoff that has a cycletime of 80 ns , resulting in a 12.5 M IPS operation. Thereare also slower (and cheaper) versions for applications that do not need this computational power.

Figure 77.2 shows in a simplified form thekey features of theTM S320C25. The major parts of the DSP processor are the memory, the Central Processing Unit (CPU), the ports, and the peripherals. Each of these parts will be examined in more detail later. The on-chip memory consists of 544 words of RAM (read/write memory) and 4K words of ROM (read-only memory). In the notation used here, $1 \mathrm{~K}=1024$ words, and $4 \mathrm{~K}=4 \times 1024=4096$ words. Each word is 16 bits wide and, when some memory size is given, it is measured in 16 -bit words, and not in bytes (as is the custom in microprocessors). Of the 544 words of RAM , 256 words can be used as either program or data memory, while the rest is only data memory. All 4 K of on-chip ROM is program memory. Overall, the device can address 64 K words of data memory and 64 K words of program memory. Except for what resides on-chip, the rest of the memory is external, supplied by the designer.

The CPU is the heart of the processor. Its most important feature, distinguishing it from the traditional microprocessors, is a hardware multiplier that is capable of performing a $16 \times 16$ bit multiplication in a single cycle. To preserve higher intermediate accuracy of results, the full 32bit product is saved in a product register. The other important part of the CPU is the Arithmetic Logic Unit (ALU) that performs additions, subtractions, and logical operations. Again, for increased intermediate accuracy, there is a 32-bit accumulator to handle all the ALU operations.

All the arithmetic and logical functions are accumulator-based. In other words, these operations have two operands, one of which is always the accumulator. The result of the operation is stored in the accumulator.

Because of this approach the form of the instructions is very simpleindicating only what theother operand is. This architectural philosophy is very popular but it is not universal. For instance, as is discussed later, the TM S320C30 takes a different approach, where there are several "accumulators" in what is called a register file.

Other components of the TM S320C25 CPU are several shifters to facilitate manipulation of the data and increase the throughput of the device by performing shifting operations in parallel with other functions. Aspart of theCPU, therearealso eight auxiliary registers that can beused as memory pointers or loop counters. There are two status registers, and an 8-deep hardware stack. The stack


FIGURE 77.2: Key architectural features of the TM S320C25.
is used to store the memory address where the program will continue execution after a temporary diversion to a subroutine.

To communicate with external devices, theTM S320C25 has 16 input and 16 output parallel ports. It also has a serial port that can serve the same purpose. The serial port is one of the peripherals that have been implemented on chip. Other peripherals include the interrupt mask, the global memory capability, and a timer. The above components of the TM S320C25 are examined in more detail below.

The device has 68 pins that are designated to perform certain functions, and to communicate with other devices on the same board. The names of the signals and the corresponding definitions appear in Table 77.1. The first column of the table gives the pin names. Note that a bar over the name indicates that the pin is in the active position when it is electrically low. For instance, if the pins take the voltage levels of 0 V and 5 V , a pin indicated with an overbar is asserted when it is set at 0 V . Otherwise, assertion occurs at 5 V . The second column indicates if the pin is used for input to the device or output from the device or both. The third column gives a description of the pin functionality.

Understanding the functionality of the device pins is as important as understanding the internal architecturebecauseit providesthedesigner with thetools savailableto communicatewith theexternal world. The DSP device needs to receive data and, often, instructions from the external sources, and send the results back to the external world. Depending on the paths available for such transactions, the design of a program can take very different forms. Within this framework, it is up to the designer to generate implementations that are ingenious and elegant.

The TM S320C25 has its own assembly language to be programmed. This assembly language consists of 133 instructions that perform general-purpose and DSP-specific functions. Familiarity with the instruction set and the device architecture are the two components of efficient program implementation. High-level-language compilers have also been developed that make the writing of programs an easier task. For the TM S320C25, there is a C compiler available. However, there is al ways a loss of efficiency when programming in high-level languages, and this may not beacceptable in computation-bound real-time systems. Besides, for complete understanding of the device it is necessary to consider the assembly language.

TABLE 77.1 Names and Functionality of the 68 pins of the TM S320C25

| Signals | 1/0/Z ${ }^{\text {a }}$ | Definition |
| :---: | :---: | :---: |
| $V_{C C}$ | I | 5-V supply pins |
| $V_{S S}$ | 1 | Ground pins |
| X1 | 0 | Output from internal oscillator for crystal |
| X2/CLKIN | 1 | Input to internal oscillator from crystal or external clock |
| CLKOUT1 | 0 | M aster clock output (crystal or CLKIN frequency/4) |
| CLKOUT2 | 0 | A second clock output signal |
| D15-D0 | 1/0/Z | 16-bit data bus D15 (M SB) through DO (LSB). Multiplexed between program, data, and I/O spaces. |
| A15-A0 | 0/Z | 16 -bit address bus A15 (M SB) through AO (LSB) |
| $\overline{P S}, \overline{D S}, \overline{I S}$ | 0/Z | Program, data, and I/O space select signals |
| R/ $\bar{W}$ | 0/Z | Read/write signal |
| $\overline{S T R B}$ | 0/Z | Strobesignal |
| $\overline{R S}$ | I | Reset input |
| $\overline{I N T} 2-\overline{I N T} 0$ | I | External user interrupt inputs |
| $\mathrm{MP} / \overline{\mathrm{MC}}$ | 1 | M icroprocessor/microcomputer mode select pin |
| $\overline{M S C}$ | 0 | M icrostate complete signal |
| $\overline{\text { IACK }}$ | 0 | Interrupt acknowledge signal |
| READY | I | Data ready input. Asserted by external logic when using slower devices to indicate that the current bus transaction is complete. |
| $\overline{B R}$ | 0 | Bus requestsignal. Asserted when theTM S320C 25 requiresaccessto an external global data memory space. |
| XF | 0 | External flag output (latched software programmable signal) |
| $\overline{H O L D}$ | 1 | Hold input. When asserted. TM S320C25 goes into an idle mode and places the data, address, and control lines in the high impedance state. |
| $\overline{\text { HOLDA }}$ | 0 | Hold acknowledge signal. |
| $\overline{S Y N C}$ | I | Synchronization input. |
| $\overline{B I O}$ | I | Branch control input. Polled by BIOZ instruction |
| DR | I | Serial data receive input |
| CLKR | I | Clock for receive input for serial port |
| FSR | 1 | Frame synchronization pulse for receive input |
| DX | 0/Z | Serial data transmit output |
| CLKX | I | Clock for transmit output for serial port |
| FSX | I/0/Z | Frame synchronization pulse for transmit. Configurable as either an input or an output. |

a I/O/Z denotes input/output/high-impedance state.
N ote: The first column is the pin name; the second column indicates if it is an input or an output pin; the third column gives a description of the pin functionality.

A very important characteristic of the device is its Harvard architecture. In H arvard architecture (seeFig. 77.3), the program and data memory spaces are separated and they are accessed by different buses. One bus accesses the program memory space to fetch the instructions, while another bus is used to bring operands from the data memory space and store the results back to memory. The objective of this approach is to increase the throughput by bringing instructions and data in parallel. An alternatephilosophy isthevon Neuman architecture. Thevon Neuman architecture(seeFig. 77.4) uses a single bus and a unified memory space. Unification of the memory space is convenient for partitioning it between program and data, but it presents a bottleneck since both data and program instructions must usethesame path and, hence, they must be multiplexed. The H arvard architecture of multiplebuses isused in digital signal processors becausetheincreased throughput is of paramount importance in real-time systems.

The difference of the architectures is important because it influences the programming style. In Harvard architecture, two memory locations can have the same address, as long as one of them is in the data space and the other is in the program space. Hence, when the programmer uses an address label, he has to be alert as to what space he is referring. Another restriction of the H arvard architecture is that the data memory cannot be initialized during loading because loading refers only to placing the program on the memory (and the program memory is separate from the data memory). Datamemory can beinitialized duringexecution only. Theprogrammer mustincorporate such initialization in his program code. As it will be seen later, such restrictions have been removed from the TM S320C30 while retaining the convenient feature of multiple buses.

Figure 77.5 shows a functional block diagram of the TM S320C25 architecture. The Harvard


FIGURE 77.3: Simplified block diagram of the H arvard architecture.


FIGURE 77.4: Simplified block diagram of the von Neuman architecture.
architecture of the device is immediately apparent from the separate program and data buses. What is not apparent is that the architecture has been modified to permit communication between the two buses. Through such communication, it is possible to transfer data between the program and memory spaces. Then, the program memory space also can be used to store tables. The transfer takes place by using special instructions such as TBLR (Table Read), TBLW (Table Write), and BLKP (Block transfer from Program memory).

As shown in the block diagram, the program ROM is linked to the program bus, while data RAM blocks B1 and B2 arelinked to the data bus. The RAM block B0 can be configured either as program or data memory (using the instructions CNFP and CNFD), and it is multiplexed with both buses. The different segments, such as the multiplier, the ALU, the memories, etc. are examined in more detail below.

### 77.3 TMS320C25 Memory Organization and Access

Besidestheon-chip memory (RAM and ROM ), theTM S320C25 can access external memory through the external bus. This bus consists of the 16 address pins A0-A15, and the 16 data pins D0-D15. The address pins carry the address to be accessed, while the data pins carry the instruction word or the operand, depending on whether program or data memory is accessed. The bus can access either program or data memory, the difference indicated by which of the pins PS and DS (with overbars) becomes active. The activation is done automatically when, during the execution, an instruction or a piece of data needs to be fetched. Since the address is 16 -bits wide, the maximum memory space


LEGEND:
$\mathrm{ACCH}=$ Accumulator high
ACCL $=$ Accumulator low
$\mathrm{ALU}=$ Arithmetic logic unit
ARAU $=$ Auxiliary register arithmetic unit
ARS = Auxiliary register pointer buffer
ARP = Auxiliary register pointer
$\mathrm{DP}=$ Data memory page pointer
DRR = Serial port data receive register
$\mathrm{DXR}=$ Serial port data transmit register

IFR = Interrupt flag register IMR = Interrupt mask register
IR = Instruction register
MCS $=$ Microcall stack
QIR = Queue instruction register
PR = Product register
PRD $=$ Period register for timer
TIM $=$ Timer
TR $=$ Temporary register

PC $\quad=$ Prograrn counter
PFC = Prefetch counter
RPTC $=$ Repeat instruction counter
GREG = Global memory allocation register
RSR = Serial por receive shift register
XSR = Serial port transmit shift register
AR0-AR7 = Auxiliary registers
ST0.ST1 = Status registers


FIGURE 77.6: Memory maps for program and data memory of the TM S320C25.
is 64 K words for program and 64 K words for data.
The device starts execution after a reset signal, i.e., after the RS pin is pulled low for a short period of time. The execution always begins at program memory location 0 , where there should be an instruction to direct the program execution to the appropriate location. This direction is accomplished by a branch instruction.

B PROG
which loads the program counter with the program memory address that has the label PROG (or any other label you choose). Then, execution continuesfrom the address PROG, where, presumably, a useful program has been placed.

It is clear that the program memory location 0 is very important, and you need to know where it is physically located. The TM S320C25 gives you the flexibility to use as location 0 either the first location of the on-chip ROM , or thefirst location of theexternal memory. In thefirst case, we say that the device operates in the microcomputer mode, while in the second one it is in the microprocessor mode. In themicroprocessor mode, theon-chip ROM isignored altogether. You can choosebetween the two modes by pulling the device M P/MC high or low. The microcomputer mode is useful for production purposes, while for laboratory and development work the microprocessor mode is used exclusively.

Figure 77.6 shows the memory configuration of the TM S320C25, where the microprocessor and microcomputer configurations of the program memory are depicted separately. The data memory is partitioned in 512 sections, called pages, of 128 words each. The reason of the partitioning is for addressing purposes, as will be discussed below. Memory boundaries of the 64K memory space are shown in both decimal and hexadecimal notation (hexadecimal notation indicated by an " h " or " H " at the end.) Compare this map with the block diagram in Fig. 77.5.
As mentioned earlier, in two-operand operations, one of the operands resides in the accumulator, and the result is also placed in the accumulator. (Theonly exceptions isthemultiplication operation examined later.) The other operand can either residein memory or bepart of the instruction. In the latter case, the valueto becombined with theaccumulator is explicitly specified in theinstruction, and this addressing mode is called immediate addressing mode. In the TM S320C25 assembly language, the immediate addressing mode instructions are indicated by a " $K$ " at the end of the instruction.

For example, the instruction
ADDK 5
increments the contents of the accumulator by 5 .
If the value to be operated upon resides in memory, there are two ways to access it: either by specifying the memory address directly (direct addressing) or by using a register that holds the address of that number (indirect addressing).

As a general rule, it is desirable to describe an instruction as briefly as possible so that the whole description can be held in one 16-bit word. Then, when the program is executed, only one word needs to be fetched before all the information from the instruction is available for execution. This is not always possible and there are two-word instructions as well, but the chip architects always strive to achieve one word instructions. In the direct addressing mode, full description of a memory address would require a 16 -bit word by itself because the memory space is 64 K words. To reduce that requirement, thememory space is divided in 512 pages of 128 words each. An instruction using direct addressing contains the 7 bits indicating what word you want to access within a page. The page number ( 9 bits) is stored in a separate register (actually, part of a register), called the Data Page pointer (DP). You storethe page number in theDP pointer by usingtheinstructionsLDP (Load Data Page pointer) or LDPK (Load Data Page pointer immediate).

In theindirect addressing mode, the data memory address is held in a register that acts as a memory pointer. There are eight such registers available, called auxiliary registers, ARO-AR7. The auxiliary registers can also beused for other functions, such asloop counters, etc. To savebits in theinstruction, the auxiliary register used as memory pointer is not indicated explicitly, but it is stored in a separate register (actually, part of a register), the auxiliary register pointer (ARP). In other words, there is the concept of the "current register". In an operation using indirect addressing, the contents of the current auxiliary register point to the desired memory location. The current AR is specified by the contents of the ARP as shown in Fig. 77.7. In an instruction, indirect addressing is indicated by an asterisk.


FIGURE 77.7: Example of indirect addressing mode.

A " + " sign at theend of an instruction using indirect addressing means "after the present memory access, increment the contents of the current auxiliary register by 1 ". This is done in parallel with the load-accumulator operation. Theaboveautoincrementing of the auxiliary register is an optional operation that offers additional flexibility to the programmer. And it is not the only one available. The TM S320C25 has an auxiliary register arithmetic unit (ARAU, see Fig. 77.5) that can execute
such operations in parallel with the CPU, and increase the throughput of the device in this way. Table 77.2 summarizes the different operations that can be done while using indirect addressing. As seen from this table, the contents of an auxiliary register can be incremented or decremented by 1, incremented or decremented by the contents of ARO, and incremented or decremented by ARO in a bit-reversed fashion. The last operation is useful when doing Fast Fourier Transforms. The bit-reversed addressing is implemented by adding ARO with reverse carry propagation, an operation explained in the TM S320C25 User's Guide. Additionally, it is possible to load at the same time the ARP with a new value, thus saving an extra instruction.

| Addressing |  |
| :---: | :---: |
| Notation | Operation |
| ADD * | No manipulation of AR or ARP |
| ADD *, Y | $Y \rightarrow$ ARP |
| ADD *+ | AR(ARP) $+1 \rightarrow$ AR(ARP) |
| ADD * + , ${ }^{\text {r }}$ | AR(ARP) $+1 \rightarrow$ AR(ARP) |
|  | $Y \rightarrow$ ARP |
| ADD *- | AR(ARP) - $1 \rightarrow$ AR(ARP) |
| ADD ${ }^{-}, \mathrm{Y}$ | AR(ARP) - $1 \rightarrow$ AR(ARP) |
|  | $Y \rightarrow$ ARP |
| ADD *0+ | AR(ARP) + ARO $\rightarrow$ AR(ARP) |
| ADD * $0+$, Y | AR(ARP) $+\mathrm{ARO} \rightarrow \mathrm{AR}(\mathrm{ARP})$ |
|  | $Y \rightarrow$ ARP |
| ADD ${ }^{*} 0-\mathrm{O}, \mathrm{Y}$ | AR(ARP)-ARO $\rightarrow$ AR(ARP) |
|  | AR(ARP)-ARO $\rightarrow$ AR(ARP) |
|  | $Y \rightarrow$ ARP |
| $\begin{aligned} & \text { ADD } * \text { BRO+ } \\ & \text { ADD } * B R 0+, Y \end{aligned}$ | AR(ARP) + rcARO $\rightarrow$ AR(ARP) |
|  | AR(ARP) $+\mathrm{rCARO} \rightarrow$ AR(ARP) |
|  | $Y \rightarrow$ ARP |
| $\begin{aligned} & \text { ADD *BRO- } \\ & \text { ADD *BRO-, } \end{aligned}$ | AR(ARP)-rcARO $\rightarrow$ AR(ARP) |
|  | AR(ARP)-rcARO $\rightarrow$ AR(ARP) |
|  | $Y \rightarrow$ ARP |

Note: $Y=0, \ldots, 7$ is the new "current" AR. AR(ARP) is the AR pointed to by the ARP. $B R=$ bit reversed, rc = reverse carry.

### 77.4 TMS320C25 Multiplier and ALU

The heart of the TM S320C25 is the CPU consisting, primarily, of the multiplier and the arithmetic logic unit (ALU ). The hardware multiplier can perform a 16 bit $\times 16$ bit multiplication in a single machinecycle. Thiscapability is probably themajor distinguishing feature of digital signal processors because it permits high throughput in numerically intensive algorithms.

Associated with the multiplier, there are two registers that hold operands and results. The Tregister (for temporary register) holds oneof thetwo factors. Theother factor comes from a memory location. Again, this construct, with one implied operand residing in the T-register, permits more compact instruction words. When multiplier and multiplicand (two 16-bit words) are multiplied together, the result is 32 -bits long. In traditional microprocessors, this product would have been truncated to 16 bits, and presented as the final result. In DSP applications, though, this product is only an intermediate result in a long stream of multiply-adds, and if truncated at this point, too much computational noise would beintroduced to the final result. To preservehigher final accuracy, the full 32 -bit result is held in the P-register (for product register). This configuration is shown in Fig. 77.8 which depicts the multiplier and the ALU of theTM S320C25.

Actually, theP-register is viewed as two 16-bit registers concatenated. This viewpoint is convenient
if you need to save the product using the instructions SPH (store product high) and SPL (store product low). Otherwise, the product can operate on the accumulator, which is also 32-bits wide. The contents of the product register can be loaded on the accumulator, overwriting whatever was there, using the PAC (product to accumulator) instruction. It can also be added to or subtracted from the accumulator using the instructions APAC or SPAC.


FIGURE 77.8: Diagram of the TM S320C25 multiplier and ALU.

When moving the contents of theT-register to theaccumulator, you can shift this number using the built-in shifters. For instance you can shift the result left by 1 or 4 locations (essentially multiplying it by 2 or 16), or you can shift it right by 6 (essentially dividing it by 64). These operations are done automatically, without spending any extra machine cycles, simply by setting the appropriate product mode with SPM instruction. Why would you want to do such shifting? The left shifts have as a main purpose to eliminate any extra sign bits that would appear in computations. The right shift scales down the result and permits accumulation of several products before you start worrying about overflowing the accumulator.

At this point, it is appropriate to discuss the data formats supported on the TM S320C25. This device, as most fixed-point processors, uses two's-complement notation to represent the negative numbers. In two's complement notation, to form the negative of a given number, you take the complement of that number and you add 1 . In two's-complement notation, the most significant bit (M SB, the left-most bit) of a positive number is zero, while the MSB of a negative number is one. In the 'C25, the two's complement numbers are sign-extended, which means that, if the absolute value of the number is not large enough to fill all thebits of theword, therewill bemorethan onesign bits.

As seen from Fig. 77.8, the multiplier path is not theonly way to access the accumulator. Actually, the ALU and the accumulator support a wealth of arithmetic (ADD, SUB, etc.) and logical (OR, AND, XOR , etc.) instructions, in addition to load and store instructions for the accumulator (LAC,


FIGURE 77.9: Partial memory configuration of the TM S320C25 after the CNFD and the CNFP instructions.

ZALH, SACL, SACH , etc.).
An interesting characteristic of the TM S320C25 architecture is the existence of several shifters that can perform such shiftsin parallel with other operations. Except for theright shifter at themultiplier, all the other shifters are left shifters. An input shifter to the ALU and the accumulator can shift the input value to the left by up to 16 locations, while output shifters from the accumulator can shift either the high or the low part of the accumulator by up to 7 locations to the left.

A construct that appears very often in mathematical computations is the sum of products. Sums of products appear in the computation of dot products, in matrix multiplication, and in convolution sums for filtering, among other applications. Since it is important to carry out this computation as fast as possible for real-timeoperation, all digital signal processors have special instructionsto speed up this particular function.

TheTM S320C25 hasthe instruction LTA which loadstheT-register and, in parallel with that, adds the previous product (which already resides in the P-register) to the accumulator. LTS subtracts the product from the accumulator. Another instruction, LTD, does the same thing as LTA, but it also moves the value that was just loaded on the T-register to the next higher location in memory. This move realizes the delay line that is needed in filtering applications. LTA, when combined with the M PY instruction, can implement very efficiently the sum of products.

For even higher efficiency, there is a M AC instruction that combines LTA and M PY. An additional M ACD instruction combines LTD and M PY. The increased efficiency is achieved by using both the data and the program buses to bring in the operands of the multiplication. The data coming from the data bus can betraced in memory by an AR, using indirect addressing. The data coming from the program bus are traced by the program counter (actually, the pre-fetch counter, PFC) and, hence, they must reside in consecutive locations of program memory. To be able to modify the data and then use it in such multiply-add operations, the TM S320C25 permits reconfiguration of block BO in the on-chip memory. B0 can be configured either as program or as data memory, as shown in Fig. 77.9, using the CNFD and CNFP instructions.

### 77.5 Other Architectural Features of the TMS320C25

The TM S320C25 has many interesting features and capabilities that can be found in the user's guide[1]. Here, we present briefly only the most important of them.

The program counter is a 16-bit register, hidden from the user, which contains the address of the next instruction word to be fetched and executed. Occasionally, the program execution may be redirected, for instance, through a subroutine call. In this case, it is necessary to save the contents of the program counter so that the program flow continues from the correct instruction after the completion of the subroutine call. For this purpose, a hardware stack is provided to save and recover the contents of the program counter.

The hardware stack is a set of eight registers, of which only the top one is accessible to the user. Upon a subroutine call, the address after the subroutinecall is pushed on the stack, and it is reinstated in the program counter when the execution returns from the subroutine call. The programmer has control over the stack by using the PUSH, PSH D, POP, and POPD instructions. The PUSH and POP operations push the accumulator on the stack or pop the top of the stack to the accumulator respectively. PSHD and POPD do the same functions but with memory locations instead of the accumulator.

Occasionally the program execution in a processor must be interrupted in order to take care of urgent functions, such as receiving data from external sources. In these cases, a special signal goes to the processor, and an interrupt occurs. The interrupts can be internal or external. During an interrupt, the processor stops execution, wherever it may be, pushes the address of the next instruction on the stack, and starts executing from a predetermined location in memory. The interrupt approach is appropriate when there arefunctionsor devices that need immediate attention. On theTM S320C25, thereareseveral internal and external interrupts, which areprioritized, i.e., when several of the interrupts occur at the same time, the one with the highest priority is executed first. Typically, the memory location where the execution is directed to during an interrupt contains a branch instruction. This branch instruction directsthe program execution to an area in the program memory wherean interrupt serviceroutineexists. Theinterrupt serviceroutinewill perform thetasks that the interrupt has been designed for, and then return to the execution of the original program.

Besides the external hardware interrupts (for which there are dedicated pins on the device), there are internal interrupts generated by the serial port and the timer. The serial port provides direct communication with serial devices, such as codecs, serial analog-to-digital converters, etc. In these devices, the data are transmitted serially, one bit at a time, and not in parallel, which would require several parallel lines. When 16 bits have been input, the 16 -bit word can be retrieved from the register DRR (data receive register). Conversely, to transmit a word, you put it in the DXR (data transmit register). These two registers occupy data memory locations 0 and 1, respectively, and they can be treated like any other memory location.

The timer consists of a period register and a timer register. At the beginning of theoperation, the contents of the period register are loaded on the timer register, which is then decremented at every machine cycle. When the value of the timer register reaches zero, it generates a timer interrupt, the period register is loaded again on the timer register, and the whole operation is repeated.

### 77.6 TMS320C25 Instruction Set

The TM S320C25 has an instruction set consisting of 133 instructions. Some of these assembly language instructions perform general purpose operations, while others are more specific to DSP applications. This section discusses examples of instructions selected from different groups. For a detailed description of each instruction, the reader is referred to theTM S320C25 User's Guide[1].

Each instruction is represented by oneor two 16-bit words. Part of the instruction is a uniquecode
identifying the operation to be performed, while the rest of the instruction contains information on the operation. For instance, this additional information determines if direct or indirect addressing is used, if there is a shift of the operand, what isthe address of the operand, etc. In the case of two-word instructions, the second word is typically a 16-bit constant or program memory address. As it should be obvious, a two-word instruction takes longer to execute because it has to fetch two words, and it should be avoided if the same operation could be accomplished with a single-word instruction.

For example, if you want to load the accumulator with the contents of the memory location 3FH, shifting it to the left by 8 locations at the same time, you can write the instruction

## LAC $3 F H, 8$

The above instruction, when encoded, is represented by theword 283FH. The left-most four bits in this example, i.e., 0010, represent the "opcode" of the instruction. Theopcodeis the uniqueidentifier of theinstruction. Thenext four bits, 1000, are the shift of theoperand. Then there is onebit (zero in this case) to signal that the direct addressing modeis used, and the last 7 bits are theoperand address 3Fh (in hexadecimal).

Below, some of the more typical instructions are listed, and the ones that have an important interpretation are discussed. It is a good idea to review carefully the full set of instructions so that you know what tools you have available to implement any particular construct. The instructions are grouped here by functionality.

Theaccumulator and memory referenceinstructionsinvolveprimarily theALU and theaccumulator. Notethat there is a symmetry in the instruction set. Theaddition instructions have counterparts for subtraction, the direct and indirect-addressing instructions have complementary immediate instructions, and so on.

| ABS | Absolute value of accumulator |
| :--- | :--- |
| ADD | Add to accumulator with shift |
| ADDH | Add to high accumulator |
| ADDK | Add to accumulator short immediate |
| AND | Logical AND with accumulator |
| LAC | Load accumulator with shift |
| SACH | Store high accumulator with shift |
| SACL | Store low accumulator with shift |
| SUB | Subtract from accumulator with shift |
| SUBC | Subtract conditionally |
| ZAC | Zero accumulator |
| ZALH | Zero low accumulator and load high accumulator. |

O perations involving the accumulator have versions affecting both the high part and the low part of the accumulator. This capability gives additional flexibility in scaling, logical operations, and double-precision arithmetic.

For example, let location A contain a 16-bit word that you want to scale down dividing by 16, and store the result in B. The following instructions perform this operation:

| LAC | $A, 12$ | ; Load $A C C$ with $A$ shifted by 12 locations |
| :--- | :--- | :--- |
| SACH | $B$ | $;$ Store $A C C H$ to $B: B=A / 16$ |

Theauxiliary registers and data pagepointer instructionsdeal with loading, storing, and modifying theauxiliary regi sters and the data page pointer. Notethat theauxiliary registers and theARP can also be modified during operations using indirect addressing. Since this last approach has the advantage of making the modifications in parallel with other operations, it is the most common method of AR modification.

| LAR | Load auxiliary register |
| :--- | :--- |
| LARP | Load auxiliary register pointer |
| LDP | Load data memory page pointer |
| MAR | M odify auxiliary register |
| SAR | Store auxiliary register |

The multiplier instructions are more specific to signal processing applications.

| APAC | Add P-register to accumulator |
| :--- | :--- |
| LT | Load T-register |
| LTD | Load T-register, accumulate previous product, and move data |
| M AC | Multiply and accumulate |
| M ACD | Multiply and accumulate with data move |
| M PY | Multiply |
| M PYK | Multiply immediate |
| PAC | Load accumulator with P-register |
| SQRA | Square and accumulate |

Note that the instructions that perform multiplication and accumulation at the same time do not accumulate the present product but the result of an earlier multiplication. This result is found in the P-register. The square and accumulate function, SQRA, is a special case of the multiplication that appears often enough to prompt the inclusion of this specific instruction.

The branch instructions correspond to the GOTO instruction of high-level languages. They redirect the flow of the execution either unconditionally or depending on some previous result.

B Branch unconditionally
BANZ Branch on auxiliary register non zero
BGEZ Branch if accumulator $>=0$
CALA Call with subroutine address in the accumulator
CALL Call subroutine
RET Return from subroutine

The CALL and RET instructions go together because the first one pushes the return address on the stack, while the second one pops the address from the stack into the program counter. The BANZ instruction is very helpful in loops where an AR is used as a loop counter. BANZ tests the AR, modifies it, and branches to the indicated address.

Thel/O operationsare, probably, amongthemost important in terms of final system configuration, because they help the device interact with the rest of the world. Two instructions that perform that function are the IN and OUT instructions.

| BLKD | Block move from data memory to data memory |
| :--- | :--- |
| IN | Input data from port |
| OUT | Output data to port |
| TBLR | Table read |
| TBLW | Table write |

The IN and OUT instructions read from or write to the 16 input and the 16 output ports of the TM S320C25. Anytransfer of data goesto aspecified memory location. TheBLKD instruction permits movement of data from onememory location to another without going through the accumulator. To make such a movement effective, though, it is recommended to use BLKD with a repeat instruction, in which case every data move takes only one cycle.

The TBLR and TBLW instructions represent a modification to the Harvard architecture of the device. Using them, data can be moved between the program and the data spaces. In particular, if any tables have been stored in the program memory space they can be moved to data memory before they can be used. That is how the terminology of the instructions originated.

Some other instructions include:

| DINT | Disable interrupts |
| :--- | :--- |
| EINT | Enable interrupts |
| IDLE | Idle until interrupt |
| RPT | Repeat instruction as specified by data memory value |
| RPTK | Repeat instruction as specified by immediate value |

### 77.7 Input/Output Operations of the TMS320C25

During program execution on a digital signal processor, the data is moved between the different memory locations, on-chip and off-chip, as well as between the accumulator and the memory locations. This movement is necessary for the execution of the algorithm that is implemented on the processor. H owever, there is a need to communicate with the external world in order to receive data that will be processed, and return the processed results.

Devices communicate with theexternal world through their external memory or through the serial and parallel ports. Such a communication can be achieved, for instance, by sharing the external memory. M ost often, the communication with the external world takes place through the external parallel or serial ports that the device has. Some devices may have ports of only one kind, serial or parallel, but most modern processors have both types. The two kinds of ports differ in the way in which the bits are read. In a parallel port, there is a physical line (and a processor pin) dedicated to every bit of a word. For example, if the processor reads in words that are 16 bits wide, as is the case with the TM S320C 25 , it has 16 lines available to read a whole word in a single operation. Typically, the same pins that are used for accessing external memory are also used for I/O.

TheTM S320C 25 has 16 input and 16 output ports that are accessed with theIN and OUT instructions. These instructions transfer data between memory locations and the I/O port specified.

### 77.8 Subroutines, Intemupts, and Stack on the TMS320C25

When writing a large program, it is advisable to structure it in a modular fashion. Such modularity is achieved by segmenting the program in small, self-contained tasks that are encoded as separate routines. Then, the overall program can be simply a sequence of calls to these subroutines, possibly with some" glue" code. Constructing the program as a sequence of subroutines has the advantagethat it produces a much more readable algorithm that can greatly help in debugging and maintaining it. Furthermore, each subroutine can be debugged separately, which is far easier than trying to uncover programming errors in a "spaghetti-code" program.
Typically, the subroutine is called during the program execution with an instruction such as CALL SUBRTN
where SUBRTN is the address where the subroutine begins. In this example, SUBRTN would be the label of the first instruction of the subroutine. The assembler and the linker resolve what the actual value is. Calling a subroutine has the following effects:

- Increments the program counter (PC) by one and pushes its contents on the top of the stack (TOS). The TOS now contains the address of the instruction to be executed after returning from the subroutine.
- Loads the address SUBRTN on the PC.
- Starts execution from where the PC is pointing at (i.e., from location SUBRTN).

At theend of the subroutine execution, a return instruction (RET) will pop the contents of thetop of the stack on the program counter, and the program will continue execution from that location.

Thestack is a set of memory locations whereyou can storedata, such as the contents of thePC. The difference from regular memory is that the stack keeps track of the location where the most recent data was stored. This location is theTOS. The stack is implemented either in hardware or software.

The TM S320C25 has a hardware stack that is eight locations deep. When a piece of data is put ("pushed") on the stack, everything already there is moved down by one location. Notice that the contents of the last location (bottom of thestack) arelost. Conversely, when a piece of datais retrieved from the stack (it is "popped"), all the other locations are moved up by one location. Pushing and popping always occur at the top of the stack.

Theinterrupt is a special caseof subroutine. TheTM S320C25 supports interrupts generated either internally or from external hardware. An interrupt causes a redirection of the program execution in order to accomplish a task. For instance, data may bepresent at an input port, and theinterrupt forces the processor to go and "service" this port (inputting the data). As another example, an external D/A converter may need a sample from the processor, and it uses an interrupt to indicate to the DSP device that it is ready to receive the data. As a result, when the processor is interrupted, it "knows" by the nature of the interrupt that it has to go and do a specific task, and it does just that.

The performance of the designated task is done by the interrupt service routine (ISR). An ISR is like a subroutine with the only difference on the way it is accessed, and in the functions performed upon return. When an interrupt occurs, theprogram execution is automatically redirected to specific memory locations, associated with each interrupt. As explained earlier, the TM S320C25 continues execution from a specified memory location which, typically, contains a branch instruction to the actual location of the interrupt service routine.

The return from the interrupt service routine, like in a subroutine, pops thetop of the stack to the program counter. However, it hastheadditional effect of re-enabling theinterrupts. This is necessary because when an interrupt is serviced, the first thing that happens is that all interrupts are disabled to avoid confusion from additional interrupts. Re-enabling is doneexplicitly in the TM S320C25 (by using the EINT command).

### 77.9 Introduction to the TMS320C30 Digital Signal Processor

The Texas Instruments TM S320C30 is a floating-point processor that has some commonalities with the TM S320C25, but that also has a lot of differences. The differences are due more to the fact that the TM S320C30 is a newer processor than that it is a floating-point processor. The TM S320C30 is a fast, 32-bit, digital signal processor that can handle both fixed-point and floating-point operations. Thespeed of the device is 16.7 M Hz , which corresponds to a cycletime of 60 ns . Sincethemajority of the instructions execute in a single cycle (after the pipeline is filled), the figure of 60 ns also indicates how long it takes to execute one instruction. Alternatively, we can say that the device can execute 16.7 M IPS. Another figure of merit is based on the fact that the device can perform a floating-point multiplication and addition in a single cycle. Then, it is said that the device has a (maximum) throughput of 33 million floating-point operations per second (M FLOPS).

The actual signal from the external oscillator or crystal has a frequency twice that of the internal device speed, at 33.3 M Hz (and period of 30 ns ). This frequency is then divided on-chip to generate the internal clock with a period of 60 ns . Newer versions of the TM S320C30 and other members of the 'C3x generation operate in higher frequencies.

Figure 77.10 shows in a simplified form the key features of theTM S320C30. Themajor parts of the DSP processor arethememory, theCPU, the peripherals, and the direct memory access (DM A) unit. Each of these parts will be examined in more detail later in this article. Theon-chip memory consists of 2 K words of RAM and 4 K words of ROM. There is also a 64 -word long program cache. Each word is 32-bits wide and the memory sizes for the TM S320C30 are measured in 32-bit words, and not in bytes. The memory (RAM or ROM) can be used to store either program instructions or data. This presents a departure from the practice of separating the two spaces that the TM S320C25 uses, combining features of a von Neuman architecture with a H arvard architecture. Overall, the device can address 16 M words of memory through two external buses. Except for what resides on-chip, the rest of the memory is external, supplied by the designer.
TheCPU is the heart of the processor. It has a hardware multiplier that is capable of performing a multiplication in asinglecycle. Themultiplication can bebetween two 32-bit floating point numbers, or between two integers. To achieve a higher intermediate accuracy of results, the product of two floating-point numbers is saved as a 40-bit result. In integer multiplication, two 24-bit numbers are


FIGU RE 77.10: Key architectural features to the TM S320C30.
multiplied together to give a 32-bit result. The other important part of the CPU is the arithmetic logic unit (ALU) that performs additions, subtractions, and logical operations. Again, for increased intermediate accuracy, the ALU can operate on 40-bit long floating-point numbers and generates results that are also 40-bit long.

The 'C30 can handle both integers and floating-point numbers using corresponding instructions. There are three kinds of floating-point numbers, as shown in Fig. 77.11: short, single-precision, and extended-precision. In all threekinds, thenumber consists of an exponent $e$, asign $s$ and amantissa $f$. Both the mantissa (part of which is the sign) and the exponent are expressed in two's-complement notation.

- Short Floating-Point Format

| 15 | 121110 |  | 0 |
| :--- | :--- | :--- | :--- |
| $\exp$ | $S$ |  | man |

- Single-Precision Floating-Point Format

- Extended-Precision Floating-Point Format

| 39 | 323130 | 0 |
| :---: | :---: | :---: |
| $\exp$ | $S$ | $\operatorname{man}$ |

FIGURE 77.11: TM S320C30 floating point formats.

In the short floating-point format, themantissa consists of 12 bits and the exponent of 4 bits. The short format is used only in immediateoperands, wherethe actual number to operate upon becomes part of the instruction. The single-precision format is the regular format representing the numbers in the TMS320C30, which is a 32-bit device. It has 24 bits for mantissa and 8 bits for exponent.

Finally, the extended-precision format is encountered only in the extended-precision registers, to be discussed below. In thiscase, the exponentsis also 8-bitslong, but themantissa is 32 bits, giving extra precision. The mantissa is normalized so that it has a magnitude $|f|$ such that $1.0=<|f|<2.0$.

The integer formats supported in the TM S320C30 are shown in Fig. 77.12. Both the short and the single precision integer formats represent thenumbers in two's complement notation. The short format is used in immediate operands, where the actual number to be operated upon is part of the instruction itself.

- Short Integer Format

- Single-Precision Integer Format


FIGURE 77.12: TM S320C30 integer (fixed-point) formats.

All the arithmetic and logical functions are register-based. In other words, the destination and at least one source operand in every instruction are register file associated with the TM S320C30 CPU. Figure 77.13 shows the components of the register file. There are eight extended-precision registers, R0-R7, that can be used as general purpose accumulators for both integer and floatingpoint arithmetic. These registers are 40-bits wide. When they are used in floating-point operations, the top 8 bits are the exponent and the bottom 32 bits are the mantissa of the number. When they are used as integers, the bottom 32 bits are the integer, while the top 8 bits are ignored and are left intact.


FIGU RE 77.13: TM S320C30 register file.

The eight auxiliary registers, AR0-AR7, are designated to be used as memory pointers or loop counters. When treated as memory pointers, they are used during the indirect addressing mode, to be examined below. AR0-AR7 can also be used as general-purpose registers but only for integer arithmetic.

Additionally, there are 12 control registers designated for specific purposes. Theseregisters too can be treated as general purpose registers for integer arithmetic if they are not used for their designated purpose. Examples of such control registers arethe status register, the stack pointer, the block repeat registers, and the index registers.

To communicate with the external world, theTM S320C30 has two parallel buses, the primary bus and the expansion bus. It al so has two serial ports that can serve the same purpose. The serial ports are part of the peripherals that havebeen implemented on chip. Other peripherals include the direct memory access (DMA) unit, and two timers. These components of the TM S320C30 are examined in more detail in thefollowing.

The device has 181 pins that are designated to perform certain functions, and to communicate with other devices on the same board. The names of the signals and the corresponding definitions appear in Table77.3. Thefirst column of the tablegivesthepin names; the second oneindicates if the pin is used for input or output; the third column gives a description of the pin functionality. Note that a bar over thename indicates that the pin is in the active position when it is electrically low. The second column indicates if the pin is used for input to the device, output from the device, or both.

TABLE 77.3 Names and Functionality of the 181 Pins of the TM S320C30

| Signal | I/0 | Description |
| :---: | :---: | :---: |
| D (31-0) | 1/0 | 32-bit data port of the primary bus |
| A(23-0) | 0 | 24-bit address port of the primary bus |
| R/ $\bar{W}$ | 0 | Read/write signal for primary bus interface |
| $\overline{S T R B}$ | 0 | External access strobe for the primary bus |
| $\overline{R D Y}$ | I | Ready signal |
| $\overline{H O L D}$ | 1 | Hold signal for primary bus |
| $\overline{H O L D A}$ | 0 | Hold acknowledge signal for primary bus |
| XD (31-0) | 1/0 | 32-bit data port of the expansion bus |
| XA(12-0) | 0 | 13-bit address port of the expansion bus |
| XR/ $\bar{W}$ | 0 | Read/write signal for expansion bus interface |
| $\overline{M S T R B}$ | 0 | External access strobe for the expansion bus |
| $\overline{\overline{O S T R B}}$ | 0 | External access strobe for the expansion bus |
| $\overline{X R D Y}$ | I | Ready signal |
| $\overline{\text { RESET }}$ | I | Reset |
| $\overline{I N T}(3-0)$ | I | External interrupts |
| $\overline{L A C K}$ | 0 | Interrupt acknowledge signal |
| $\mathrm{MC} / \overline{M P}$ | 1 | M icrocomputer/microprocessor mode pin |
| XF(1-0) | 1/0 | External flag pins |
| CLKX 1 (1-0) | 1/0 | Serial port (1-0) transmit clock |
| DX(1-0) | 0 | Data transmit output for port (1-0) |
| FSX (1-0) | 1/0 | Frame synchronization pulse for transmit |
| CLKR(1-0) | 1/0 | Serial port (1-0) receive clock |
| DR(1-0) | I | Data receive for serial port (1-0) |
| FSR(1-0) | 1 | Frame synchronization pulse for receive |
| TCLK(1-0) | 1/0 | Timer (1-0) clock |
| $V_{D D}$, etc. | I | $12+5 \mathrm{~V}$ supply pins |
| $V_{S S}$, etc. | 1 | 11 ground pins |
| $\times 1$ | 0 | Output pin from internal oscillator for the crystal |
| X2/CLKIN | 1 | Input pin to the internal oscillator from the crystal |
| H1, H3 | 0 | External H1, H3 clock. H1 $=\mathrm{H} 3=2$ CLKIN |
| EM U, etc. | 1/0 | 20 reserved and miscellaneous pins |

TheTM S320C30hasitsown assemblylanguageconsistingof 114 instructionsthat perform generalpurpose and DSP-specific functions. High-level-language compilers have also been developed that makethewriting of programs an easier task. TheTM S320C30 was designed with ahigh-level language compiler in mind, and its architecture incorporates some appropriate features. For instance, the
presence of the software stack, the register file, and the large memory space were to a large extent motivated by compiler considerations.

TheTM S320C30 combines thefeatures of the H arvard and the von Neuman architectures to offer more flexibility. The memory is a unified space where the designer can select the places for loading program instructions or data. This von Neuman feature maximizes the efficient use of the memory. On the other hand, there are multiple buses to access the memory in a H arvard style, as shown in Fig. 77.14. Two of the buses are used for the program, to carry the instruction address and fetch the instruction. Three buses are associated with data: two of those carry data addresses, so that two memory accesses can be done in the same machine cycle. The third bus carries the data. The reason that one bus is sufficient to carry the data is that the device needs only one-half of a machine cycle to fetch an operand from the internal memory. As a result, two data fetches can be accomplished in one cycle over the same bus.


FIGURE 77.14: Internal bus structure of theTM S320C30.

The last two buses are associated with the DM A unit, which transfers data in parallel with and transparently to theCPU. Because of the multiplebuses, program instructions and data operands can be moved simultaneously increasing the throughput of the device. Of course, it is conceivable that too many accesses can be attempted to the samememory area, causing access conflicts. However, the TM S320C 30 has been designed to resolve such conflicts automatically by inserting the appropriate delays in instruction execution. Hence, the operations always give the correct results.

Figure 77.15 shows a functional block diagram of the TM S320C30 architecture with the buses, the CPU, and the register file. It also points out the peripheral bus with the associated peripherals. Because of the peripheral bus, all the peripherals arememory-mapped, and any operations with them are seen by the programmer as accesses (reads/writes) to the memory.


FIGURE 77.15: Functional block diagram of theTMS320C30 architecture

### 77.10 TMS320C30 Memory Organization and Access

The TM S320C30 has on-chip 2K words ( 32 -bits wide) of RAM and 4K of ROM. This memory can be accessed twice in a single cycle, a fact that is reflected in the instruction set, which includes threeoperand instructions: two of the operands reside in memory, while the third operand is the register where the result is placed.

Besides the on-chip memory, the TM S320C30 can access external memory through two external buses, the primary and the expansion. The primary bus consists of 24 address pins A0-A23, and 32 data pins D0-D31. As the number of address pins suggests, the maximum memory space available is 16 M words. N ot all of that, though, resides on the primary bus. The primary bus has 16M words minus theon-chip memory, and minus the memory available on the expansion bus.

The expansion bus has 13 address pins, XA0-XA12, and 32 data pins, XD0-XD31. The 13 address pins can address 8 K words of memory. However, there are two strobes, M STRB and IOSTRB, that select two different segments of 8K of memory. In other words, the total memory available on the expansion bus is 16 K . The differences between the two strobes is in timing. The timing differences can make one of the memory spaces more preferable to the other in certain applications, such as peripheral devices.

As mentioned earlier, the destination operand is always a register in the register file (except for storing a result, where, of course, the destination is a memory location.) The register can also be one of the source operands. It is possible to specify a source operand explicitly and include it in the instruction. This addressing mode is called immediate addressing mode. The immediate constant should be accommodated by a 16-bit wide word, as discussed earlier in the data formats.

For example, if it is desired to increment the (integer) contents of theregister R0 by 5, thefollowing instruction can be used:

ADDI 5,R0
To increment the (floating-point) contents of the register R3 by -2.75 , you can use the instruction ADDF -2.75,R3
If the value to be operated upon resides in memory, there are two ways to access it: either by specifying the memory address directly (direct addressing) or by using an auxiliary register holding that address and, hence, pointing to that number indirectly (indirect addressing). In the direct addressing mode, full description of a memory address would require a 24 -bit word because the memory space is 16M words. To reduce that requirement, the memory space is divided in 256 pages of 64 K words each. An instruction using direct addressing contains the 16 bits indicating what word you want to access within a page. The page number ( 8 bits ) is stored in one of the control registers, the data page(DP) pointer. TheDP pointer can be modified by using either a load instruction or the pseudo-instruction LDP. During assembly time, LDP picks the top 8 bits of a memory address and places them in the DP register.

Of course, if several locations need to be accessed in the same page, you can set theDP pointer only once. Since the majority of the routines written are expected to be less than 64K words long, setting the DP register at the beginning of the program suffices. The exception to that would be placing the code over the boundary of two consecutive pages.

In theindirect addressing mode, thedata memory address is held in a register that acts as a memory pointer. There are eight such registers available, ARO-AR7. These registers can also be used for other functions, such as loop counters or general purpose registers. If they are used as memory pointers, they are explicitly specified in the instruction. In an instruction, indirect addressing is indicated by an asterisk preceding the auxiliary register.

For example, the instruction
LDF $\quad$ * AR3 ++ ,R0 ; Load R0 with -612
loads R0 with the contents of the memory location pointed at by AR3.

The " ++ " sign in the above instruction means "after the present memory access, increment the contents of thecurrent auxiliary register by 1". Thisis donein parallel with theload-register operation.

The above autoincrementing of theauxiliary register is an optional operation that offers additional flexibility to the programmer, and it is not the only one available. TheTM S320C30 has two auxiliary register arithmetic units (ARAU 0 and ARAU 1) that can execute such operations in parallel with the CPU, and increase the throughput of the device in this way. The primary function of ARAU 0 and ARAU 1 is to generate the addresses for accessing operands.

Table 77.4 summarizes the different operations that can be done while using indirect addressing. As seen from this table, the contents of an auxiliary register can be incremented or decremented beforeor after accessing thememory location. In the case of pre-modification, this modification can be permanent or temporary. When an auxiliary register $A R n, n=0-7$, is modified, the displacement disp is either a constant ( $0-255$ ) or thecontents of one of thetwo index registersIR0, IR1 in theregister file. If the displacement is missing, a 1 is implied. The auxiliary register contents can be incremented or decremented in a circular fashion, or incremented by the contents of IR0 in a bit-reversed fashion.

TABLE 77.4 Operations That Can Be Performed in Parallel with

| Notation | Operation | Description |
| :---: | :---: | :---: |
| *ARn | addr $=$ ARn | Indirect without modification |
| * +ARn(disp) | addr $=$ ARn + disp | With predisplacement add |
| *-ARn(disp) | addr $=$ ARn - disp | With predisplacement subtract |
| * + +ARn(disp) | $\begin{aligned} & \text { addr }=A R n+\text { disp } \\ & A R n=A R n+\text { disp } \end{aligned}$ | With predisplacement add and modify |
| - -ARn(disp) | $\begin{aligned} & \text { addr }=A R n-\text { disp } \\ & \text { ARn }=A R n-\text { disp } \end{aligned}$ | With predisplacement subtract and modify |
| *ARn++(disp) | $\begin{aligned} & \mathrm{addr}=A R n \\ & \text { ARn }=A R n+\text { disp } \end{aligned}$ | With postdisplacement add and modify |
| *ARn--(disp) | $\begin{aligned} & \mathrm{addr}=A R n \\ & \mathrm{ARn}=A R n-\operatorname{disp} \end{aligned}$ | With postdisplacement subtract and modify |
| *ARn++(disp)\% | $\begin{aligned} & \text { addr }=A R n \\ & \text { ARn }=\operatorname{circ}(A R n+\operatorname{disp}) \end{aligned}$ | With postdisplacement add and circular modify |
| *ARn--(disp)\% | $\begin{aligned} & \text { addr }=A R n \\ & A R n=\operatorname{circ}(A R n-\operatorname{disp}) \end{aligned}$ | With postdisplacement subtract and circular modify |
| *ARn++(IR0) ${ }^{\text {B }}$ | $\begin{aligned} & \mathrm{addr}=\mathrm{ARn} \\ & \mathrm{ARn}=\mathrm{rc}(\mathrm{ARn}+\mathrm{IRO}) \end{aligned}$ | With postdisplacement add and bit-reversed modify |

Note: circ $=$ circular modification, $\mathrm{B}=$ bit reversed, $\mathrm{rc}=$ reverse carry.

The last two kinds of operation have special purposes. Circular addressing is used to create a circular buffer, and it ishelpful in filtering applications. Bit-reversed addressing is useful when doing Fast Fourier Transforms. The bit-reversed addressing is implemented by adding IR0 with reverse carry propagation, an operation explained in the TM S320C30 User's Guide.

TheTM S320C30 has a softwarestack that is part of itsmemory. Thesoftwarestack is implemented by having one of the control registers, theSP, point to the next available memory location. Whenever a subroutine call occurs, the address to return to after the subroutine completion is pushed on the stack (i.e., it is written on thememory location that SP is pointing at), and SP is incremented by one. Upon return from a subroutine, theSP is decremented by one and the value in that memory location is copied on the program counter.

Since the SP is a regular register, it can be read or written to. As a result, you can specify what part of the memory is used for the stack by initializing SP to the appropriate address. There are specific instructions to push on or pop from the stack any of the registers in the register file: PUSH, POP for integer values, PUSH F, POPF for floating-point numbers. Such instructions can usethestack to pass arguments to subroutines or to save information during an interrupt. In other words, the stack is a convenient scratch-pad that you designate at the beginning, so that you do not have to worry where to store some temporary values.

### 77.11 Multiplier and ALU of theTMS320C30

Theheart of theTM S320C30 istheCPU consisting, primarily, of themultiplier and theALU. TheCPU configuration is shown in Fig. 77.16 which depicts the multiplier and the ALU of the TM S320C30. The hardware multiplier can perform both integer and floating-point multiplications in a single machine cycle.


FIGURE 77.16: Central processing unit (CPU) of the TM S320C30.

The inputs to the multiplier come from either the memory or the registers of the register file. The outputs are placed in the register file. When multiplying floating-point numbers, the inputs are 32 -bits long ( 8 bits exponent and 24 bits mantissa), and the result is 40 -bits wide directed to one of the extended precision registers. If the input is longer than 32 bits (extended precision) or shorter than 32 bits (short format) it is truncated or extended, respectively, by the device to become a 32-bit number before the operation. Multiplication of integers consists of multiplying two 24-bit numbers to generate a 32-bit result. In this case, the registers used can be any of the registers in the register file.

Theother major part of theCPU istheALU.TheALU can also takeinputsfrom either thememoryor
the register file and perform arithmetic or logical operations. Operations on floating-point numbers can be done on 40 -bit wide inputs ( 8 bits exponent and 32 bits mantissa) to give also 40-bit results. Integer operations are doneon 32-bit numbers. Associated with the ALU, there is a barrel shifter that can perform either a right-shift or a left-shift of a register's contents for any number of locations in a single cycle. The instructions for shifting are ASH (Arithmetic SHift) and LSH (Logical SH ift).

### 77.12 Other Architectural Features of the TMS320C30

The TM S320C30 has many interesting features and capabilities. For a full account, the reader is urged to look them up in the User's Guide [2]. Here, we briefly present only the most important of them so that you have a global view of the device and its salient characteristics.

The TM S320C30 is a very fast device, and it can execute very efficiently instructions from the on-chip memory. Often, though, it is necessary to use external memory for program storage. The existing memory devices either are not as fast as needed, or are quite expensive. To ameliorate this problem, theTM S320C30 has 64 words of program cacheon-chip. When executing a program from external memory, every instruction is stored on the cache as it is brought in. Then, if the same instruction needs to be executed again (as is the case for instructions in a loop), it is not fetched from the external memory but from the cache. This approach speeds up the execution, but it also frees the external busto fetch, for instance, operands. Obviously, the cache is most effectivefor loops that are shorter than 64 words long, something usual in DSP applications. On the other hand, it does not offer any advantages in the case of straight-line code. However, the structure of DSP problems suggests that the cache is a feature that can be put to good use.

In the instruction set of the 'C30 there is the RPTS (RePeaT Single) instruction
RPTS N
that repeats the following instruction $\mathrm{N}+1$ 1times. A more generalized repeated mode is imple mented by the RPTB (RePeaT Block) instruction that repeats a number of times all the instructions between RPTB and a label that is specified in theblock-repeat instruction. The number of repetitions is one more than the number stored in the repeat count register, RC, one of the control registers in the register file.

For example the following instructions are repeated one time more than the number included in the RC.
\(\left.\begin{array}{lccl}LDI \& 63,RC \& \& ; The loop is to be repeated 64 times <br>
\& RPTB \& LOOP \& ; Repeat up to the label LOOP <br>

\& LDI \& *AR0,R0 \& ; Load the number on R0\end{array}\right\}\)| Increment it by 1 |
| :--- |

Besides RC, there are two more control registers used with the block repeat instruction. The repeat-start (RS) contains the beginning of the loop, and the repeat-end (RE) the end of the loop. These registers are initial ized automatically by the processor, but they are availableto the user in case he needs to save them.

On the TM S320C30, there are several internal and external interrupts, which are prioritized, i.e., when several of the interrupts occur at the same time, the one with the highest priority is executed first.

Besides the reset signal, there are 4 external interrupts, INT0-INT3. Internally, there are the receiveand transmit interrupts of the serial ports, and thetimer interrupts. Thereis al so an interrupt associated with theDM A. Typically, thememory location wheretheexecution is directed to during an interrupt containstheaddress wherean interrupt serviceroutinestarts. The interrupt serviceroutine will perform the tasks for which theinterrupt has been designed, and then return to the execution of the original program. All the interrupts (except the reset) are maskable, i.e., they can be ignored by
setting the interrupt enable (IE) register to appropriate values. M asking of interrupts, as well as the memory locations where the interrupt addresses are stored, are discussed in the TM S320C30 User's Guide[2].

Each of thetwo serial ports provides direct communication with serial devices, such as codes, serial analog-to-digital converters, etc. In these devices, the data are transmitted serially, one bit at a time, and not in parallel, which would require several parallel lines. The serial ports have the flexibility to consider the incoming stream as 8 -, 16-, 24-, or 32-bit words. Since they are memory-mapped, the programmer goes to certain memory locations to read in or write out the data.

Each of the two timers consists of a period register and a timer register. At the beginning of the operation, the contents of thetimer register are incremented at every machinecycle. When the value of the timer register becomes equal to the one in the period register, it generates a timer interrupt, the period register is zeroed out, and the whole operation is repeated.

A very interesting addition to theTM S320C30 architectureis theDM A unit. TheDM A can transfer data between memory locations in parallel with theCPU execution. In this way, blocks of data can be transferred transparently, leaving the CPU free to perform computational tasks, and thus increasing the device throughput.

The DM A is controlled by a set of registers, all of which are memory mapped: you can modify these registers by writing to certain memory locations. One register is the source address from where the data is coming. The destination address is where the data is going. The transfer count register specifies how many transfers will take place. A control register determines if the source and the destination addresses are to be incremented, decremented, or left intact after every access. The programmer has several options of synchronizing the DM A data transfers with interrupts or leaving them asynchronous.

### 77.13 TMS320C30 Instruction Set

The TM S320C30 has an instruction set consisting of 114 instructions. Some of these instructions perform general purpose operations, while others are more specific to DSP applications. The instruction set of the TM S320C30 presents an interesting symmetry that makes programming very easy. Instructions that can be used with integer operands are distinguished from the same instructions for floating-point numbers with the suffix "I" vs. "F". Instructions that takethree operands are distinguished from theones with two operands by using the suffix " 3 ". H owever, since the assembler permits elimination of the symbol " 3 ", the notation becomes even simpler.

A whole new class of TM S320C30 instructions (as compared to the TM S320C25) are the parallel instructions. Any multiplier or ALU operation can be performed in parallel with a store instruction. Additionally, two stores, two loads, or a multiply and an add/subtract can be performed in parallel. Parallel instructions are indicated by placing two vertical lines in front of the second instruction.

For example, the following instruction adds the contents of *AR3 to R2 and puts the result in R5. At the same time, it stores the previous contents of the R5 into the location *ARO.

$\| \quad$|  | ADDF |
| :--- | :--- |$\quad{ }^{*}$ AR3 ++ , R2,R5

Note that the parallel instructions are not really two instructions but one, which is also different from its two components. However, the syntax used helpsremembering the instruction mnemonics. One of the most important parallel instructions for DSP applications is the parallel execution of a multiplication with an addition or subtraction. This single-cycle multiply-accumulate is very important in the computation of dot products appearing in vector arithmetic, matrix multiplication, digital filtering, etc.

For example, assume that we want to take the dot product of two vectors having 15 points each. Assume that ARO points to one vector and AR1 to the other. The dot product can be computed with the following code:

| LDF | 0.0, R2 | ; Initialize R2 $=0.0$ |
| :--- | :--- | :--- |
|  | LDF 0.0,R0 | ;Initialize R0 $=0.0$ |
|  | RPTS 14 | ;Repeat loop (single instruction) |
|  | M PYF *AR0++, *AR1 ++ , R0 | ; M ultiply two points, and |
| $\\|$ | ADDF R0,R2 | ;Accumulate previous product |
|  | ADDF R0,R2 | ;Accumulate last product |

After the operation is completed, R2 holds the dot product.
Before proceeding with the instructions, it is important to understand the working of the device pipeline. At every instant in time, there are 4 execution units operating in parallel in theTM S320C30: the fetch, decode, read, and execute unit, in order of increasing priority. The fetch unit fetches the instruction; the decode unit decodes the instruction and generates the addresses; the read unit reads theoperandsfrom thememory or theregisters; and theexecuteunit performstheoperation specified in the instruction. Each one of these units takes one cycleto complete. So, an instruction in isolation takes, actually, four cycles to complete. Of course, you never run a single instruction alone.

In the pipeline configuration, as shown in Fig. 77.17, when an instruction is fetched, the previous instruction is decoded. At the sametime, the operands of the instruction before that are read, while the third instruction beforethe present one is executed. So, after the pipeline is full, each instruction takes a single cycle to execute.


FIGURE 77.17: Pipeline structure of the TM S320C30.

Is it true that all the instructions take a single cycle to execute? No. There are some instructions, like the subroutine calls and the repeat instructions, that need to flush the pipelinebefore proceeding. The regular branch instructions also need to flush the pipeline. All the other instructions, though, should take one cycle to execute, if there are no pipeline conflicts.

There are a few reasons that can cause pipeline conflicts, and if the programmer is aware of where the conflicts occur, hecan takestepsto reorganizehis codeand eliminatethem. In this way, the device throughput is maximized. The pipeline conflicts are examined in detail in the User's Guide[2].

The load and store instructions can load a word into a register, store the contents of a register to memory, or manipulate data on the system stack. Note that the instructions with the same functionality that operate on integers or floating-point numbers are presented together in the following selective listing.

| LDF, LDI | Load a floating-point or integer value |
| :--- | :--- |
| LDFCond, LDIcond | Load condititionally |
| POPF, POP | Pop value from stack |
| PUSHF, PUSH | Push valueon stack |
| STF, STI | Store value to memory |

Theconditional loads perform theindicated load only if the condition tested istrue. Thecondition tested is, typically, the sign of the last performed operation.

The arithmetic instructions include both multiplier and ALU operations.

| ABSF, ABSI | Absolute value |
| :--- | :--- |
| ADDF, ADDI | Add |
| CMPF, CMPI | Compare values |
| FIX, FLOAT | Convert between fixed- and floating-point |
| MPYF, M PYI | Multiply |
| NEGF, NEGI | Negate |
| SUBF, SUBI | Subtract |
| SUBRF,SUBRI | Reverse subtract |

The difference between the subtract and the reverse subtract instructions is that the first one subtracts thefirst operand from the second, whilethesecond one subtracts the second operand from the first.

The logical instructions always operate on integer (or unsigned) operands.

| AND | Bitwise logical AND |
| :--- | :--- |
| ANDN | Bitwiselogical AND with complement |
| LSH | Logical shift |
| NOT | Bitwiselogical complement |
| OR | Bitwiselogical OR |
| XOR | Bitwise exclusive OR |

The logical shift differs from an arithmetic shift (which is part of the arithmetic instructions) in that, on a right shift, the logical shift fills the bits to the left with zeros. The arithmetic shift sign-extends the (integer) number.

The program control instructions include the branch instructions (corresponding to GOTO of a high-level languages), and the subroutine call and return instructions.

| Bcond[D] | Branch conditionally [with delay] |
| :--- | :--- |
| CALL, CALLcond | Call or call conditionally a subroutine |
| RETICond, RETScond | Return from interrupt or subroutine conditionally |
| RPTB, RPTS | Repeat block or repeat a single instruction |

Thebranch instructions can have an optional "D" at theend to convert them into delayed branches. The delayed branch does the same operation as a regular branch but it takes fewer cycles. A regular branch needs to flush the pipelinebeforeproceeding with thenext instruction becauseit is not known in advance if the branch will betaken or not. As a result, a regular branch costs four machine cycles. If, however, there are three instructions that can be executed no matter if the branch is taken or not, a delayed branch can be used. In a delayed branch, the three instructions following the branch instruction are executed before the branch takes effect. This reduces the effective cost of the delayed branch to one cycle.

### 77.14 Other Generations and Devices in the TMS320 Family

So far, the discussion in this article has focused on two specific devices of the TM S320 family in order to examine in detail their features. However, the TM S320 family consists of five generations (threefixed-point and two floating-point) of digital signal processors( aswell asthelatest addition, the TM S320C 8x generation, also known as M VP, MultimediaVideo Processors). Thefixed-point devices
are members of the TM S320C1x, TM S320C2x, or TM S320C5x generation, and the floating-point devices belong to the TM S320C3x or TM S320C4x generation.

The TM S320C5x generation is the highest-performance generation of the TI 16-bit fixed-point digital signal processors. The‘C5x performancelevel isachieved through afaster cycletime, larger onchip memory space, and systematic integration of more signal-processing functions. As an example, theTM S320C50(Fig. 77.18) featureslargeon-chip RAM blocks. It issource-codeupward-compatible with the first- and second-generation TM S320 devices.


FIGURE 77.18: TM S320C50 Block diagram.

Some of the key features of theTM S320C5x generation are listed below. Specific devices that have a particular feature are enclosed in parentheses.

- CPU
- $25-$, $35-$, 50 - ns single-cycle instruction execution time
- Single-cycle multiply/accumulate for program code
- Single-cycle/single word repeats and block repeats for program code
- Block memory moves
- Four-deep pipeline
- Indexed-addressing mode
- Bit-reversed/indexed-addressing mode to facilitate FFTs
- Power-down modes
- 32-bit ALU, 32-bit accumulator, and 32-bit accumulator buffer
- Eight auxiliary registers with a dedicated arithmetic unit for indirect addressing
- 16-bit parallel logic unit (PLU)
- $16 \times 16$-bit parallel multiplier with a 32 -bit product capacity
- 0 - to 16 -bit right and left barrel-shifters
- 64-bit incremental data shifter
- Two indirectly addressed circular data buffers for circular addressing
- Peripherals
- Eight-level hardwarestack
- 11 context-switch registers to shadow the contents of strategic CPU -controlled registers during interrupts
- Full-duplex, synchronous serial port, which directly interfaces to codec
- Timedivision multiplexed (TDM ) serial port (TM S320C50/C51/C53)
- Interval timer with period and control registers for software stops, starts, and resets
- Concurrent external DM A performance, using extended holds
- On-chip clock generator
- Divide-by-one clock generator (TM S320C50/C51/C53)
- Multiply-by-two clock generator (TM S320C52)
- M emory
- $10 \mathrm{~K} \times 16$-bit single cycle on-chip program/data RAM (TM S320C50)
- $2 \mathrm{~K} \times 16$-bit single cycleon-chip program/data RAM (TM S320C51)
- $1 \mathrm{~K} \times 16$ RAM (TM S320C52)
- $4 K \times 16$ RAM (TM S320C53)
- $2 \mathrm{~K} \times 16$-bit single cycle on-chip boot ROM (TM S320C50)
- $8 \mathrm{~K} \times 16$-bit single cycle on-chip boot ROM (TM S320C51)
- $4 \mathrm{~K} \times 16$ ROM (TM S320C52)
- $16 \mathrm{~K} \times 16$ ROM (TM S320C53)
- 1056X16-bit dual-access on-chip data/program RAM
- Memory interfaces
- 16 programmable software wait-state generators for program, data, and I/O memories
- 224 K -word $\times 16$-bit maximum addressable external memory space

Table 77.5 shows the overall TM S320 family. It provides a tabulated overview of each member's memory capacity, number of I/O ports (by type), cycle time, package type, technology, and availability.

M any features are common among these TM S320 processors. When the term TM S320 is used, it refersto all fivegenerations of DSP devices. When referringto a specific member oftheTM S320 family (e.g.,TM S320C15), thenamealso implies enhanced-speed in M Hz(-14, -25, etc.), erasable/programmable (TM S320E15), low-power (TM S320LC15), and one-time programmable (TM S320P15) versions. Specific features are added to each processor to provide different cost/performance alternatives.

TABLE 77.5 TMS320 Family Overview

| Data type | Device | Memory (words) |  |  |  | 1/O ${ }^{a}$ |  |  |  | On-chip timer | Cyde <br> time <br> (ns) | Package |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | On-chip |  |  | Off-chip | Ser | Par | DMA | Com |  |  |  |
|  |  | RAM | ROM | EPROM | Dat / Pro |  |  |  |  |  |  |  |
| Fixedpoint (16-bit word size) | TMS320C10 ${ }^{6}$ | 144 | 1.5K | - | -/4K | - | $8 \times 16$ | - | - | - | 200 | DIP/PLCC |
|  | TMS320C10-14 | 144 | 1.5K | - | -/4K | - | $8 \times 16$ | - | - | - | 280 | DIP/PLCC |
|  | TMS320C10-25 ${ }^{b}$ | 144 | 1.5K | - | -/4K | - | $8 \times 16$ | - | - | - | 160 | DIP/PLCC |
|  | TMS320C14 | 256 | 4K | - | -/4K | 1 | $7 \times 16$ | - | - | 4 | 160 | PLCC |
|  | TMS320E14 ${ }^{b}$ | 256 | - | 4K | -/4K | 1 | $7 \times 16$ | - | - | 4 | 160 | CERQUAD |
|  | TMS320E14-25 ${ }^{\text {b }}$ | 256 | - | 4K | -/4K | 1 | $7 \times 16$ | - | - | 4 | 167 | CERQUAD |
|  | TMS320P14 | 256 | - | 4K | -/4K | 1 | $7 \times 16$ | - | - | 4 | 160 | PLCC |
|  | TMS320C15 ${ }^{\text {b }}$ | 256 | 4K | - | -/4K | - | $8 \times 16$ | - | - | - | 200 | DIP/PLCC/ PQFP |
|  | TMS320C15-25 ${ }^{\text {b }}$ | 256 | 4K | - | -/4K | - | $8 \times 16$ | - | - | - | 160 | DIP/PLCC |
|  | TMS320E15 ${ }^{\text {b }}$ | 256 | - | 4K | -/4K | - | $8 \times 16$ | - | - | - | 200 | DIP/CERQUAD |
|  | TMS320E15-25 | 256 | - | 4K | -/4K | - | $8 \times 16$ | - | - | - | 160 | DIP/CERQUAD |
|  | TMS320LC15 | 256 | 4K | - | -/4K | - | $8 \times 16$ | - | - | - | 200 | DIP/PLCC |
|  | TMS320P15 | 256 | - | 4K | -/4K | - | $8 \times 16$ | - | - | - | 200 | DIP/PLCC |
|  | TMS320P15-25 | 256 | - | 4K | -/4K | - | $8 \times 16$ | - | - | - | 160 | DIP/PLCC |
|  | TMS320C16 | 256 | 8K | - | -/64K | - | $8 \times 16$ | - | - | - | 114 | PQFP |
|  | TMS320LC16 | 256 | 8K | - | -/64K | - | $8 \times 16$ | - | - | - | 250 | PQFP |
|  | TMS320C17 | 256 | 4K | - | -/- | 2 | $6 \times 16$ | - | - | 1 | 200/160 | DIP/PLCC |
|  | TMS320E17 | 256 | - | 4K | -/- | 2 | $6 \times 16$ | - | - | 1 | 200/160 | DIP |

$\bar{a}$ Ser = serial; Par = paralle; DMA = direct memory access (Int = internal; Ext = external); Com = parallel communication ports
${ }^{b}$ A military version is available/planned; contact theneerest TI fiedd sales office for availability.

TABLE 77.5 TMS320 Family Overview (Continued)

| Data type | Device | Memory (words) |  |  |  | I/O ${ }^{a, c}$ |  |  |  | Cyde |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | On-chip |  |  | Off-chip | Ser | Par | DMA | Com | On-chip timer | time(ns) | Package type |
|  |  | RAM | ROM | EPROM | Dat/ Pro |  |  |  |  |  |  |  |
|  | TMS320LC17 | 256 | 4K | - | -/- | 2 | $6 \times 16$ | - | - | 1 | 200 | DIP/PLCC |
|  | TMS320P17 | 256 | - | 4K | -/- | 2 | $6 \times 16$ | - | - | 1 | 160 | DIP |
|  | TMS320C25 ${ }^{\text {b }}$ | 544 | 4K | - | $\begin{aligned} & 64 K / \\ & 64 K \end{aligned}$ | 1 | $16 \times 16$ | Ext | - | 1 | 100 | $\begin{aligned} & \text { PGA/PLCC/ } \\ & \text { PQFP } \end{aligned}$ |
| Fixedpoint | TMS320C25-33 | 544 | 4K | - | $\begin{aligned} & 64 K / \\ & 64 K \end{aligned}$ | 1 | $16 \times 16$ | Ext | - | 1 | 120 | PLCC |
| (16-bit word size) | TMS320C25-50 ${ }^{\text {b }}$ | 544 | 4K | - | $\begin{aligned} & 64 K / \\ & 64 K \end{aligned}$ | 1 | $16 \times 16$ | Ext | - | 1 | 80 | PGA/PLCC |
|  | TMS320E25 | 544 | - | 4K | 64K/ 64K | 1 | $16 \times 16$ | Ext | - | 1 | 100 | PQFP/PLCC |
|  | TMS320C26 ${ }^{6}$ | 1.5K | - | - | $\begin{gathered} 64 K / \\ 64 K \end{gathered}$ | 1 | $16 \times 16$ | Ext | - | 1 | 100 | PLCC |
|  | TMS320C28 | 544 | 8K | - | $\begin{aligned} & 64 \mathrm{~K} / \\ & 64 \mathrm{~K} \end{aligned}$ | 1 | $16 \times 16$ | Ext | - | 1 | 100 | PQFP/PLCC |
|  | TMS320C28-50 | 544 | 8K | - | 64K/ 64K | 1 | $16 \times 16$ | Ext | - | 1 | 80 | PQFP/PLCC |

$\overline{{ }^{a}}$ Ser = serial; Par = paralld; DMA = direct memory access; Int = internal; Ext = external; Com = paralle communication ports.
${ }^{b}$ A military version is available/planned; contact thenearest TI field sales office for availability.
${ }^{c}$ Programmed transcoders (TMS320SS16 and TMS320SA32) are also available

TABLE 77.5 TMS320 Family Overview (Continued)

| Data type | Device | Memory (words) |  |  |  | $\mathrm{I} / \mathrm{O}^{a, c}$ |  |  |  | On-chip timer | Cycle time (ns) | Package |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | On-chip |  |  | Off-chip | Ser | Par | DMA | Com |  |  |  |
|  |  | RAM | ROM | EPROM | Dat/ Pro |  |  |  |  |  |  |  |
| Fixedpoint (16-bit word size) | TMS320C50 ${ }^{\text {b }}$ | 10K | BL | - | $\begin{aligned} & 64 \mathrm{~K} / \\ & 64 \mathrm{~K} \end{aligned}$ | 2 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{\circ} \end{aligned}$ | PQFP |
|  | TMS320C51 | 2K | 8K | - | $\begin{aligned} & \text { 64K/ } \\ & 64 K \end{aligned}$ | 2 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{\circ} \end{aligned}$ | PQFP/TQFP |
|  | TMS320BC51 | 2K | BL | - | $\begin{aligned} & 64 K / \\ & 64 K \end{aligned}$ | 2 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{\circ} \end{aligned}$ | PQFP/TQFP |
|  | TMS320C52 | 1K | 4K | - | $\begin{aligned} & 64 \mathrm{~K} / \\ & 64 \mathrm{~K} \end{aligned}$ | 1 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{\circ} \end{aligned}$ | PQFP/TQFP |
|  | TMS320BC52 | 1K | BL | - | $\begin{aligned} & 64 K / \\ & 64 K \end{aligned}$ | 1 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{\circ} \end{aligned}$ | PQFP/TQFP |
|  | TMS320C53 | 4K | 16K | - | $\begin{aligned} & \text { 64K/ } \\ & 64 K \end{aligned}$ | 2 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{e} \end{aligned}$ | PQFP/TQFP |
|  | TMS320BC53 | 4K | BL | - | 64K/ 64K | 2 | $64 \mathrm{~K} \times 16^{d}$ | Ext | - | 1 | $\begin{aligned} & 50 / 35 / \\ & 25 / 20^{\circ} \end{aligned}$ | PQFP/TQFP |

$\overline{{ }^{a}}$ Ser = serial ; Par = paralle; DMA = direct memory access concurrent with CPU operation; Int = internal; Ext = external; Com = paralle communication ports; BL = bootloader.
${ }^{b}$ A military version is avai lable/planned; contact the nearest TI fiedd sales office for availability.
Programmed transcoders(TMS320SS16 and TMS320SA32) arealso available
${ }^{d}$ Sixteen of these paralle I/O ports are memory-mapped.
${ }^{e}$ Planned

TABLE 77.5 TMS320 Family Overview (Continued)

| Data <br> type | Device | Memory (words) |  |  |  | I/ ${ }^{\text {a,c }}$ |  |  |  | On-chip timer | Cyde <br> time <br> (ns) | Package <br> type |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | On-chip |  |  | $\begin{aligned} & \text { Off-chip } \\ & \hline \text { Dat/ Pro } \\ & \hline \end{aligned}$ | Ser | Par | DMA | Com |  |  |  |
|  |  | RAM | ROM | EPROM |  |  |  |  |  |  |  |  |
|  | TMS320C30 | 2K | 4K | - | $16 \mathrm{M}{ }^{f}$ | 2 | $16 \mathrm{M} \times 32^{g}$ | Int/Ext | - | 2(6) ${ }^{\text {d }}$ | 60 | PGA and PQFP |
|  | TMS320C30-50 | 2K | 4K | - | $16 \mathrm{M}^{f}$ | 2 | $16 \mathrm{M} \times 32^{g}$ | Int/Ext | - | 2(6) ${ }^{\text {d }}$ | 40 | PGA and PQFP |
|  | TMS320C30-27 | 2K | 4K | - | $16 \mathrm{M}^{f}$ | 2 | $16 \mathrm{M} \times 32^{g}$ | Int/Ext | - | 2(6) ${ }^{\text {d }}$ | 74 | PGA and PQFP |
|  | TMS320C30-40 | 2K | 4K | - | $16 \mathrm{M}^{f}$ | 2 | $16 \mathrm{M} \times 32^{g}$ | Int/Ext | - | 2(6) ${ }^{\text {d }}$ | 50 | PGA and PQFP |
| Floating | TMS320C30-50 | 2K | 4K | - | $16 \mathrm{M}^{f}$ | 2 | $16 \mathrm{M} \times 32^{g}$ | Int/Ext | - | 2(6) ${ }^{\text {d }}$ | 40 | PGA and PQFP |
| point | TMS320C31 ${ }^{b}$ | 2K | $e$ | - | $16 \mathrm{M}^{f}$ | 1 | $16 \mathrm{M} \times 32$ | Int/Ext | - | 2(4) ${ }^{\text {d }}$ | 60 | PQFP |
| (32-bit | TMS320LC31 | 2K | $e$ | - | $16 \mathrm{M}^{f}$ | 1 | $16 \mathrm{M} \times 32$ | Int/Ext | - | 2(4) ${ }^{\text {d }}$ | 60 | PQFP |
| word | TMS320C31-27 | 2K | $e$ | - | $16 \mathrm{M}^{f}$ | 1 | $16 \mathrm{M} \times 32$ | Int/Ext | - | 2(4) ${ }^{\text {d }}$ | 74 | PQFP |
| size) | TMS320C31-40 | 2K | $e$ | - | $16 \mathrm{M}^{f}$ | 1 | $16 \mathrm{M} \times 32$ | Int/Ext | - | 2(4) ${ }^{\text {d }}$ | 50 | PQFP |
|  | TMS320C31-50 | 2K | ${ }^{e}$ | - | $16 \mathrm{M}{ }^{f}$ | 1 | $16 \mathrm{M} \times 32$ | Int/Ext | - | 2(4) ${ }^{\text {d }}$ | 40 | PQFP |
|  | TMS320C40 | 2K | $4 K^{e}$ | - | $4 \mathrm{G}^{f}$ | - | $4 \mathrm{G} \times 32^{g}$ | Int/Ext | 6 | 2 | 40 | PGA |
|  | TMS320C40-40 | 2K | $4 K^{e}$ | - | 4G ${ }^{f}$ | - | $4 \mathrm{G} \times 32^{g}$ | Int/Ext | 6 | 2 | 50 | PGA |

$\bar{a}$ Ser = serial; Par = paralle; DMA = direct memory access concurrent with CPU operation; Int = internal; Ext = external; Com = paralle communication ports.
${ }^{b}$ A military version is available/planned; contact the nearest TI field sales officefor availability.
${ }^{c}$ Programmed transcoders (TMS320SS16 and TMS320SA32) areal so available
${ }^{d}$ Indudes the use of serial port timers.
${ }^{e}$ Preprogrammed ROM bootloader.
${ }^{f}$ Singlelogical memory spacefor program, data, and I/O; not induding on-chip RAM, peripherals, and reserved spaces
$g$ Dual buses.
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The Rapid Prototyping of Application-Specific Signal Processors (RASSP) [1, 2, 3] program of the U.S. Department of Defense (ARPA and Tri-Services) targets a 4X improvement in the design, prototyping, manufacturing, and support processes (relative to current practice). Based on a current practice study (1993) [4], the prototyping time from system requirements definition to production and deployment, of multiboard signal processors, is between 37 and 73 months. Out of this time, 25 to 49 months are devoted to detailed hardware/software (HW/SW) design and integration (with 10 to 24 months devoted to the latter task of integration). With the utilization of a promising top-down hardware-less codesign methodology based on VHDL models of HW/SW components at multiple abstractions, reduction in design time has been shown especially in the area of hardware/software integration [5]. Theauthors describeatop-down design approach in VHDL starting with the capture of system requirements in an executable form and through successive stages of design refinement, ending with a detailed
hardware design. This hardware/software codesign process is based on the RASSP program design methodology called virtual prototyping, wherein VHDL models are used throughout the design process to capture the necessary information to describe the design as it develops through successive refinement and review. Examples are presented to illustrate the information captured at each stage in the process. Links between stages are described to clarify the flow of information from requirements to hardware.

### 78.1 Introduction

We describe a RASSP-based design methodology for application specific signal processing systems which supports reengineering and upgrading of legacy systems using a virtual prototyping design process. The VHSIC H ardware Description Language (VHDL) [6] is used throughout the process for the following reasons. One, it is an IEEE standard with continual updates and improvements; two, it has the ability to describe systems and circuits at multipleabstraction levels; three, it is suitable for synthesis as well as simulation; and four, it is capable of documenting systems in an executable form throughout the design process.

A Virtual Prototype(VP) is defined as an executable requirement or specification of an embedded system and its stimuli describing it in operation at multiple levels of abstraction. Virtual prototyping is defined as the top-down design process of creating a virtual prototype for hardware and software cospecification, codesign, cosimulation, and coverification of the embedded system. The proposed top-down design process stages and corresponding VH DL model abstractions areshown in Fig. 78.1. Each stage in the process serves as a starting point for subsequent stages. Thetestbench developed for requirements captureisused for design verification throughout theprocess. M orerefined subsystem, board, and component level testbenches are also developed in-cyclefor verification of these elements of the system.

The process begins with requirements definition which includes a description of the general algorithms to beimplemented by the system. An algorithm is here defined as a system's signal processing transformations required to meet the requirements of the high level paper specification. The model abstraction created at this stage, the executable requirement, is developed as a joint effort between contractor and customer in order to derive a top-level design guideline which captures the customer intent. The executable requirement removes the ambiguity associated with the written specification. It also provides information on thetypes of signal transformations, data formats, operational modes, interface timing data and control, and implementation constraints. A description of the executable requirement for an M PEG decoder is presented later. Section 78.4 addresses this subject in more detail.

Following the executable requirement, a top-level executable specification is developed. This is sometimes referred to as functional level VHDL design. This executable specification contains three general categories of information: (1) the system timing and performance, (2) the refined internal function, and (3) the physical constraints such as size, weight, and power. System timing and performance information include I/O timing constraints, I/O protocols, and system computational latency. Refined internal function information includes algorithm analysis in fixed/floating point, control strategies, functional breakdown, and task execution order. A functional breakdown is developed in terms of primitive signal processing elements which map to processing hardware cells or processor specific software libraries later in the design process. A description of the executable specification of the M PEG decoder is presented later. Section 78.5 investigates this subject in more detail.

The objective of data and control flow modeling is to refine the functional descriptions in the executablespecification and capture concurrency information and data dependencies inherent in the algorithm. The intent of the refinement process is to generate multiple implementation independent

## VHDL Abstraction Level



FIGURE 78.1: TheVHDL top-down design process.
representations of thealgorithm. Theimplementationscapturepotential parallelism in thealgorithm at a primitive level. The primitives are defined as the set of functions contained in a design library consisting of signal processing functions such as Fourier transforms or digital filters at course levels and of adders and multipliers at more finegrained levels. The control flow can be represented in a number of ways ranging from finite state machines for low level hardware to run-time system controllers with multiple application data flow graphs. Section 78.6 investigates this abstraction model.

After defining the functional blocks, data flow between the blocks, and control flow schedules, hardware-softwaredesign trade-offs areexplored. This requires architectural design and verification. In support of architecture verification, performance level modeling is used. The performance level model captures thetime aspects of proposed design architectures such as system throughput, latency, and utilization. The proposed architectures are compared using cost function analysis with system performance and physical design parameter metrics as input. The output of this stage is one or few optimal or nearly optimal system architectural choice(s). In this stage, the interaction between hardware and software is modeled and analyzed. In general, models at this abstraction level are not concerned with the actual data in the system but rather the flow of data through the system. An abstract VHDL data type known as a token captures this flow of data. Examples of performance level models are shown later. Sections 78.7 and 78.8 address architecture selection and architecture verification, respectively.

Following architecture verification using performance level modeling, the structure of the system in terms of processing elements, communications protocols, and input/output requirements is established. Various elements of the defined architecture arerefined to createhardware virtual prototypes. $H$ ardware virtual prototypes are defined as software simulatable models of hardware components, boards, or systems containing sufficient accuracy to guarantee their successful realization in actual hardware. At this abstraction level, fully functional models (FFM s) are utilized. FFM s capture both
internal and external (interface) functionality completely. Interface models capturing only the external pin behavior are al so used for hardware virtual prototyping. Section 78.9 describesthismodeling paradigm.

Application specific component designs are typically done in-cycle and use register transfer level (RTL) model descriptions as input to synthesistools. The tool then creates gate level descriptions and final layout information. The RTL description is the lowest level contained in the virtual prototyping process and will not be discussed in this paper because existing RTL methodologies are prevalent in the industry.

At least six different hardware/software codesign methodologies have been proposed for rapid prototyping in the past few years. Some of these describe the various processsteps without providing specifics for implementation. Others focus more on implementation issues without explicitly considering methodology and process flow. In the next section, weillustratethe features and limitations of these approaches and show how they compare to the proposed approach.

Following the survey, Section 78.3 lays the groundwork necessary to define the elements of the design process. At the end of the paper, Section 78.10 describes the usefulness of this approach for life cycle support and maintenance.

### 78.2 Survey of Previous Research

The codesign problem has been addressed in recent studies by Thomas et al. [7], Kumar et al. [8], Gupta et al. [9], Kalavade et al. [10, 11], and Ismail et al. [12]. A detailed taxonomy of HW/SW codesign was presented by Gajski et al. [13]. In the taxonomy, the authors describe the desired features of a codesign methodology and show how existing tools and methods try to implement them. However, the authors do not propose a method for implementing their process steps. The features and limitations of thelatter approaches areillustrated in Fig. 78.2 [14]. In thetable, we show how these approaches compareto the approach presented in thischapter with respect to somedesired attributes of a codesign methodology. Previous approaches lack automated architecture selection tools, economic cost models, and the integrated development of test benches throughout the design cycle. Very few approaches allow for trueHW/SW cosimulation where application code executes on a simulated version of the target hardware platform.

| DSP Codesign Features | TA93 | KA93 | GD93 | $\begin{aligned} & \text { KL93 } \\ & \text { KL94 } \end{aligned}$ | IJ95 | Proposed <br> Method |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Executable Functional Specification |  | $\sqrt{ }$ | $\sqrt{ }$ | $\sqrt{ }$ | $\checkmark$ | If |
| Executable Timing Specification |  | $\checkmark$ | $\sqrt{ }$ |  |  | $\sqrt{5}$ |
| Automated Architecture Selection |  |  |  |  | . | IV |
| Automated Partitioning |  |  | $\sqrt{ }$ | $\sqrt{ }$ |  | 5 |
| Model-Based Performance Estimation |  |  |  |  |  | IV |
| Economic Cost/Profit Estimation Models |  |  |  |  |  | IV |
| HW/SW Cosimulation |  |  |  |  |  | If |
| Uses IEEE Standard Languages |  | $\sqrt{ }$ |  |  |  | If |
| Integrated Test Bench Generation |  |  |  |  | \% | $\sqrt{1}$ |

FIGURE 78.2: Features and limitations of existing codesign methodologies.

### 78.3 Infrastructure Criteria for the Design Flow

Four enabling factors must be addressed in the development of a VHDL model infrastructure to support the design flow mentioned in theintroduction. Theseincludemodel verification/validation, interoperability, fidelity, and efficiency.

Verification, as defined by IEEE/ANSI, is the process of evaluating a system or component to determine whether the products of a given development phase satisfy the conditions imposed at the start of that phase. Validation, as defined by IEEE/ANSI, is the process of evaluating a system or component during or at the end of the development process to determine whether it satisfies the specified requirements. The proposed methodology is broken into the design phases represented in Figure 78.1 and uses black- and white-box software testing techniques to verify, via a structured simulation plan, the elements of each stage. In this methodology, the concept of a reference model, defined as the next higher model in the design hierarchy, is used to verify the subsequently more detailed designs. For example, to verify the gate level model after synthesis, the test suite applied to the RTL model is used. To verify the RTL level model, the reference model is the fully functional model. M oving test creation, test application, and test analysis to higher levels of design abstraction, the test description developed by the test engineer is more easily created and understood. Thehigher functional models are less complex than their gate level equivalents. For system and subsystem verification, which includethe integration of multiple component models, higher level models improve the overall simulation time. It has been shown that a processor model at the fully functional level can operate over 1000 times faster than its gate level equivalent while maintaining clock cycle accuracy [5]. Verification also requires efficient techniques for test creation via automation and reuse and requirements compliance capture and test application via structured testbench development.

Interoperability addresses the ability of two models to communicate in the same simulation environment. Interoperability requirements are necessary because models usually developed by multiple design teams and from external vendorsmust be integrated to verify system functionality. Guidelines and potential standards for all abstraction levels within the design process must be defined when current descriptions do not exist. In the area of fully functional and RTL modeling, current practice is to use IEEE Std. 1164 - 1993 nine-valued logic packages [15]. Performance modeling standards are an ongoing effort of the RASSP program.

Fidelity addresses the problem of defining the information captured by each level of abstraction within thetop-down design process. Theimportanceof definingthecorrect fidelityliesin thefact that information not relevant within a model at a particular stage in the hierarchy requires unnecessary simulation time. Relevant information must be captured efficiently so simulation times improve as one moves toward the top of the design hierarchy. Figure 78.3 describes the RASSP taxonomy [16] for accomplishing this objective. The diagram illustrates how a VHDL model can be described using five resolution axes; temporal, data value, functional, structural, and programming level. Each line is continuous and discrete labels are positioned to illustrate various levels ranging from high to low resolution. A full specification of a model's fidelity requires two charts, one to describe the internal attributes of the model and the second for the external attributes. An "X" through a particular axis implies the model contains no information on the specific resolution. A compressed textual representation of this figure will be used throughout the remainder of the paper. The information is captured in a 5-tuple as follows,

## \{(Temporal Level), (Data Value), (Function), (Structure), (Programming Level)\}

The temporal axis specifies the time scale of events in the model and is analogous to precision as distinguished from accuracy. At one extreme, for the case of purely functional models, no time is modeled. Examples include Fast Fourier Transform and FIR filtering procedural calls. At the other extreme, time resolutions are specified in gate propagation delays. Between the two extremes,


FIGURE 78.3: A model fidelity classification scheme.
models may betimeaccurate at the clock level for the case of fully functional processor models, at the instruction cyclelevel for thecase of performancelevel processor models, or at thesystem level for the case of application graph switching. In general, higher resolution models require longer simulation times due to the increased number of event transactions.

The data value axis specifies the data resolution used by the model. For high resolution models, data is represented with bit trueaccuracy and is commonly found in gatelevel models. At thelow end of the spectrum, data is represented by abstract token types wheredata is represented by enumerated values, for example, blue. Performance level modeling uses tokens as its data type. The token only captures the control information of the system and no actual data. For the case of no data, the axis would be represented with an " $X$ ". At intermediate levels, data is represented with its correct value but at a higher abstraction (i.e., integer or composite types, instead of the actual bits). In general, higher resolutions require more simulation time.

Functional resolution specifies the detail of device functionality captured by the model. At one extreme, no functions are modeled and the model represents the processing functionality as a simple time delay (i.e., no actual calculations are performed). At the high end, all the functions are implemented within themodel. As an example, for a processor model, a time delay is used to represent the execution of a specific softwaretask at low resolutions whilethe actual code is executed on the model for high resolution simulations. As a rule of thumb, the more functions represented, the slower the model executes during simulation.

Thestructural axis specifies how themodel isconstructed from its constituent elements. At thelow end, themodel looks likea black box with inputs and outputs but no detail as to theinternal contents. At the high end the internal structure is modeled with very fine detail, typically as a structural net list of lower level components. In the middle, the major blocks are grouped according to related functionality.

The final level of detail needed to specify a model is its programmability. This describes the granularity at which the model interprets software elements of a system. At one extreme, pure hardware is specified and the model does not interpret software, for example, a special purposeFFT processor hard wired for 1024 samples. At the other extreme, the internal micro-code is modeled at the detail of its datapath control. At this resolution, the model captures precisely how the micro-code manipulates the datapath elements. At decreasing resolutions the model has the ability to process assembly code and high level languages as input. At even lower levels, only DSP primitive blocks are modeled. In this case, programming consists of combining functional blocks to define the necessary application. Tools such as M ATLAB/Simulink provide examples for this type of model granularity. Finally, models can be programmed at the level of the major modes. In this case, a run-time system is switched between major operating modes of a system by executing alternative application graphs.

Finally, efficiency issues are addressed at each level of abstraction in the design flow. Efficiency will be discussed in coordination with the issues of fidelity whereboth the model details and information content are related to improving simulation speed.

### 78.4 The Executable Requirement

The methodology for developing signal processing systems begins with the definition of the system requirement. In the past, common practice was to develop a textual specification of the system. This approach is flawed due to the inherent ambiguity of the written description of a complex system. The new methodology places the requirements in an executable format enforcing a more rigorous description of the system. Thus, VH DL's first application in the development of a signal processing system is an executable requirement which may includesignal transformations, data format, modes of operation, timing at data and control ports, test capabilities, and implementation constraints [17]. The executable requirement can also define the minimum required unit of development in terms of performance (e.g., SNR, throughput, latency, etc.). By capturing the requirements in an executable form, inconsistencies and missing information in the written specification can also be uncovered during development of the requirements model.

An executable requirement creates an "environment" wherein the surroundings of the signal processing system aresimulated. Figure 78.4 illustrates a system model with an accompanying testbench. The testbench generates control and data signals as stimulus to the system model. In addition, the testbench receives output data from the system model. This data is used to verify the correct operation of the system model. The advantages of an executable requirement are varied. First, it serves as a mechanism to define and refine the requirements placed on a system. Also, the VHDL source code along with supporting textual description becomes a critical part of the requirements documentation and life cycle support of the system. In addition, the testbench allows easy examination of different command sequences and data sets. The testbench can also serve as the stimulus for any number of designs. The development of different system models can be tested within a single simulation environment using the same testbench. The requirement is easily adaptable to changes that can occur in lower levels of the design process. Finally, executable requirements are formed at all levels of abstraction and create a documented history of the design process. For example, at the system level, the environment may consist of image data from a camera while at the ASIC level it may be an interface model of another component.

The RASSP program, through the efforts of MIT Lincoln Laboratory, created an executable requirement [18] for a synthetic aperture radar (SAR) algorithm and documented many of the lessons learned in implementing this stage in the top-down design process. Their high level requirements model served as the baseline for the design of two SAR systems developed by separate contractors, Lockheed Sanders and M artin M arietta Advanced Technology Labs. A test bench generation system for capturing high level requirements and automating the creation of VH DL is presented in [19]. In


FIGURE 78.4: Illustration of the relation between executable requirements and specifications.
the following sections, we present the details of work done at Georgia Tech in creating an executable requirement and specification for an M PEG-1 decoder.

### 78.4.1 An Executable Requirements Example: MPEG-1 Decoder

M PEG-1 isavideo compression-decompression standard developed under theInternational Standard Organization originally targeted at CD-ROM s with a data rate of 1.5 M bits $/ \mathrm{sec}$ [20]. M PEG-1 is broken into 3 layers: system, video, and audio. Table 78.1 depicts the system clock frequency requirement taken from layer 1 of the M PEG-1 document. ${ }^{1}$ The system time is used to control when video frames are decoded and presented via decoder and presentation time stamps contained in the ISO 11172 M PEG-1 bitstream. A VHDL executable rendition of this requirement is illustrated in 78.5.

TABLE 78.1 M PEG-1 System Clock Frequency Requirement Example
Layer 1-System requirement example from ISO 11172 standard
System clock frequency The value of the system clock frequency is measured in Hz and shall meet the following constraints:
$90,000-4.5 \mathrm{~Hz} \leq$ system_clock_frequency $\leq 90,000+4.5 \mathrm{~Hz}$
Rate of change of system_clock_frequency $\leq 250 * 10^{-6} \mathrm{~Hz} / \mathrm{s}$

Thetestbench of this system uses an M PEG-1 bitstream created from a "golden C model" to ensure

[^74]```
- system_time-clk process is a clock process that counts at a rate
- of 90kHz as per MPEG-I requirement. In addition, it is updated by
- the value of the incoming SCR fields read from the ISO11172 stream.
-system_time_clock: PROCESS(stc_strobe,sys_clk)
        VARIABLE clock-count : INTEGER := 0;
        VARIABLE SCR,system_time_var : bit33;
        CONSTANT clock-divider : INTEGER := 2;
BEGIN
    IF mpeg-go = ' 1' THEN
    - if stc-strobe is high then update system_time value to latest SCR
    IF (stc_strobe = '1') AND (stc-strobe'EVENT) THEN
        ystem_time <= system_clock_ref;
        clock_count := 0; - reset counter used for clock downsample
    ELSIF (sys-clk = '1') AND (sys-clk'EVENT) THEN
        clock-count:= clock-count + 1;
        IF clock-count MOD clock-divider =0 THEN
            system_time-var := system-time + one;
            system_time < = system_time-var;
        END IF;
    END IF;
    END IF;
END PROCESS system_time_clock;
```

FIGURE 78.5: System clock frequency requirement example translated to VHDL.
correct input. A public-domain C version of an M PEG encoder created at UCal-Berkeley [21] was used as the golden C model to generate theinput for the executablerequirement. From the testbench, an M PEG bitstream file is read as a series of integers and transmitted to the M PEG decoder model at a constant rate of 174300 Bytes $/ \mathrm{sec}$ along with a system clock and a control line named mpeg_go which activates the decoder. Only 50 lines of VH DL code are required to characterize the top level testbench. This is due to the availability of the golden C M PEG encoder and a shell script which wraps around the output of the golden C M PEG encoder bitstream with system layer information. This script is necessary because there are no complete M PEG software codecs in the public domain, i.e., they do not include the system information in the bitstream. Figure 78.6 depicts the process of verification using golden C models. The golden model generates the bitstream sent to the testbench. Thetestbench readsthe bitstream as a series of integers. These are in turn sent as data into theVHDL M PEG decoder model driven with appropriate clock and control lines. The output of the VHDL model is compared with the output of the golden model (also available from Berkeley) to verify the correct operation of theVH DL decoder. A warning messagealertstheuser to thestatus of the model's integrity.

The advantage of the configuration illustrated in Figure 78.6 is its reusability. An obvious example is M PEG-2 [22], another video compression-decompression standard targeted for the all-digital transmission of broadcast TV quality video at coded bit rates between 4 and $9 \mathrm{Mbits} / \mathrm{sec}$. The same testbench structurecould be used by replacing the golden C models with their M PEG-2 counterparts. Whilethesystem layer information encapsulation script would haveto bechanged, thetestbench itself remainsthesamebecausetheinterfacebetween an M PEG-1 decoder and itssurroundingenvironment is identical to the interface for an M PEG-2 decoder. In general, this testbench configuration could be used for a wide class of video decoders. The only modifications would be the golden C models and the interface between theVHDL decoder model and the testbench. This would involve making only minor alterations to the testbench itself.

### 78.5 The Executable Specification

The executable specification depicted in Fig. 78.4 processes and responds to the outside stimulus, provided by the executable requirement, through its interface. It reflects the particular function and timing of theintended design. Thus, the executable specification describes the behavior of the design and istiming accurate without consideration of the eventual implementation. This allows the user to evaluate the completeness, logical correctness, and algorithmic performance of the system through


FIGURE 78.6: MPEG-1 decoder executable requirement.
the test bench. The creation of this formal specification helps identify and correct functional errors at an early stage in the design and reduce total design time[13, 16, 23, 24].

The development of an executable specification is a complex task. Very often, the required functionality of the system is not well-understood. It is through a process of learning, understanding, and defining that a specification is crystallized. To specify system functionality, we decompose it into elements. The relationship between these elements is in terms of their execution order and the data passing between them. The executable specification captures:

- the refined internal functionality of the unit under development (some algorithm parallelism, fixed/floating point bit level accuracies required, control strategies, functional breakdown, task execution order)
- physical constraints of the unit such as size, weight, area, and power
- unit timing and performance information (I/O timing constraints, I/O protocols, computational complexity)

Thepurposeof VHDL at theexecutablespecification stage isto create a formalization of the elements in a system and their relationships. It can be thought of as the high level design of the unit under development. And although we have restricted our discussion to the system level, the executable specification may describe any level of abstraction (algorithm, system, subsystem, board, device, etc.).

Theallureof this approach is based on theuser's ability to seewhat theperformance"looks" like. In addition, a stable test mechanism is developed early in the design process (note the complementary relation between the executable requirement and specification). With the specification precisely defined, it becomes easier to integrate the system with other concurrently designed systems. Finally, this executable approach facilitates the re use of system specifications for the possible redesign of the system.

In general, when considering theentire design process, executable requirements and specifications can potentially cover any of the possible resolutions in the fidelity classification chart. However, for any particular specification or requirement, only a small portion of the chart will be covered. For
example, the M PEG decoder presented in this and the previous section has the fidelity information represented by the 5-tuplebelow,

Internal: $\{($ Clock cycle), (Bit true $\rightarrow$ Value true), (All), (M ajor blocks), (X)\}
External: \{(Clock cycle), (Value true), (Some), (Black box), (X) \},
where (Bit true $\rightarrow$ Value true) means all resolutions between bit true and value true inclusive.
From an internal viewpoint, the timing is at the system clock level, data is represented by bits in some cases and integers in others, the structure is at the major block level, and all the functions are modeled. From an external perspective, the timing is also at the system clock level, the data is represented by a stream of integers, the structure is seen as a single black box fed by the executable requirement and from an external perspective the function is only modeled partially because this does not represent an actual chip interface.

### 78.5.1 An Executable Specification Example: MPEG-1 Decoder

As an example, an M PEG-1 decoder executable specification developed at Georgia Tech will be examined in detail. Figure 78.7 illustrates how the system functionality was broken into a discrete number of elements. In this diagram each block represents a process and the lines connecting them are signals. Three major areas of functionality were identified from the written specification: memory, control, and the video decoder itself. Two memory blocks, video_decode_memory and system_level_memory areclearly labeled. The present_frame_to_decode_file processcontainsa frame reorder buffer which holds a frame until its presentation time. All other VHDL processes with the exception of decode_video _frame_process are control processes and pertain to the systems layer of the M PEG-1 standard. These processes takethe incoming M PEG-1 bitstream and extract system layer information. Thisinformation is stored in the system_level_memory process whereother control processes and the video decoder can access pertinent data. After removing the system layer information from the M PEG-1 bitstream, the remainder is placed in the video_decode_memory. This is the input buffer to the video decoder. It should be noted that although M PEG-1 is capable of up to 16 simultaneous video streams multiplexed into the M PEG-1 bitstream only one video stream was selected for simplicity.

Thelast process, decode_video_frame_process, contains all thesubroutinesnecessary to decode the video bitstream from thevideo buffer (video_decode_memory). M PEG video frames arebroken into 3 types: (I)ntra, (P)redictive, and (B)idirectional. I frames are coded using block discrete cosine transform (DCT) compression. Thus, the entire frame is broken into $8 x 8$ blocks, transformed with a DCT and the resulting coefficients transmitted. P frames use the previous frame as a prediction of the current frame. The current frame is broken into $16 \times 16$ blocks. Each block is compared with a corresponding search window (e.g., $32 \times 32,48 \times 48$ ) in the previous frame. The $16 \times 16$ block within the search window which best matches the current frame block is determined. The motion vector identifies the matching block within the search window and is transmitted to the decoder. B frames are similar to $P$ frames except a previous frame and a future frame are used to estimate the best matching block from either of theseframes or an average of thetwo. It should benoted that this requires the encoder and decoder to store these 2 reference frames.

The functions contained in the decode_video_frame_process are shown in Fig. 78.8. In the diagram, thereare three main paths representing the procedures or functions in the executable specification which process the I, P, or B frame, respectively. Each box below a path encloses all the procedures executed from within that function. Beneath each path is an estimate of the number of computations required to process each frametype. Comparing thethree executablepaths in this diagram, oneobserves the largesimilarity between each path. Overall, only 25 unique routines are called to process the video frame. By identifying key functions within the video decoding algorithm itself,


FIGURE 78.7: System functionality breakdown for M PEG-1 decoder.
efficient and reusablecodecan becreated. For instance, the data transmitted from theencoder to the decoder is compressed using a Huffman scheme. The procedures vlc, advance_bit, and extract_n_bits perform the Huffman decode function and miscellaneous parsing of the M PEG-1 video bitstream. Thus, this set of procedures can beused in each frametypeexecution path. Reuse of these procedures can be applied in the development of an M PEG-2 decoder executable specification. Since M PEG-2 is structured as a super set of the syntax defined in M PEG-1, there are many procedures that can be utilized with only minor modifications. Other procedures such as motion_compensate_forward and idct can be reused in a variety of DCT-based video compression algorithms.

The executable specification also allows detailed analysis of the computational complexity on a procedural level. Table 78.2 lists the computational complexity of some of the procedures identified in Fig. 78.8. This breakdown identifies what areas of the algorithm are the most computationally intensive and the numbers were arrived at through a data flow analysis of theVHDL code. Within the M PEG-1 video decoder algorithm, the most intense computational loads occur in the inverse DCT and motion compensation procedures. Thus, such an analysis can alert the user early in the design process to potential design issues. While parallelism is a logical topic for the data and control flow

TABLE 78.2 Computational Complexity of Some Specification Procedures

| Procedure | Int Adds | Int Div | Comp | Int Mult | $\exp$ | Real Add | Real Mult |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| vlc | - | - | 2 | - | - | - | - |
| advance_bit | 10 | 16 | 9 | - | - | - | - |
| int_to_unsigned_bit | 8 | 16 | 8 | - | - | - | - |
| extract_n_bits | 24 | 16 | 20 | - | - | - | - |
| look_for_start_codes | 9 | 16 | 10 | - | - | - | - |
| runlength_decode | 2 | - | 1 | 1 | - | - | - |
| block_reconstruct | 66 | 64 | 258 | 193 | - | - | - |
| idct | - | - | - | - | - | 1024 | 1216 |
| qmotion_compensate_forward | 1422 | 646 | 1549 | 16 | - | - | - |

modeling section, preliminary investigations can be made from the executable specification itself. With the specifications captured in a language, execution order and data passing between procedures are known precisely. This knowledge facilitates the user in extracting potential parallelism from the specification. From the M PEG-1 decoder executable specification, potential parallelism can be seen in several areas. In an I frame, no data dependencies are present between each $8 \times 8$ block. Therefore, an inverse DCT could potentially be performed on each $8 \times 8$ block in parallel. In $P$ and $B$ frames, data dependencies occur between consecutive $16 \times 16$ blocks (called macroblocks) but no data dependencies occur between slices (a grouping of consecutive macroblocks). Thus, parallelism is potentially exploitable at the slice and macroblock level. This information is passed to the data/control flow modeling phase where more detailed analysis of parallelism is done.

It is also possible to delve into implementation requirement issues at the executable specification level. Fixed vs. floating point trade-offs can be examined in detail. The necessary accuracy and resolution required to meet system requirements can be determined through the use of floating and fixed point packages written in VH DL. At Georgia Tech, fixed point packages have been developed. These packages allow the user to experiment with the executable specification and seethe effect finite bit accuracy has on the system model. In addition, packages have been developed which implement specific arithmetic architectures such astheADSP 2100 [25]. This analysisresultsin additional design requirements being passed to hardware and software developers in later design phases.

Finally, the executable specification allows the explicit capture of internal timing and control flow requirements of the MPEG-1 decoding algorithm itself. The written document is imprecise about the details of how timing considerations for presentation and decoder time stamps will be handled. The control necessary to trigger present and decode video frame events is difficult to articulate in a written form. The most difficult aspects of coding the executable specification for a


FIGU RE 78.8: Description of procedural flow within M PEG-1 decoder executable specification.

M PEG-1 decoder were these considerations. The decoder itself hinges on developing a mechanism for robustly determining when to decode or present a frame in the buffer. Events must be triggered using a system time clock which is updated from the input bitstream itself. This task is handled by five processes (start_code, mpeg_layer_one, video_decode_trigger, present_frame_trigger, present_frame_to_decode_file) grouped around a common memory (system_level_memory). This memory was necessary to allow each concurrent process to accesstiming information extracted from the system layer of the input bitstream. These timing and control considerations had to fit into a larger system timing requirement. For a M PEG-1 decoder, the most critical timing constraints are initial latency and the fixed presentation rate (e.g., 30 frames $/ \mathrm{sec}$ ). All other timing considerations were driven by this requirement.

### 78.6 Data and Control Flow Modeling

This modeling level captures data and control flow information in the system algorithms. The objective of data flow modeling is to refine the functional descriptions in the executable specification and capture concurrency information and data dependencies inherent in the algorithm. The output of the refinement process is one or a few manually generated implementation independent representations of the algorithm. These multiple implementations capture potential algorithmic parallelism at a primitive level where primitives are defined as that set of functions contained in a design library. The primitives are signal processing functions such as Fast Fourier Transforms or filter routines at coarse-grained levels to adders and multipliers at more fine-grained levels. The breakdown of primitive elements depend on the granularity exploited by the algorithm as well as potential architectural design paradigms to which the algorithm is mapped. For example, if the design paradigm demands architectures using multiple commercial-off-the-shelf (COTS) RISC processors, the primitives consist of signal processing functional block level elements such as FFTs or FIR filters which exist as performance optimized library elements available for the specific processor. For custom computationally intense designs, the data flow of thealgorithm may bedissected into lower primitive components such as adders and multipliers using bit-slice architectures. In our design flow, the fidelity captured by data/control flow models is shown below:

> Internal: $\{(\mathrm{X})$, (Value true $\rightarrow$ Composite), (All), (X), (M ajor modes) $\}$
> External: $\{(\mathrm{X})$, (Value true $\rightarrow$ Composite), $(\mathrm{X}),(\mathrm{X}),(\mathrm{X})\}$.

Becausethemodelsarepurely functional and their major objectiveisto refinetheinternal representation of the algorithm, there is no timeinformation captured by its internal or external representation as illustrated by the " $X$ ". The internal data processed by the model and external data loaded into the model are typically represented by standard data types such as float and/or integer and in some cases by composite data types such as records or arrays. All internal functionality is represented and is verified using the same data presented to the executable specification. No function is captured via external interfaces since data is input to the model through file input/output. The data processed by the executable specification is also processed by the data/control flow model. No internal or external structural information is captured since the model is implementation independent. Its level of programmability is represented at the application graph level. The applications are major modes of the system under investigation and hence at a low resolution. In general, because the primitive elements can represent adders and/or multipliers, programmability for data/control flow models can resolve to higher resolutions including the microcode level.

The implementation independent representations are compared with the executable specification using the test data supplied by the requirements development phase to verify compliance with the original algorithm design. The representations arethen input to the architecture selection phase and, with additional metrics, determine the final architecture of the system.

Signal processing applications inherently follow the data flow execution model. Processing Graph M ethodology (PGM) [26] from Naval Research Laboratory was developed specifically to capture signal processing applications. PGM supports specification of full system data flow and its associated control. An application is first captured as a graph, where nodes of the graph represent processing and edges represent queues that hold intermediate data between nodes. The scheduling criteria for each nodeisbased on thestateof its corresponding input/output queues. Each queuein thegraph can be linked to one node at a time. Associated with each queue is a control block structure containing information such as size, current amount of data, and threshold. A run-time system provides a set of procedures used by each node to check the availability of data from the upstream queue or available space in the downstream queue. Applications consist of one or more graphs, one or more I/O procedures, and a run-time system interfaced with one or more command programs. ThePGM graphs serve as the implementation independent representation of the algorithm discussed earlier. An example of a 2-D FFT PGM graph is presented in the next section.

Under the support of the RASSP program, a set of tools is being developed by M anagement Communications and Control, Inc. (MCCI) and Lockheed M artin Advance Technology Laboratories [27, 28]. The toolset automates the translation of software architecture specifications to design implementations of application and control software for a signal processing system. Hardware/software architectures are presented to the autocoding toolset as PGM application data flow graphs along with a candidate architectures file and graph partition lists. The lists are generated by hardware/software partitioning tools. The proposed partitions are then simulated for performance and verified against thetop level specification for correct functionality. Theverified partition graphs are then used as inputs to detailed design level autocode tools that generate actual source code. The source code implements the partitions processing specifications using the target processor's math library. It also produces a memory map converting all queues and variables to static buffers. Finally the application graph, with its set of source files, are translated to run-time data structures that are used by the run-time system to create an executable image of the application as distributed tasks on the target processors.

Other toolsprovidepathsfrom specification to hardwareand arebriefly mentioned. ThePtolemy[29, 30] design system from the University of California at Berkeley provides a synchronous data flow domain which can be used to perform system level simulations. Silage, another product of UC Berkeley is a data flow modeling language. Data Flow Language (DFL), a commercial version of Silage is used in M entor Graphics' DSP Station to perform algorithm/architecturetradeoffs. It also provides a path to synthesis as a high-level design entry tool.

### 78.6.1 Data and Control Flow Example

An example of a small PGM application is presented in Fig. 78.9. The graph represents a two dimensional FFT program implemented in PGM. The graph captures both the functionality and the data flow aspects of the application. The source data is read from a file and represents the I/O processor that would normally provide the input data stream. The data are then distributed to a number of queues serving as inputs to the FFT primitives that perform the operations on the rows of the input stream. The output of the FFT primitives flow to another set of queues that are input to the corner turn graph. Once the data are sorted correctly, they are sent to the input queues of the column FFT primitives. The graph is then executed by the simulator where the functionality, queue sizes, and communication between nodes are examined. This same graph is input to the hardware/software partitioning tools that generate the partition list. Given the partition list and the hardware configuration file, the autocode tool set generates the load image for the target platform.


FIGURE 78.9: Example PGM application graph.

### 78.7 Architectural Design

Signal processing systems are characterized as having high throughput requirements as well as stringent physical constraints. However, due to economic objectives, signal processing systems must also be developed and produced at minimal cost, while meeting time-to-market constraints in order to maximize product profits. Such cost-effective systems can only be produced by applying a high degree of cost emphasis during the early stages of design. Although the conceptual design process typically involves less than $4 \%$ of the total prototyping time and cost, it accounts for more than $70 \%$ of a system's life cycle cost. Consequently, the goal of the architecture designer is to optimize preliminary architectural design decisions with respect to the dominant system-level cost elements such as acquisition costs, maintenance costs, and time-to-market costs, while satisfying performance and physical constraints.

### 78.7.1 Cost Models

Current rapid prototyping design methodologies have overlooked an important characteristic of software prototyping. Various parametric studies based on historical project data show that software is difficult to design and test if "slack" margins for hardware CPU and memory resources are overly restrictive[31]. Severe resource constraints may require software developers to interact directly with the operating system and/or hardware in order to optimize the code to meet system requirements. Such constrained architectures particularly increase the integration and test phase because resource constraints usually are not pushed until all software pieces come together. In systems in which most hardwareissimply commercial-off-the-shelf (COTS) parts, thetimeand cost of softwareprototyping and design can dominate the schedule and budget. If physical constraints permit, the hardware platform can be relaxed to achieve significant reductions in overall development cost and time. This principle of software prototyping is illustrated in Fig. 78.10 [14, 32]. The figure shows how system costs are dominated by softwarecosts, especially at low production volumes, when CPU and memory utilization is high. However, as the utilization of these hardware resources is reduced, the software costs decrease drastically. M ost parametric software cost estimation models quantitatively represent this principle. For example, the embedded mode Revised Intermediate COCOM O (REVIC) [33] software development cost and time models can be written as follows:

$$
\begin{align*}
& S_{C}=C_{S}\left[3.312 \times L^{1.2} \times F_{E} \times F_{M} \times \prod_{i=1}^{17} F_{i}\right]  \tag{78.1}\\
& S_{T}=4.376\left[3.312 \times L^{1.2} \times F_{E} \times F_{M} \times \prod_{i=1}^{17} F_{i}\right]^{0.32} \tag{78.2}
\end{align*}
$$

$S_{C}$ refers to the software development cost in dollars. $S_{T}$ depicts development time in months. $C_{s}$ is the software labor cost per person-month of effort. $L$ denotes the number of delivered source instructions (thousands) including application code, OS kernel services, control and diagnostics, and support software. The $F_{i}$ s represent additional cost drivers which model the effect of personnel, computer, product, and project attributes on software cost. $F_{E}$ and $F_{M}$ are effort adjustment factors which denote the effect of the execution time margin and storage margin on development cost. The relation between these effort adjustment factors and CPU and memory utilization is shown in Table 78.3. Linear interpolation is used to determine the effort multiplier values for utilizations between the given data points displayed in the table.

Despite the fact that many signal processing systems are being implemented with purely software solutions due to flexibility and scal ability requirements, thecombination of high throughput require ments and stringent form factor constraints sometimes necessitate the need for implementing part

TABLE 78.3 Execution Time and M ain Storage Constraint Effort

| Multipliers |  |  |  |
| :---: | :---: | :---: | :---: |
| Rating | Utilization | $F_{E}$ | $F_{M}$ |
| Nominal | Up to $50 \%$ | 1.00 | 1.00 |
| High | $70 \%$ | 1.11 | 1.06 |
| Very high | $85 \%$ | 1.30 | 1.21 |
| Extra high | $95 \%$ | 1.66 | 1.56 |



- Infeasible region due to form constraints

FIGURE 78.10: Hardware/software prototyping costs.
of the system with dedicated hardware elements such as ASICs or FPGAs. Even though ASICs can providesizableincreases in performance and size efficiency, they comewith a heavy development cost penalty which can usually only bejustified by high volume production. In order to quantify this effect for trade-off analysis, parametric hardware cost models can be used. For example, the parametric cost model presented in $[34,35$ ] for ASIC design provides the following hardware development time and cost relations for ASIC development:

$$
\begin{align*}
& H_{C}=C_{h}\left\{(1+D)^{Y R}\left[A+B\left(S_{h}\right)^{H}\right]\right\}  \tag{78.3}\\
& H_{T}=3.5\left\{(1+D)^{Y R}\left[A+B\left(S_{h}\right)^{H}\right]\right\}^{0.34} \tag{78.4}
\end{align*}
$$

$Y R$ is 1984 minus the year of the bulk of the design effort, $C_{h}$ is the hardware labor cost per personmonth, and $A, B, D$, and $H$ are parameters of the model. $D$ is the average annual improvement factor; $A$ is the startup manpower; $B$ is a measure of the productivity; and $H$ is a measure of economies/diseconomies of scale. FPGAs provide more flexibility and lower cost penalties than ASICs at the expense of performance and size efficiency. From the FPGA cost model presented in [36], we will assume that FPGA development time and cost can be modeled as roughly one-third of that obtained for a comparable size ASIC. Although rising HW/SW development costs have very detrimental effects on life cycle cost, the effect of an increase in development time can be much more devastating.

Time-to-market costs can often outweigh design, prototyping, and production costs. A recent survey showed that being six months late to market resulted in an average of $33 \%$ profit loss. Engineering managers stated that they would rather have a $100 \%$ overrun in design and prototyping
costs than be three months late to market with a product. Early market entry allows for increased brand name recognition, market share, and product yields. Market research performed by Logic Automation has shown that the demand and potential profits for a new HW/SW product can be modeled by a triangular window of opportunity as shown in Fig. 78.11 [36]. Figure 78.11 illustrates the effect of delivering a product to market late. The shaded region of thetriangle signifies the loss of revenue due to late entry in the market. This loss in revenue can be quantitatively stated as follows:

$$
\begin{equation*}
R_{L}=R_{0} \times D(3 W-D) /\left(2 W^{2}\right) \tag{78.5}
\end{equation*}
$$

$R_{0}$ refers to the expected product revenue, $D$ is the delay (months) in delivering a product to market, and $W$ is half the product lifetime (months). Therefore, in order to maximize profits, the product must be on the market by the start of the demand window.


FIGURE 78.11: Time-to-market cost model.

### 78.7.2 Architectural Design Model

In this section, we present a cost-driven approach to conceptual architecture design. The conceptual architecture design process consists of HW/SW partitioning, architecture selection, and software partitioning. As input, this design stage acceptstheapplication data/control flow graph, system-level performance requirements, form factor constraints, schedule constraints, and HW/SW reuse library parameters. As output, this stage produces an architecture candidate which serves as input to the architectural verification stage. VHDL performancemodels, described in thenext section, areused to verify thearchitecturecandidate. This model isknown as the conceptual prototypeof thesystem. If the conceptual prototype does not meet performance specifications, updated performance parameters are back annotated to the architecture design process, and the process is repeated.

The architectural design problem can be modeled as a constrained optimization problem. The objective of cost-effective architecture design is to choose a $\mathrm{HW} / \mathrm{SW}$ architecture which minimizes total lifecyclecost, whilemaximizingpotential product profitssubject to performanceand form factor constraints. Our approach quantitatively modelsthearchitecturedesign processby formulatingitas a
non-linear mixed-integer programming problem. In order to provide support for high performance signal processing applications, we assume a distributed memory architecture composed of multiple programmable processors, ASICs, I/O devices, and/or FPGAs connected over a crossbar network. The goal of the architectural design process in this context is to determine the number and type of programmable processors (i860, SHARC, etc. ), the memory capacity, the number of dedicated hardwareelements (ASIC, FPGA), and to map thedata/control flow graph nodes to the architectural elements in a manner that optimally meets design and economic objectives.

An example mathematical programming formulation that can be used to model the architecture design process is shown in Fig. 78.12. The major decision variables of the model are defined as

```
    Objective: Minimize software development costs, hard-
ware dev./prod. costs, NHE costs,and revenue losses
\(\sum_{i=1}^{2} C_{h} h_{i}+C_{N R E} \sum_{j=1}^{N} \sum_{i=1}^{N}{o_{i}^{\text {asic }} \delta_{i j}}^{(1) V\left(C^{\text {mem }} \mu\right)+}\)
\(v\left(\sum_{i=1}^{M} C_{i}^{\text {proc }} \rho_{i}\right)+V\left(\sum_{j=1}^{N} \sum_{i=1}^{N} C^{f p g a_{a}}{ }_{i}^{f g a_{j}} \beta_{i j}\right)+\)
\(v\left(\sum_{j=1}^{N} \sum_{i=1}^{N} C^{a s i c} a_{i}^{a s i c} \delta_{i j}\right)+H_{0} d(3 W-d) /\left(2 W^{2}\right)+\)
\(C_{s} s\)
    subject to:
    Software development cost definition constraint
\(-Z w_{i j} \leq\left(s-3.312 L^{1.2} f_{i}^{E} f_{j}^{M} \prod_{i=1}^{17} F_{i}\right) \leq Z U_{i j}\) where
\(f_{1}^{E}=1, f_{1}^{M}=1\)
\(f_{2}^{E}=0.55 u_{p}+0.725, f_{2}^{M}=0.3 u_{m}+0.85\)
\(f_{s}^{E}=1.27 u_{p}+0.223, f_{s}^{M}=u_{m}+0.36\)
\(f_{4}^{E}=3.6 u_{p}-1.76, f_{4}^{M}=3.5 u_{m}+1.765\)
    Software development time definition constraint
\(4.376 s^{0.32}-\left(d_{s}^{+}-d_{s}^{-}\right)=1 S\)
    ASIC development cost definition constraint
\(h_{1}-(1+D)^{Y R}\left[A+B\left(\sum_{j=1}^{N} \sum_{i=1}^{N} a_{i}^{a s i c} \delta_{i j}\right)^{H}\right]=0\)
    ASIC development time definition constraint
\(h_{c} \geq(1+D)^{Y R}\left[A+B\left(\sum_{i=1}^{N} a_{i}^{a s i c} \delta_{i j}\right)^{H}\right]\) for \(j=1, \ldots, N\)
\(3.5 h_{c}^{0.34}-\left(d_{\text {abic }}^{+}-d_{a B i c}^{-}\right)=T_{S}\)
    HIPGA development cost definition constraint
\(h_{2}-\left\{(1+D)^{\boldsymbol{r}}\left[A+B\left(\sum_{j=1}^{N} \sum_{i=1}^{N} a_{i}^{f p s a} \beta_{i j}\right)^{H}\right]\right\} / 3=0\)
    FIPGA development time definition constraint
\(h_{c}^{\prime} \geq(1+D)^{Y R}\left[A+B\left(\sum_{i=1}^{N} a_{i}^{f p g a} j_{i j}\right)^{H}\right]\) for \(j=1, \ldots, N\)
\(\left(3.5\left(h_{c}^{\prime}\right)^{0.34}\right) / 3-\left(d_{f p g a}^{+}-d_{j p g a}^{-}\right)=T_{S}\)
    System-level performance constraint
\(\sum_{k=1}^{N} \sum_{j=1}^{M} \sum_{i=1}^{N} t_{i j}^{p r o c} \alpha_{i j k}+\sum_{j=1}^{N} \sum_{i=1}^{N} t_{i j}^{a s i c} \delta_{i j}+\)
\(\sum_{j=1}^{N} \sum_{i=1}^{N} t_{i j}^{\prime p}{ }^{p a} \beta_{i j}-\sum_{i=1}^{M} \rho_{i}\left(O_{i}^{P}+\left(O^{M}\left(\rho_{i}-1\right)\right)-\right.\)
\(O_{c o m m}+\sum_{k=1}^{N} \sum_{j=1}^{M} \sum_{i=1}^{N-1} \sum_{l=i+1}^{N} c_{i l} \alpha_{i j k} \alpha_{l j k}+\)
\(\sum_{j=1}^{N} \sum_{i=1}^{N-1} \sum_{k=i+1}^{N} c_{i k} \beta_{i j} \beta_{k j}+\)
\(\sum_{j=1}^{N} \sum_{i=1}^{N-1} \sum_{k=i+1}^{N} c_{i k} \delta_{i j} \delta_{k j} \geq T_{S Y S}\)
    Hardware/Software partitioning constraint
\(\sum_{k=1}^{\frac{1}{N} \sum_{j=1}^{M} \alpha_{i j k}+\sum_{j=1}^{N}\left(\beta_{i j}+\delta_{i j}\right)=1 \text { for } i}=1,2, \ldots, N\)
```



FIGURE 78.12: Architecture design model.
follows:
$\alpha_{i j k}=1$, if DFG task $i$ is implemented on the $k$ th programmable processor of type $j$, otherwise $0 ;$
$\beta_{i j}=1$, if DFG task $i$ is implemented on the $j$ th FPGA, otherwise 0 ;
$\delta_{i j} \quad=1$, if DFG task $i$ is implemented on the $j$ th ASIC, otherwise 0 ;
$\rho_{i} \quad=$ the number of programmable processors of type $i$ in the architecture;
$\mu \quad=$ the number of DRAM chips in the architecture;
$d \quad=$ the delay in delivering the product to market(months);
$u_{p}=$ the overall processor utilization;
$u_{m} \quad=$ the overall memory utilization;
$y_{i} \quad=$ is a binary variable which signifies the processor utilization interval;
$g_{i} \quad=$ is a binary variable which signifies the memory utilization interval;
$f_{i}^{E} \quad=$ the execution time constraint effort multiplier for processor utilization interval $i$;
$f_{i}^{M} \quad=$ the memory constraint effort multiplier for memory utilization interval $i$;
$s \quad=$ the software development effort (person-months);
$h_{i} \quad=$ the hardware development effort for dedicated hardwaretype $i$ (person-months);
$n_{i j} \quad=1$ if processor $j$ of type $i$ is included in the architecture, otherwise 0 ;
$l_{j k}^{m} \quad=$ the local memory allocated to processor $k$ of type $j$.
Additional model parameters include:
$C_{N R E}=$ the overall non-recurring engineering cost per unit ASIC die area
$N \quad=$ thenumber of tasks(nodes) in thedata/control flow graph; also, themaximum number of computational elements in the architecture
$V=$ the production volume
$C_{i}^{\text {proc }}=$ the procurement cost for a programmable processor of type $i$
$C^{\text {mem }}=$ the procurement cost for per DRAM chip
$M \quad=$ the number of different types of programmable processors
$C^{\text {fpga }}=$ the production cost per unit size for an FPGA
$C^{\text {asic }}=$ the production cost per unit size for an ASIC
$T_{S} \quad=$ theamount of timeafter system concept when the product should bedelivered to market
$Z \quad=$ a very large number
$Y \quad=$ the minimum allowableASIC yield
$K \quad=$ the process defect density
$U^{\text {fpga }}=$ the size limit on a single FPGA
$U_{A} \quad=$ the area limit on the system
$U_{P} \quad=$ the power limit on the system
$S_{i} \quad=$ the peak throughput of processor $i$
$t_{i j}^{\text {proc }}=$ the throughput of task i implemented on processor $j$
$t_{i}^{\text {asic }}=$ the throughput of task i implemented on an asic
$t_{i}^{\text {fpga }}=$ the throughput of task i implemented on an fpga
$O_{i}^{P}=$ theprocessor overhead (scheduling, resourcemanagement, dispatching, context switching)(ops/sec)
$O^{M}=$ multiprocessor overhead factor
$T_{\text {sys }} \quad=$ the minimum required system level throughput
$m_{i}=$ the memory requirement for task $i$
$O^{M E M}=$ thetotal memory required for OS services, control and diagnostics, and support software
$O^{l m} \quad=$ thelocal memory required for OSservices, control and diagnostics, and supportsoftware
$\Delta_{p} \quad=$ is a constant that defines the desired utilization range on a processor
$c_{k l} \quad=$ the throughput penalty for transferring data between tasks $k$ and $l$ off-chip
$C_{\text {comm }}=$ the worst case total throughput penalty due to transferring data between tasks off-chip
We are currently using the GAM S [37] optimization system to solve examples of this form. M ore specifically, theGAM S/DICOPT non-linear mixed-integer programming packageis being employed. DICOPT utilizes non-linear optimization programs such as M IN OS or CONOPT and mixed-integer programming packages such as OSL to rigorously solve these problems. Linearization techniques
such as those described in [38] are also being applied to the models to improve computational efficiency.

Interestingly, while the rapid prototyping community has largely ignored rigorous integer programming methods for "quick" simplified heuristics, the communications industry (e.g., AT\&T, Airlines reservation systems, etc. ) routinely uses optimization al gorithms with variables numbering in a few tens of thousands and more. The authors feel that complex nonlinear and multiobjective functions cannot be optimized via the "human-in-the-optimization-loop" methods, and any extra effort spent in the conceptual phase of the design process is time well spent.

### 78.8 Performance Modeling and Architecture Verification

The selection process for possiblesystem architectures was discussed in the previous section. Performance models [39, 40, 41, 42] are used to verify that the architectures adhere to specific time-critical system constraints. The advantages of performance models include:

- They capturethetime aspects of thesystem under development (i.e., throughput, latency, and resource utilization) and present this information for rapid evaluation.
- They verify the performance of proposed architectures found in the architectural design stage.
- They allow for true HW/SW codesign by simulating the behavior of software on performance models of processor hardware. The model of software can take many forms, one being a simple delay which models the performance of a library software primitive executing on a specific processor. For example, an Analog Devices SH ARC 2106X chip executes a Fast Fourier Transform (FFT) in shorter time than a Texas Instruments C30 processor. The performance model captures this information through the use of generic parameters and when simulated, uses this parameter to determinehow long the processor will be utilized while performing the function [40, 41].
- They provide the capability for modeling operating system effects on multiprocessor network architectures [41].
- Performance model development time is shorter when compared with that of fully functional models and hence library population can be done in-cycle.

The fidelity attributes of token-based performance models used for system architecture verification through simulation arelisted below:

> Internal: $\{($ Clock cycle $\rightarrow$ System event), (X), (X), (X), (Assembly $\rightarrow$ Primitive $)\}$
> External: $\{($ Clock cycle $\rightarrow$ System event), (X), (X), (Full Structure $\rightarrow$ Black box), (X).

Temporal information for both the internal and external attributes are captured at multiple levels depending on the application modeled. For example, the system event level can capturelarge blocks of data passing over an interconnect network or the simulating of a large time slice of processing on a single processor. System events occur in the 10s of microseconds to 10 s of milliseconds time span and potentially could contain millions of actual clock cycles. The clock cycles, however, are not simulated, only the time events where information is interchanged or processed. At higher resolutions, details may be required to capture how an interconnect network handles data streams from multiple processors at the clock cycle level. The performance models we use for architecture verification fall into these categories and an example is presented later. Performance level models do not capture the function or data values of the system but focus on its time aspects. Internally, a performance model has no structure, but externally, the structure can be represented by any level in theresolution hierarchy. For example, a network architecturemodel consisting of multipleprocessors
and interconnect ASIC scould be described by first instantiating each of the components in a network model, then by connecting them using a performance model of a particular bus or interconnect protocol. At the other extreme, the model may be represented by a black box that outputs tokens based on a specified control input with the internal details represented by abstract behavior. On the RASSP program, the programmability generally was captured at the DSP function primitive level where signal processing procedures (FFT, etc.) are scheduled on performance models of processors. The processor models can, however, be defined for much higher resolutions where the primitives represent assembly level instructions.

The efficiency of these models is very high because the code is written at the behavioral level of abstraction in VHDL. Signalsareused to passabstract datatypesknown astokensbetween component elements. Thetokensarerecord types in VHDL and taketheform asshown in Fig. 78.13. All protocol handlinginformation iscarried within it. Thisdatatypeis referred to ascuethroughout theremainder of the paper. The cue data type is used as a virtual packet to pass information between elements in a system architecture. It contains fields for capturing statistical information about how the data is passed through a processor network (priority, collisions, retries, routes), information on the source and destination of packet (src_id, dest_id), packetsize(c_size, resp_size), packet identification number (c_id), and transmission status (c_state). There arealso user defined fieldsthat allow theperformance model designer to implement model specific details (int_user1, int_user2, real_user1, real_user2).

block size : size type;
-*** the block size of response requested by the packet.
init tirne : TIME; -- initial time
-- protocol field
prionity : INTEGER;
c_state : Cue_state_type; .- packet state
TYPE cue_state_type IS (IDLE,REO,ACK, BUSY,
..** USERSTATE1, USERSTATE2);
protocol : STRING(1 TO 8);
-- *** the protocol name, e.g. "pt_to_pt"
colisions : INTEGER;
retries : INTEGER;
route : INTEGER;
-- user-defined field
int_ueer1 : INTEGER;
int_user2 : INTEGER;
real user 1 : INTEGER;
bits user1 : BIT_VECTOR(15 downto 0);
-- *** Used to set some special hlegs or handshaking signals.
.- *** e.g. "burst" in HIPPi ...
END RECORD:

FIGURE 78.13: The declaration of cue. The information of each communication transaction is contained in three fields - basic information field, protocol field, and user-defined field.

Interoperability is determined by the ability of models with a similar external fidelity to communicate. For performance models to achieve this goal, a token format must be defined and standardized. Currently, there are no standards to meet this demand. Protocol converters can be developed to link performancemodels with alternatetoken structures but a standard is encouraged. RASSP is pursuing a standard.

### 78.8.1 A Performance Modeling Example: SCI Networks

A Scalable Coherent Interface (SCI) performance model has been developed as an example. The executableSCI model can serve as an executable specification for the communication protocol. Figure78.14illustratestheSCI nodeinterfacestructure. Linctransmitsor bypasses packets, and performs the primary SCI protocols. REC_QUEUE and TR_QUEUE areFirst-In-First-Out bufferswhich store receive packets and transmit packets. Processor contains a responder and a res handler; responder generates the response packets for the request packets who ask for responses, and res_handler serves as a response packet consumer. The packet generator is used to create cues according to the required communication patterns. Connecting the SCI node interface, designers can easily construct an SCl network and create their inputs to evaluate the performance results.

Among the processes of the SCl node, mux_process dominates the primary communication protocol. TheSCI protocol can be converted to the state diagram shown in Fig. 78.15. Based on thestate diagram, the VHDL representation of mux_process at the performance level is written as shown in Fig. 78.16. M UX_Process is activated by st_pkt, bf_pkt, tr_pkt, and M U X_State and changes M U X_State according to the state diagram.

### 78.8.2 Deterministic Performance Analysis for SCI

A key requirement of real-timeDSP architectures is determinism. M ost designers would liketo know the guaranteed worst-case performance rather than the average or peak performance. In order to make the performance determinable, an SCI network must satisfy the following constraints:

Step 1. The size of each packet is deterministic.
Step 2. The interprocessor communications are deterministic.
Step 3. All arrival packets are accepted. That is to say, packets should not be retransmitted in an SCI ring. The retry packets might prevent sending the fresh packets and make the throughput and latency unpredictable.

DEFINITION 78.1 If a packet is retransmitted from the transmit queues, it is called a retry packet. If a packet is transmitted for the first time, it is called a fresh packet.

A basic SCI network is a unidirectional SCI ring. The maximum number of nodes traversed by a packet is equal to $N$ in an SCI ring, and the worst-case path contains a M UX, a stripper, and ( $N-2$ ) links. So, we find the worst case latency, $L_{\text {worst-case, }}$ is :

$$
\begin{align*}
L_{\text {worst-case }} & =T_{\text {MUX }}+T_{\text {wire }}+T_{\text {stripper }}+(N-2) \cdot T_{\text {linc }}  \tag{78.6}\\
& =(N-1) \cdot T_{\text {linc }}-T_{\text {FIFO }} \tag{78.7}
\end{align*}
$$

where the link delay, $T_{\text {linc, }}$, is equal to $T_{\text {MUX }}+T_{\text {FIFO }}+T_{\text {stripper }}+T_{\text {wire }} T_{\text {MUX }}$ is the M UX delay, $T_{\text {wire }}$ is the wire delay between nodes, $T_{\text {stripper }}$ is the stripper delay, and $T_{\text {FIFO }}$ is the full bypass FIFO delay.

The SCI link bandwidth, $B W_{\text {link }}$, is equal to 1 byte per second per link; the maximum bandwidth of an SCl ring is proportional to the number of nodes:

$$
\begin{equation*}
B W_{\text {ring }}=N \cdot B W_{\text {link }}(\text { bytes } / \text { second }) \tag{78.8}
\end{equation*}
$$

where $N$ is the number of nodes. Now let us consider the bandwidth of an SCI node. Since each link transmits the packets issued by all nodes in the ring, $B W_{\text {link }}$ is shared by not only transmitting packets but passing packets, echo packets, and idle symbols.

$$
\begin{equation*}
B W_{\text {link }}=b w_{\text {transmitting }}+b w_{\text {passing }}+b w_{\text {echo }}+b w_{\text {idle }} \tag{78.9}
\end{equation*}
$$



FIGURE 78.14: The SCI node interface performance model.


FIGURE 78.15: The state diagram of MUX.

```
MUX_Process : PROCESS(st_pkt, bf_pkt_ tr_pkt, MUX_State)
VARIABLE tme_busy : TIME;
BEGIN
    IF (now = 0 ns) THEN
    MUX_State <= idle;
END IF;
CASE MUX_State IS
    WHEN idle =>
    IF (tr_pkt_state = idle) THEN
        IF (st_pkt'Event AND st pkt.state /= idle) THEN
        time_busy:= TransferTime(st pkt.size);
            -.**** calculate the transfer time of the packet
        Out_Token <= st_pkt after WIRE_DELAY+OUT_DELAY;
        MUX_State <= busy_pass;
        MUX_State <= req_pass after time_busy;
        ELSE
        IF (bf_pkLstate /= idle) THEN
            time_busy := TransferTime(bf_pkt.size);
            Out_Token < bf_pkt after WIRE_DELAY+OUT_DELAY;
            MUX_State <= busy_pass;
            MUX_State <= req_pass after time_busy;
        END IF;
        END IF;
        ELSE
        time_busy := TransferTime(tr_pklsize);
        Out Token < < tr_pkt after WIRE_DELAY+OUT_DELAY;
        -- insert idle symbol
        Out_Token <= idle pkt
                        after time_busy+WIRE_DELAY+OUT_DEIAY;
        MUX State <= busy_tr;
        MUX State <= req_pass after time_busy + SCI_BASE_TIME;
            -- *** SCI_BASE_TLME := 2 ns;
        END IF;
```

```
VARIABLE minp_pkt : ucue := init_pkt;
```

```
VARIABLE minp_pkt : ucue := init_pkt;
```

$\qquad$

```
WHEN busy_tr =>
    WHEN busy_pass =>
    WHEN req pass }
    IF (st_pkt'Event AND st_pkt.state /= idle) THEN
    time busy:= TransferTime(st pkt.size);
    Out_Token <= st_pkt after WIRE_DELAY+OUT_DELAYY;
    MUX_State <= busy.pass;
    MUX_State <= req_pass after time_busy;
    ELSIF (bf_pkLstate /= idle) THEN
    time busy := Transfer'Time(bf piktsize);
    Out_Token <= bf_pkt after WIRE_DELAY+OUT_DELAY;
    MUX_State <= busy_pass;
    MUX_State<= req_pass after time_busy;
    ELSIF (tr_pkt.state /=idle) THEN
    time_busy := TransferTime(tr_pkt.size);
    Out_Token <= tr_pkI after WIRE_DELAY +OUT_DELAY;
    Out Token <= idle pkt
                after time_busy+WIRE_DELAY+OUT_DELAY;
    MUX State <= busy tr;
    time_busy:= time busy + SCI BASE_TIME;
    MUX_State <= req_pass after time_busy;
    ELSE
    MUX_State<= idle;
    END IF;
END CASE;
END PROCESS MUX_Process;
```

FIGURE 78.16: The VHDL process of MUX.
where $b w_{\text {transmitting }}$ is the consumed bandwidth of transmitting packets, $b w_{\text {passing }}$ is the consumed bandwidth of passing packets, $b w_{\text {echo }}$ is the consumed bandwidth of echo packets, and $B W_{\text {idle }}$ is the consumed bandwidth of idle symbols. Assuming that the size of the send packets is fixed, we find $b w_{\text {transmitting }}$ is:

$$
\begin{gather*}
b w_{\text {transmitting }}=B W_{\text {link }} \cdot \frac{N_{\text {transmitting }} \cdot D_{\text {packet }}}{D_{\text {link }}}  \tag{78.10}\\
=B W_{\text {link }} \cdot \frac{N_{\text {transmitting }} \cdot D_{\text {packet }}}{\left(N_{\text {passing }}+N_{\text {transmitting }}\right) \cdot\left(D_{\text {packet }}+16\right)+N_{\text {echo }} \cdot 8+N_{\text {idle }} \cdot 2} \tag{78.11}
\end{gather*}
$$

where $D_{\text {packet }}$ isthe data size of a transmitting packet, $D_{\text {link }}$ is the number of bytes passed through the link, $N_{\text {transmitting }}$ isthenumber of transmitting packets, $N_{\text {passing }}$ isthenumber of passing packets, $N_{\text {echo }}$ is thenumber of echo packets, and $N_{\text {idle }}$ is the number of idlesymbols. A transmitting packet consists of an unbroken sequence of data symbols with a 16-byte header that contains address, command, transaction identifier, and status information. The echo packet uses an 8-byte subset of the header while idle symbols require only 2 bytes of overhead. Because each packet is followed by at least an idle symbol, the maximum $b w_{\text {transmitting }}$ is:

$$
\begin{equation*}
B W_{\text {transmitting }}=B W_{\text {link }} \cdot \frac{N_{\text {transmitting }} \cdot D_{\text {packet }}}{\left(N_{\text {passing }}+N_{\text {transmitting }}\right) \cdot\left(D_{\text {packet }}+18\right) N_{\text {echo }} \cdot 10} \tag{78.12}
\end{equation*}
$$

However, $B W_{\text {transmitting }}$ might be consumed by retry packets; the excessive retry packets will stop sendingfresh packets. In general, when theprocessing rateof arrival packets, $R_{\text {processing, }}$, islessthan the arrival rate of arrival packets, $R_{\text {arrival }}$, the excessive arrival packets will not be accepted and their retry
packets will be transmitted by the sources. This cause for rejecting an arrival packet is the so-called queue contention. Thenumber of retry packets will increase with time because retry packets increase the arrival rate. Once $b w_{\text {transmitting }}$ is saturated with fresh packets and retry packets, the transmission of fresh packets is stopped resulting in an increase in the number of retry packets transmitted.

Besides queue contention, incorrect packets causethe rejection of an arrival packet. This indicates a possible component malfunction. No matter what the cause, the retry packets should not exist in a real-time system in that two primary requirements of real-time DSP are data correctness and guaranteed timing behavior.

### 78.8.3 DSP Design Case: Single Sensor Multiple Processor (SSMP)

Figure 78.17 showsa DSP system with a sensor and $N$ processing elements(PEs). This system iscalled the SingleSensor M ultiple Processor. In this system, thesensor uniformly transmits packetsto each PE and the sampling rate of the sensor is $R_{\text {input }}$. For the node $i$, if the arrival rate, $R_{\text {arrival }, i}$, is greater than


FIGURE 78.17: TheSSM P architecture. The sensor uniformly transmits packets to each PE and the sampling rate of sensor is $R_{\text {input; }} 50$, the arrival rate of each node is $\frac{R_{\text {input }}}{N}$.
the processing rate, $R_{\text {processing, } i}$, receivequeue contention will occur and unacceptable arrival packets will besent again from the sensor node. Retry packets increasethearrival rateand result in moreretry packets transmitted by the sensor node. Since the bandwidth of the retry packets and fresh packets is limited by $B W_{\text {transmitting, }}$, the sensor will stop reading input data when the bandwidth is saturated. For a real-timeDSP, the input data should not be suspended, thus, the following inequality has to be satisfied to avoid the retry packets:

$$
\begin{equation*}
\frac{R_{\text {input }}}{N} \leq R_{\text {processing }} \tag{78.13}
\end{equation*}
$$

Because the output link of the sensor node will only transmit the transmitting packets, the maximum transmitting bandwidth is:

$$
\begin{equation*}
B W_{\text {transmitting }}=B W_{\text {link }} \cdot \frac{D_{\text {packet }}}{D_{\text {packet }}+18} \tag{78.14}
\end{equation*}
$$

and the limitation of $R_{\text {input }}$ is:

$$
\begin{equation*}
R_{\text {input }} \leq B W_{\text {link }} \cdot \frac{D_{\text {packet }}}{D_{\text {packet }}+18} \tag{78.15}
\end{equation*}
$$


(a)

(b)

FIGURE 78.18: The simulation of SSMP using $i 860$ and SCI ring. (a) The result of SSM $P$ with $R_{\text {input }}=10 \mathrm{M}$ Bytes $/ \mathrm{sec}$. The value of packet5.retries shows that there does not exist any request of retry packets. (b) The result of SSM P with $R_{\text {input }}=100 \mathrm{M} \mathrm{Bytes} / \mathrm{sec}$. A retry packet is requested at 25944 ns.

We now assume a SSM P system design with a 10 M Bytes/sec sampling rate and five PEs where the computing task of each PE is a 64-point FFT. Since each packet contains 64 32-bit floating-point data, $D_{\text {packet }}$ is equal to 256 bytes.

From Eq. (78.13) theprocessingratemust begreater than 2M Bytes/sec, so themaximum processing timefor each packet isequal to $128 \mu s e c$. Becausean n-pointFFT needs $\frac{n}{2} \log _{2} n$ butterfly operations and each butterfly needs 10 FLOPs [44], the computing power of each PE should be greater than 15 M FLOPS. From a design library we pick $i 860$ s to be the processing elements and a single SCI ring to be the communication element in that $i 860$ provides 59.63 M FLOPS for 64 -point FFT and $B W_{\text {transmitting }}$ of a single SCI ring is 934.3 M Bytes/sec which satisfies Eq. (78.15). Using 5 i860s, the
total computing power is equal to 298.15 M FLOPS. The simulation result is shown in Fig. 78.18(a). The result shows that retry packets for $R_{\text {input }}=10 \mathrm{M}$ Bytes $/ \mathrm{sec}$ do not exist.

Asstated earlier, if the processing rateis less than the arrival rate, the retry packets will begenerated and theinputstream will bestopped. Hence, wechanged $R_{\text {input }}$ from 10 M Bytes $/ \mathrm{sec}$ to $100 \mathrm{M} \mathrm{Bytes} / \mathrm{sec}$ to test whether the $i 860$ can process a sampling rate as high as 100 M Bytes/sec. Upon simulating the performance model, we found that the sensor node received an echo packet which asked for retransmitting a packet at 25944 ns in Fig. 78.18(b); thus, we have to substitute another processor with higher M FLOPS for $i 860$ to avoid the occurrence of the retry packets.

Under the RASSP program, an additional example where performance level models were used to help define the system architecture can befound in [45].

### 78.9 Fully Functional and Interface Modeling and Hardware Virtual Prototypes

Fully functional and interface models support the concept of a hardware virtual prototype. The hardwarevirtual prototypeisdefined as a softwarerepresentation of ahardwarecomponent, board, or system containing sufficient accuracy to guarantee its successful hardware system-level realization [5, 47]. Thehardware virtual prototype adopts as its main goals(1) verification of the design correctness by eliminating hardware design errorsfrom thein-cycledesign loop, (2) decreasingthedesign process timethrough first timecorrectness, (3) allowing concurrent codevelopment of hardwareand software, (4) facilitating rapid HW/SW integration, and (5) generation of models to support future system upgrades and maintenance. This model abstraction captures all the documented functionality and interfacetiming of the unit under development.

Followingarchitectural tradestudies, a high level design of thesystem isdetermined. Thishigh level design consists of commercial-off-the-shelf (COTS) parts, in-house design library elements, and/or new application specific designs to be done in-cycle. At this level, it is assumed the COTS parts and in-house designs are represented by previously verified fully functional models of the devices. Fully functional models of in-cycle application specific designs serve as high level models useful for system level simulation. They also serve as golden models for verification of the synthesizable RTL level representation and define its testbench. For system level simulations, this high level model can improve simulation speed by an order of magnitude while maintaining component interface timing fidelity.

The support infrastructure required for fully functional models is the existence of a library of component elements and appropriate HDL simulation tools. The types of components contained in the library should include models of processors, buses/interconnects, memories, programmable logic, controllers, and medium and large scale integrated circuits. Without sufficient libraries, the development of complex models within the in-cycle design loop can diminish the usefulness of this design philosophy by increasing the design time. The model fidelity used for hardware virtual prototyping can be classified as listed below:

Internal: $\{($ Gate $\rightarrow$ Clock cycle), (Bit true $\rightarrow$ Token), (All), (M ajor blocks), (M icro code $\rightarrow$ Assembly)\}
External: \{(Gate $\rightarrow$ Clock cycle), (Bit true), (All), (Full Structure), (X)\}.
Internally and externally, thetemporal information of thedeviceshould beat least clock cycleaccurate. Therefore, internal and external signal events should occur as expected relative to clock edges. For example, if an address line is set to a value after atime of 3 ns from the falling edge of a clock based on the specification for the device, then the model shall capture it. The model shall also contain hooks, via generic parameters, to set thetime related parameters. The user selectablegeneric parameters are
placed in a VHDL package and represent the minimum, typical, and maximum setup times for the component being modeled.

Internal data can be represented by any value on the axis, while the interface must be bit true. For example, in the case of an internal 32-bit register, the value could be represented by an integer or a 32-bit vector. Depending on efficiency issues, one or the other choice is selected. The external data resolution must capture the actual hardware pinout footprint and the data on theselines must bebit true. For example, an internally generated address may bein integer format but when it attempts to access external hardware, binary values must be placed on the output pins of the device. Theinternal and external functionality is represented fully by definition.

Structurally, becausetheexternal pinsmust match thoseof theactual device, theexternal resolution is as high as possible and therefore the device can be inserted as a component into a larger system if it satisfies the interoperability constraints. Internally, the structure is composed of high level blocks rather than detailed gates. This improves efficiency because we minimize the signal communication between processes and/or component elements.
Programmability is concerned with the level of software instructions interpreted by the component model. When developing hardware virtual prototypes, the programmable devices are typically general purpose, digital, or video signal processors. In these devices, the internal model executes either microcodeor thebinary form of assembly instructions and thefidelity of the model captures all the functionality enabling this. Thisfacilitates hardware/software codevelopment and cosimulation. For example, in [5], a processor model of the Intel $i 860$ was used to develop and test over 700 lines of Ada code prior to actual hardware prototyping.

An important requirement for fully functional models to support reuse across designs and rapid systems development is the ability to operate in a seamless fashion with models created by other design teams or external vendors. In order to ensure interoperability, the IEEE standard nine value logic package ${ }^{2}$ is used for all models. This improves technology insertion for future design system upgrades by allowing segments of the design to be replaced with new designs which follow the same interoperability criteria.

Under the RASSP program, various design efforts utilized this stage in the design process to help achieve first pass success in the design of complex signal processing systems. The Lockheed Sanders team developed an infrared search and track (IRST) system [46, 47] consisting of 192 Intel $i 860$ processorsusing a M ercury RACEWAY network along with custom hardwarefor data input buffering and distribution and video output handling. Thehardware virtual prototype(HVP) served to find a number of errors in the original design both in hardware and software. Control code was developed in Ada and executed on the HVP prior to actual hardware development. Another example where hardware virtual prototypes were used can befound in [48].

### 78.9.1 Design Example: I/O Processor for Handling MPEG Data Stream

In this example, we present the design of an I/O processor for the movement of M PEG-1 encoder data from its origin at the output of the encoder to the memory of the decoder. The encoded data obtained from the source is transferred to the VME-bus through a slave interface module which performs the proper handshaking. Upon receiving a request for data (AS low ,WRITE high) and a valid address, thedata is presented on the bus in the specified format (the modeof transfer isdictated by the VME signals LWORD,DS0,DS1 and AM [0..5]). The VME DTACK signal is then driven low by the slave indicating that the data is ready on the bus after which the master accepts the data. It repeats this cycle if more data transfer is required, otherwise it releases the bus. In the simulation of

[^75]the I/O architecture in Fig. 78.19 a Quad-Byte-Block Transfer (QBBT) was done.
The architecture of thel/O processor is described below. Thelink ports werechosen for the design since they were an existing element in our design library and contain the same functionality as the link ports on the Analog Devices 21060 digital signal processor. The circuit's ASIC controller is designed to interface to the VM E bus, buffer data, and distribute it to the link ports. To achieve a fully pipelined design, it contains a 32-bit register buffer both at the input and outputs. The 32-bit data from the VM E is read into the input buffer and transferred to the next empty output register. The output registers send the data by unpacking. The unpacking is described as follows: at every rising edge of the clock (LxCLK) a 4-bit nibbleof theoutput register, starting from the LSB, is sent to the link port data line (LxDAT) if the link port acknowledge (LxACK) signal is high. Link ports that are clocked by LxCLK, running at the twice the core processor's clock rate, read the data from the controller ports with the rising edge of the LxCLK signal. When their internal buffers are full they deassert LxACK to stop the data transfer.

Sincewehavetheoption of transferring datato thelink ports attwicetheprocessor'sclock rate, four link ports were devoted to this data transfer to achieve a fully pipelined architecture and maximize utilization of memory bandwidth. With every rising edge of the processor clock (CLK) a new data can be read into the memory. Figure 78.20 shows the pipelined data transfer to the link ports where DATx represents a 4-bit data nibble. As seen from the table, Port0 can start sending the new 32-bit data immediately after it is done with the previous one. Time multiplexing among the ports is done by the use of a token. The token is transferred to the next port circularly with the rising edge of the processor clock. When the data transfer is complete (buffer is empty), each port of the controller deasserts the corresponding LxCLK which disables the data transfer to the link ports. LxCLKs are again clocked when the transfer of a new frame starts. The slave address, the addressing mode, and the data transfer mode require setups for each transfer. The link ports, IOP registers, DM A control units, and multiport memory models were availablein our existing library of elements and they were integrated with the VME bus model library element. However, the ASIC controller was designed in-cycleto perform theinterface handshaking. In the design of theASIC, we made use of the existing library elements, i.e., I/O processor link ports, to improve the design time. To verify the performance and correctness of the design, thecomparison mechanism weused isshown in Fig. 78.21. TheM PEG1 encoder data is stored in a file prior to being sent over the VM E bus via master-slave handshaking. It passes through the controller design and link ports to local memory. The memory then dumpsits contents to a file which is compared to the original data. The comparisons are made by reading the files in VHDL and doing a bit by bit evaluation. Any discrepancies are reported to the designer.

The total simulation time required for the transfer of a completeframe of data ( 28 Kbytes ) to the memory was approximately 19 min of CPU time and 1 h of wall clock time. These numbers indicate the usefulness of this abstraction level in the design hierarchy. The goal is to prove correctness of design and not simulate algorithm performance. Algorithm simulations at this level would be time prohibitive and must be moved to the performance level of abstraction.

### 78.10 Support for Legacy Systems

A well-defined design process capturing systems requirements through iterative design refinement improves system life cycle and supports the reengineering of existing legacy systems. With the system captured using the top-down evolving design methodology, components, boards, and/or subsystems can be replaced and redesigned from the appropriate location within the design flow. Figure 78.22 shows examples of possible scenarios. For example, if a system upgrade requires a change in a major system operating mode(e.g., search/track), then thedesign process can be reentered at the executable requirements or specification stage with the development of an improved algorithm. The remaining system functionality can serve as the environment test bench for the upgrade. If the system upgrade


FIGURE 78.19: Thesystem I/O architecture

| CLK | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  | 6 |  | 7 |  | 8 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LxCLK | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 |
| PORTE | DAT0 | DAT1 | DAT2 | Dat3 | DAT4 | DATS | Dat6 | DAT7 |  |  |  |  |  |  |  |  |
| PORT1 |  | Dato | Dati | DAT2 | DAT3 | DAT4 | Dats | Dat6 | DAT7 |  |  |  |  |  |  |  |
| PORT2 |  |  | Dato | Dati | DAT2 | Dat3 | Dat4 | Dat5 | Dat6 | Dat7 |  |  |  |  |  |  |
| PORT3 |  |  |  | Dato | DATI | DAT2 | Dat3 | DAT4 | Dats | Dat6 | DAT7 |  |  |  |  |  |

(a)


(c)

FIGURE 78.20: (a) Table showing the full pipelining, (b) token transfer, and (c) signals between a link port and the associated controller port.


FIGURE 78.21: Data comparison mechanism.
consists of a new processor design to reduce board count or packaging size, then the design flow can be reentered at the hardware virtual prototyping phase using fully functional models. Theimproved hardware is tested using the previous models of its surrounding environment. If an architectural change using an improved interconnect technology is required, the performance modeling stage is entered. In most cases, only a portion of the entire system is affected, therefore, the remainder serves as a testbench for the upgrade. Thetest vectors developed in theinitial design can bereused to verify the current upgrade.


FIGURE 78.22: Reengineering of legacy systems in VHDL.

### 78.11 Conclusions

In thischapter, we havepresented a top-down design process based on theRASSP virtual prototyping methodology. The process starts by capturing the system requirements in an executable form and through successive stages of design refinement, and ends with a detailed hardware design. VHDL models are used throughout the design process to both document the design stages and provide a common languageenvironment for which to perform requirementssimulation, architectureverification, and hardware virtual prototyping. Thefidelity of the models contain the necessary information to describe the design as it develops through successive refinement and review. Examples were pre sented to illustrate the information captured at each stage in the process. Links between stages were described to clarify the flow of information from requirements to hardware. Case studies were referenced to point the reader to more detail on how the methodology performs in practice. Tools are being developed by RASSP participants to automate the process at each of the design stages and references are provided for more information.
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[^0]:    ${ }^{1}$ To prove this fact, assume that $y_{1}(t), y_{2}(t), \ldots, y_{n}(t)$ are all solutions of Eq. 2.5a. Then

    $$
    \begin{array}{rll}
    Q(D) y_{1}(t) & = & 0 \\
    Q(D) y_{2}(t) & = & 0 \\
    \ldots \ldots & \cdots & \cdots \\
    Q(D) y_{n}(t) & = & 0
    \end{array}
    $$

[^1]:    ${ }^{2}$ The term eigenvalue is German for characteristic value.

[^2]:    ${ }^{3}$ This is true only if $\zeta$ is not a characteristic root.

[^3]:    ${ }^{4}$ Another minor problem is that because the classical method yields total response, the auxiliary conditions must be on the total response, which exists only for $t \geq 0^{+}$. In practice we are most likely to know the conditions at $t=0^{-}$(before the input is applied). Therefore, we need to derive a new set of auxiliary conditions at $t=0^{+}$from the known conditions at $t=0^{-}$. The convolution method can handleboth kinds of initial conditions. If the conditions aregiven at $t=0^{-}$, we apply these conditions only to $y_{c}(t)$ because by its definition the convolution integral is 0 at $t=0^{-}$.

[^4]:    ${ }^{5}$ For this reason Eq. 2.28a is called a recursive difference equation. However, in Eq. 2.28a if $a_{0}=a_{1}=a_{2}=\cdots=$ $a_{n-1}=0$, then it follows from Eq. 2.28ac that determination of the present value of $y[k]$ does not require the past values $y[k-1], y[k-2], \ldots$, etc. For this reason when $a_{i}=0,(i=0,1, \ldots, n-1)$, the difference Eq. 2.28a is nonrecursive. This classification is important in designing and realizing digital filters. In this discussion, however, this classification is not important. The analysis techniques developed here apply to general recursive and nonrecursive equations. Observe that a nonrecursive equation is a special case of recursive equation with $a_{0}=a_{1}=\ldots=a_{n-1}=0$.

[^5]:    ${ }^{1}$ Nice means in this context that all sums, integrals, Fourier transforms, etc. involving the function exist and are finite.
    ${ }^{2}$ Contrary to the conventional wisdom, we choose to exclude the factor $2 \pi$ from the frequency term $\omega=2 \pi \nu$. This has the advantage that the Fourier transform is orthogonal, without any need for normalizing factors.

[^6]:    ${ }^{3}$ Actually distributions.

[^7]:    ${ }^{4}$ Commuting diagrams are a common mathematical tool to describe that certain sequences of function applications are equivalent.

[^8]:    ${ }^{5}$ This is a common situation when we have to sample a continuous function (on points of the form $A n$ ) and store it in some rectangular storage space ( with addresses $n$ ).

[^9]:    ${ }^{1}$ Reprinted from Signal Processing 19:259-299, 1990 with kind permission from Elsevier Science-NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, The Netherlands.

[^10]:    ${ }^{1} \mathrm{M}$ atlab is a trademark of The M athworks, Inc.

[^11]:    ${ }^{2}$ The eigenvector with the largest eigenvalue.

[^12]:    ${ }^{3}$ For Kaiser window designs, $\delta=\delta_{p}=\delta_{s}$.

[^13]:    ${ }^{4}$ To treat the four linear phase types together, see Eqs. (11.51) through (11.55) in the sequel. Then, $\|E(\omega)\|_{2}$ be comes $\left(\frac{1}{\pi} \int_{0}^{\pi} \bar{W}(\omega)(A(\omega)-\bar{D}(\omega))^{2} d \omega\right)^{\frac{1}{2}}$ where $\bar{W}(\omega)=W(\omega) Q^{2}(\omega)$ and $\bar{D}(\omega)=D(\omega) / Q^{2}(\omega)$ and $A(\omega)$ is as in Eq. (11.31).

[^14]:    ${ }^{5}$ Possibly, however, a single pole is located at $z=0$, in which case their degrees differ by one.

[^15]:    ${ }^{6}$ The half-magnitude frequency $\omega_{o}$ is that frequency such that $A\left(\omega_{o}\right)=\frac{1}{2}$.

[^16]:    ${ }^{7}$ Based on the factorization $\sum_{k=0}^{L-1} z^{k}=\left(z^{L}-1\right) /(z-1)$, the RRS filter is a recursive implementation of the running sum.

[^17]:    ${ }^{8}$ Note that the frequency response of a filter can be symmetric with a nonlinear phase (e.g., seismic migration filters designed in the next section).

[^18]:    ${ }^{9}$ Alternation in the complex case corresponds to a phase shift of $\pi$ when going from one extremal point to the next in sequence.

[^19]:    ${ }^{12}$ M atlab is a trademark of the TheM athworks, Inc. The screen shots were made with permission of The M athworks, Inc.

[^20]:    ${ }^{13}$ DFDP is a trademark of Atlanta Signal Processors, Inc. The screen shots were made with permission of Atlanta Signal Processors, Inc.

[^21]:    ${ }^{1}$ The term cyclostationarity is due to Bennet [3]. Cyclostationary processes in economics and atmospheric sciences are also referred to as seasonal time series [50].

[^22]:    ${ }^{2}$ Nonstationary processes with Fourier transformable 2-D correlations are called harmonizable processes.

[^23]:    ${ }^{3}$ Well-separated samples of such processes are asymptotically independent. Sufficient (so-called mixing) conditions include absolute summability of cumulants and are satisfied by many real life signals (see [5, 12, Ch. 2]).

[^24]:    ${ }^{1}$ Thedifferencebetween thedirect form II or canonical form structureshown in Fig. 18.3 and thedirect form I implementation of this system as described by (18.6) is discussed in [5].

[^25]:    ${ }^{2}$ Here, we have specified $\partial|e| / \partial e=0$ for $e=0$, although the derivative of this function does not exist at this point.

[^26]:    ${ }^{3}$ M ATLAB is a registered trademark of The M athWorks, Newton, MA.

[^27]:    ${ }^{1}$ ThePE condition appliesto $\mathbf{U}_{m}(n)$, rather than $\mathbf{U}_{o}(n)$, sincethisisan analysislocal to $\mathbf{W}=\mathbf{W}$ opt, where $\mathbf{U}_{o}(n)=\mathbf{U}_{m}(n)$.

[^28]:    ${ }^{2}$ Realize, however, that minimizing the square of $e_{o}^{(\infty)}(n)$ in (23.67) is not equivalent to minimizing the squared output error, and in general these two approaches can result in different values for $A\left(q^{-1}\right)$ and $B\left(q^{-1}\right)$.

[^29]:    25 Signal Recovery from Partial Information Christine Podilchuk
    Introduction • Formulation of the Signal Recovery Problem • Least Squares Solutions • Signal Recovery using Projection onto Convex Sets (POCS) • Row-Based M ethods • Block-Based M ethods

    - Image Restoration Using POCS


    # 26 Algorithms for Computed Tomography Gabor T. Herman <br> Introduction •TheReconstruction Problem • Transform M ethods • Filtered Backprojection (FBP) <br> -TheLinogram M ethod • Series Expansion M ethods•Algebraic Reconstruction Techniques (ART) <br> - Expectation M aximization (EM) • Comparison of the Performance of Algorithms 

    27 Robust Speech Processing as an Inverse Problem Richard J. Mammone and Xiaoyu Zhang
    Introduction - Speech Production and Spectrum-Related Parameterization - Template-Based Speech Processing • Robust Speech Processing • Affine Transform • Transformation of Predictor Coefficients • Affine Transform of Cepstral Coefficients • Parameters of Affine Transform • Correspondence of Cepstral Vectors
    28 Inverse Problems, Statistical Mechanics and Simulated Annealing K. Venkatesh Prasad
    Background • Inverse Problems in DSP • Analogies with Statistical Mechanics • The Simulated Annealing Procedure
    29 Image Recovery Using the EM Algorithm Jun Zhang and Aggelos K. Katsaggelos Introduction •The EM Algorithm • Some Fundamental Problems • Applications • Experimental Results • Summary and Conclusion
    30 Inverse Problems in Array Processing Kevin R. Farrell
    Introduction • Background Theory • Narrowband Arrays • Broadband Arrays • Inverse Formulations for Array Processing • Simulation Results • Summary
    31 Channel Equalization as a Regularized Inverse Problem John F. Doherty Introduction • Discrete Time Intersymbol Interference Channel M odel • Channel Equalization Filtering • Regularization • Discrete Time Adaptive Filtering • Numerical Results $\bullet$ Conclusion
    32 Inverse Problems in Microphone Arrays A.C. Surendran
    Introduction: Dereverberation Using M icrophone Arrays • Simple Delay-and-Sum Beamformers

    - M atched Filtering • Diophantine Inverse Filtering Using the Multiple Input-Output (MINT) M odel • Results• Summary

[^30]:    ${ }^{1}$ This corresponds to the case of a shift-varying impulse response.

[^31]:    ${ }^{1}$ In practice, it is difficult to find a set of features invariant to the environmental changes. The robust features currently used are mostly less sensitive to environmental changes.

[^32]:    ${ }^{1}$ The quotes are used to stress that unique deterministic solutions might not exist for such problems and the observed effects might not continuously track the underlying causes. Formally speaking, this is a result of such problems of being ill-posed in thesenseof H adamard [1]. What istypically sought is an optimal solution, such as aminimum norm/minimum energy solution.

[^33]:    ${ }^{2}$ There exist two classes of integral equations ([4], pg. 865): if the limits of integration are fixed, the equations are referred to as Fredholm integral equations; if one of the limits is a variable the equations are referred to as Volterra integral equations. Further, if the unknown function appears only inside the integral the equation is called "first kind", but if it appears both inside and outside the integral the equation is called "second kind".
    ${ }^{3}$ For a more complete description see [1].

[^34]:    ${ }^{1}$ In this chapter, we use $\langle\cdot\rangle$ rather than $E[\cdot]$ to represent expectations since $E$ is used to denote energy functions of the MRF.

[^35]:    ${ }^{1}$ Perceptual coding is not limited to speech and audio. It can be applied also to image and video [16]. In this paper we consider only coders for acoustic signals.

[^36]:    ${ }^{2}$ This power-law relationship between physical and perceptual measures of a stimulus was studied in great detail by S. S. Stevens. This relationship is now commonly referred to as Stevens' Law. Stevens measured exponents for many sensory modalities, ranging from a low of 0.33 for loudness and brightness to a high of 3.5 for electric shock produced by a $60-\mathrm{Hz}$ electric current delivered to the skin.
    ${ }^{3}$ These data were obtained by comparing the loudness of a single 1-kHz tone and the loudness of a four-tone complex of the specified bandwidth centered at 1 kHz . The systematic difference between results when the tone was adjusted ("T"

[^37]:    ${ }^{4}$ Assume RV'sA, $B$, and $X$ aredrawn independently from normal distributions with means $m_{A}, m_{B}$ and $m_{X}$, respectively, and equal standard deviations $\sigma$. It can be shown that the relevant decision variable in the $A X$ experiment has mean $m_{A}-m_{X}$ and standard deviation $\sqrt{2} \times \sigma$, whiletherelevant decision variable in theABX experiment has mean $m_{A}-m_{B}$ and standard deviation $\sqrt{6} \times \sigma$, a value almost twice as large.

[^38]:    ${ }^{1}$ A 3/2-configuration with five high-quality full-range channels plus a subwoofer channel is often called a 5.1 system.

[^39]:    ${ }^{2} \mathrm{~A} 1995$ version of this latter coder was used, therefore its test results do not reflect any subsequent enhancements.

[^40]:    44 Speech Production Models and Their Digital Implementations M.Mohan Sondhi and Juergen Schroeter
    Introduction • Geometry of the Vocal and Nasal Tracts • Acoustical Properties of the Vocal and Nasal Tracts• Sources of Excitation • Digital Implementations
    45 Speech Coding Richard V. Cox
    Introduction • Useful M odelsfor Speech and Hearing• Types of Speech Coders• Current Standards

    ## 46 Text-to-Speech Synthesis Richard Sproat and Joseph Olive <br> Introduction • Text Analysis and Linguistic Analysis • Speech Synthesis • The Future of TTS

    47 Speech Recognition by Machine Lawrence R. Rabiner and B. H. Juang Introduction • Characterization of Speech Recognition Systems • Sources of Variability of Speech - Approaches to ASR by M achine - Speech Recognition by Pattern Matching • Connected Word Recognition •ContinuousSpeech Recognition• Speech Recognition System Issues• Practical Issues in Speech Recognition • ASR Applications

    48 Speaker Verification Sadaoki Furui and Aaron E. Rosenberg<br>Introduction • Personal Identity Characteristics • Vocal Personal Identity Characteristics • Basic Elements of a Speaker Recognition System • Extracting Speaker Information from the Speech Signal - Feature Similarity Measurements• Units of Speech for Representing Speakers • Input M odes • Representations • Optimizing Criteria for M odel Construction • Model Training and Updating • Signal Feature and Score Normalization Techniques • Decision Process • Outstanding Issues

    49 DSP Implementations of Speech Processing Kurt Baudendistel
    Software Development Targets • Software Development Paradigms • Assembly Language Basics • Arithmetic • Algorithmic Constructs
    50 SoftwareTools for Speech Research and D evelopment John Shore
    Introduction • Historical Highlights • The User's Environment (OS-Based vs. Workspace-Based)

    - Compute-Oriented vs. Display-Oriented - Compiled vs. Interpreted • Specifying Operations Among Signals • Extensibility (Closed vs. Open Systems) - Consistency M aintenance • Other Characteristics of Common Approaches • File Formats (Data Import/Export) • Speech Databases - Summary of Characteristics and Uses • Sources for Finding Out What is Currently Available Future Trends

[^41]:    ${ }^{1}$ For example, [3] gives an overview of recent Dutch efforts in this area. Audio examples of several current projects on TTS can be found at the WWW URL http://www.cs.bham.ac.uk/~jpi/synth/museum.html.

[^42]:    ${ }^{2}$ Even in English, single orthographic words, e.g., AT \& T, can actually represent multiple words - A T and T.
    ${ }^{3} \mathrm{~A}$ homograph is a single written word that represents two or more different lexical entries, often having different pronunciations: an example would bebass, which could betheword for a musical range - with pronunciation /bej $s /$ - or a fish - with pronunciation /bæs/. We transcribe pronunciations using the International Phonetic Association's (IPA) symbol set. Symbols used in this chapter are defined in Table 46.1.

[^43]:    ${ }^{4}$ Clearly theabove-described method for homograph disambiguation can also beapplied to other formally similar problems in TTS, such as whether St. to be expanded as Saint or Street, or 747 is to be read as a number seven hundred and forty seven or the name of an aircraft seven forty seven.

[^44]:    ${ }^{1}$ Not all algorithms can use block processing-modems and other signaling systems with very low delay requirements cannot. This technique is generally useful, however, for speech processing applications.

[^45]:    ${ }^{2}$ This is not to say that the C language cannot be used to realize exact arithmetic, which it often is through the machinedependent declaration of data types such as int16 and int32, but rather that the language was not designed for use with exact arithmetic.
    ${ }^{3}$ N ative indicates that codefor a particular processor is developed on that processor, while cross indicates that the host and target processors are different.

[^46]:    ${ }^{4}$ This is a simplified exponent definition used for purposes of illustration. The actual value used in any particular implementation will be machine dependent, but this is of no consequence except as regards the point at which exponent overflow or underflow occurs, rare occurrences in most systems.

[^47]:    ${ }^{5}$ Coding paradigms are discussed in Section 49.3.

[^48]:    ${ }^{1}$ Parts of this manuscript are based on Ramtad, T.A., Aase, S.O., and Husøy, J.H., Subband Compression of Images Principles and Examples, Elsevier Science Publishers BV, North Holland, 1995. Permission to use the material is given by ELSEVIER Science Publishers BV.

[^49]:    ${ }^{1}$ Actually the picture updatefrequency may beeven as low as 16 Hz , to guarantee smooth perceived motion (see, e.g., [3]). The higher display rates are merely necessary to prevent the annoying large area flicker.

[^50]:    ${ }^{2}$ It is assumed here that both filters are normalized to their respective sampling frequency.

[^51]:    ${ }^{1}$ It is coded using H. 263 [3], which is an ITU standard.

[^52]:    ${ }^{1}$ This work was supported in part by the European Union under the RACE-II project DISTIMA and the ACTS project PANORAMA.

[^53]:    ${ }^{1}$ An FIR filter is by definition linear, so an input sinusoid produces at the output a sinusoid of the same frequency. The magnitude and argument of $r(\omega)$ are, respectively, the magnitude and phase responses.

[^54]:    ${ }^{1}$ This restriction can bemodified later as Unitary ESPRIT can estimatethedirections of arrival of two coherent wavefronts due to an inherent forward-backward averaging effect. Two wavefronts are called coherent if their cross-correlation coefficient has magnitude one. The directions of arrival of more than two coherent wavefronts can be estimated by using spatial smoothing as a preprocessing step.
    ${ }^{2} \theta_{k}=0$ corresponds to the direction perpendicular to $\Delta$.

[^55]:    ${ }^{3}$ The results of this chapter also hold if $\boldsymbol{Q}_{M}$ and $\boldsymbol{Q}_{2 N}$ denote arbitrary left $\boldsymbol{\Pi}$-real matrices that are also unitary.
    ${ }^{4}$ Alternatively, $\boldsymbol{E}_{S}$ can be obtained through a real-valued eigendecomposition of $\mathcal{T}(\boldsymbol{X}) \mathcal{T}(\boldsymbol{X})^{H}$ (covariance approach).

[^56]:    ${ }^{5}$ Here, the first row of $\boldsymbol{\Gamma}_{1}^{(3)}$ and $\boldsymbol{\Gamma}_{2}^{(3)}$ combines beams 4 and 5, while the second row of $\boldsymbol{\Gamma}_{1}^{(3)}$ and $\boldsymbol{\Gamma}_{2}^{(3)}$ combines beams 5 and 6.
    ${ }^{6}$ Here, the first row of $\Gamma_{1}^{(3)}$ and $\Gamma_{2}^{(3)}$ combines beams 1 and 2, while the second row of $\Gamma_{1}^{(3)}$ and $\Gamma_{2}^{(3)}$ combines beams 1 and 8.

[^57]:    ${ }^{7}$ The horizontal axis represents $\operatorname{Re}\left\{\xi_{i}\right\}$, and the vertical axis represents $\operatorname{Im}\left\{\xi_{i}\right\}$.

[^58]:    8 In the examples of Fig. 63.9, all values of $m_{x}$ and $m_{y}$ correspond to selection matrices with maximum overlap in both directions. For a URA of $M=M_{x} \cdot M_{y}$ elements, cf. Fig. 63.9 (a), this assumption implies $m_{x}=\left(M_{x}-1\right) M_{y}$ and $m_{y}=M_{x}\left(M_{y}-1\right)$.

[^59]:    ${ }^{9}$ In [24], we have also described how to use 2-D Unitary ESPRIT in DFT beamspace for cross arrays as depicted in Fig. 63.9 (c).
    10 This can be achieved via a 2-D FFT with appropriate scaling.

[^60]:    ${ }^{1}$ This work was supported in part by the Swedish Research Council for Engineering Sciences (TFR).

[^61]:    ${ }^{2}$ Henceforth, the superscript " $*$ " denotes the conjugate transpose; whereas the transpose is designated by a superscript " $T$ ". The notation $\boldsymbol{A} \geq \boldsymbol{B}$, for two Hermitian matrices $\boldsymbol{A}$ and $\boldsymbol{B}$, is used to mean that $(\boldsymbol{A}-\boldsymbol{B})$ is a nonnegative definite matrix. Also, $\boldsymbol{O}$ denotes a zero matrix of suitable dimension.

[^62]:    ${ }^{3}$ If $\boldsymbol{x}_{k}$ is the $k$ th column of a matrix $\boldsymbol{X}$, then $\operatorname{vec}(\boldsymbol{X})=\left[\begin{array}{lll}\boldsymbol{x}_{1}^{T} & \boldsymbol{x}_{2}^{T} & \cdots\end{array}\right]^{T}$.

[^63]:    ${ }^{4}$ For details on the $A B C$ theory, which is an extension of the classical BLUE (Best Linear Unbiased Estimation) / M arkov theory of linear regression to a class of nonlinear regressions with asymptotically vanishing residuals, the reader is referred to $[9,29]$.

[^64]:    ${ }^{5}$ To within a multiplicative constant.

[^65]:    ${ }^{1}$ This work was supported by the U.S. Air Force Office of Scientific Research under Grant no. F49620-97-1-0481, the Office of Naval Research under Grant no. N 00014-96-1-1078, the National Science Foundation under Grant no. MIP-9615590, and the HTI Fellowship.

[^66]:    ${ }^{1}$ Global System for M obile communications.

[^67]:    ${ }^{2}$ The distribution may, however, approach Gaussian when constellation shaping is used for spectral efficiency [56].

[^68]:    ${ }^{1}$ Initial date of submission of this article September 28, 1995.

[^69]:    ${ }^{1}$ Signals of a continuous variable $x \in \mathbb{R}^{d}$ are usually denoted by $f(x)$, whereas for signals with discrete variable $x \in \mathbb{Z}^{d}$ we write $f[x]$.

[^70]:    ${ }^{2}$ In convex analysis [50], to a convex function $h$ there uniquely corresponds its Fenchel conjugate $h^{*}(a)=\bigvee_{x} a x-h(x)$, which is the negative of the lower slope transform of $h$.

[^71]:    ${ }^{1} \mathrm{~A}$ comprehensive treatment of the lattice and its associated soliton theory can be found in the monograph by Toda [18].

[^72]:    ${ }^{2} \mathrm{~A}$ detailed discussion of linear and nonlinear wave theory including KdV can be found in [21].

[^73]:    ${ }^{1}$ Real-time indicates behavior related to wall-clock time and does not necessarily imply a quick response.

[^74]:    ${ }^{1}$ Our efforts at Georgia Tech have only focused on layers 1 and 2 of this standard.

[^75]:    ${ }^{2}$ IEEE 1164-1993 Standard M ulti-Value Logic System for VHDL M odel Interoperability.

